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Longboarding techniques classification using Machine Learning 

• Pancreatic cancer is a highly aggressive disease with a 5-year 
survival rate around 11%.

• The disease is often resistant to traditional treatments such as 
chemotherapy, radiation therapy, and surgery.

• Immunotherapy, even in current clinical trials, has had limited 
success against pancreatic cancer.

• Our research explores a new approach: enhancing the 
effectiveness of immunotherapy using Stimulator of Interferon 
Genes (STING) agonist to boost the immune system's response.
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- Android mobile application 
called "Physics Toolbox 
Sensor Suite"

- which records data in 
non-harmonic time 
intervals, frequently 
0.01s-0.03s. 

- Linear acceleration changes 
whenever the mobile device 
speeds up, slows down, or 
changes direction. 

- When the device is at rest 
with respect to the surface 
of the earth, it reads 
acceleration values of 0, 0, 0. 

Data Normalization

- An application aiming to classify a rider’s longboard ride’s 
techniques 

- Experimentations with different methods for reducing loss and 
improving accuracy in predicting Longboard activities.

- Vector normalization using 3-dimensional rotation matrices 
that rotate the 3 dimensions around a vector.

- These inclination data are reversed and used for rotating all 
acceleration data back to a fixed coordinate system where 
Azimuth, Pitch, and Roll are collectively 0's.

Data segmentation

- data will be split into windows of similar time intervals. From 
each time window, we consider the last and first points to be 
vector data.

- After experiments with all possible time intervals, we found that 
3s is the most optimal and high-performing time interval.

- This is largely based on the data so for different configurations of 
data, different periods of time may work better. As for all the 
configurations we have tested, 3s durations work best.

Feature extractions

- Sum of frequencies of position displacement vector in x and z 
dimensions

- Maximum and Minimum values of position displacement in x and 
z dimensions

- difference between the maximum and minimum accelerations in 
the y dimension

- Root mean squared of position displacement in x and z and 
acceleration in y (while ignoring NaN).

Results and future directions

Background

Next steps:
- Higher accuracy with neural network models and modified 

versions of classifiers.
- Model deployment for an Android and IOS application.
- Do more test runs with different riders and configurations.
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Figure: Rotation matrix 
applied on a small sample 
of the position 
displacement data. Above 
is the raw data, and below 
is the rotated data

Table: F1 score, train 
score (the fraction of 
correctly classified 
samples when learning 
the training set), test 
score (the fraction of 
correctly classified 
samples when learning 
the testing set) and 
training time of different 
classifier

Figure 2: Predictor’s workflow, i.e. all the steps happening 
from raw data to predictions within the model.

Figure 6: Feature importance 
when using Random Forest 
Classifier to classify Longboard 
Activity. From left to right, 
Acceleration di
fference, Amplitude in x, 
Displacement frequency in x, 
Amplitude in z, Displacement 
frequency in z, Root-mean 
squared of acceleration in y, 
displacement in x and z

Figure: position displacement in 3 dimensions with respect to time 
(pumping.csv)

Data collection


