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ABSTRACT

Amyotrophic Lateral Sclerosis (ALS) is a rare neurodegenerative
and currently incurable disease. It causes a rapid decline in motor
functions and has a fatal trajectory. The aim of the treatment is
mostly to alleviate symptoms and improve the patient’s quality
of life (QoL). The goal of this study is to develop a Clinical Deci-
sion Support System (CDSS) in order to alert clinicians when a
patient is at risk of experiencing a low QoL, so that they are better
supported. The source of the data was the Irish ALS Registry and in-
terviews with the 90 patients and their primary informal caregiver
at three time-points. In this dataset, there were two different scores
to measure a person’s overall QoL, based on the McGill QoL (MQoL)
Questionnaire and we worked towards the prediction of both. The
method we used for the development of the predictive models was
Extreme Gradient Boosting (XGBoost), which was compared to a
logistic regression baseline model. We used the SHAP (SHapley
Additive exPlanations) values as a technique to provide local and
global explanations to the outputs as well as to select the most
important features. The total calculated MQoL score was predicted
accurately by three features, with a F1-score on the test set equal to
0.81, a recall score of 0.78, and a precision score of 0.84, while, the
addition of two features produced similar outcomes (0.79, 0.70 and
0.90 respectively). The three most important features were the age
at disease onset, ALSFRS score for orthopnoea and the caregiver’s
status pre-caregiving.
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1 INTRODUCTION

Amyotrophic Lateral Sclerosis (ALS), also known as Motor Neuron
Disease (MND) is a rare neurodegenerative disease. It is charac-
terised by the progressive death of upper and lower motor neurons,
causing muscle atrophy and paralysis, and it has a fatal trajectory
usually within 3-4 years from symptom onset[31]. As ALS is cur-
rently incurable, treatment is mostly palliative and aims to alleviate
symptoms and improve quality of life (QoL)[21, 34].

Knowledge of the determinants of a patient’s QoL is of interest
to clinicians as they can better guide their treatment and support.
However, QoL may depend on several characteristics in different
combinations according to each individual, including but not limited
to the patient’s physical disability. These combinations and interac-
tions between the factors relating to QoL may be complicated for a
clinician to identify. Machine Learning allows for the identification
of such interactions and the prediction of an outcome of interest,
which can be “learned” from the analysis of large volumes of data.
For this reason it is used in different aspects of healthcare, such as

594

This work is licensed under a Creative Commons Attribution International 4.0 License. 

https://creativecommons.org/licenses/by/4.0/


in the development of Clinical Decision Support Systems (CDSS).
Such a tool can alert a clinician about an important event during a
patient’s treatment and allow for further investigation. In this case,
it is important to also inform the clinician on the reasons behind
the system’s suggestion in order to make an informed decision.

Previous work in the investigation of QoL in ALS has inves-
tigated some predictors of QoL using linear models and simple
statistics, while there are no machine learning-based predictive
models or CDSS to support the faster prediction of QoL. Some sci-
entists have found a correlation between physical functioning and
QoL[35], while some contradict that[9, 18, 25, 28], or have only
found relevance with the Physical Functioning QoL sub-scale[17].
Regarding symptoms, dysphagia is an issue that relates to quality
of life[24, 30], as well as breathing difficulties and fatigue[35]. Pal-
liative care provided by the multidisciplinary team has been shown
to improve QoL in two studies[4, 16]. In this work we have a rich
set of information available and the support of machine learning
techniques to assist us in gaining insight. In our previous work
with the same cohort we predicted caregiver burden in carers of
people with ALS, which is also a multi-dimensional outcome, and
the results were promising[3].

The focus of this work is the development of a CDSS which
will provide information on a patient’s global QoL (low or high)
along with explanations on the predicted outcome. The features
used in the analysis contained patient and primary caregiver de-
mographic information, along with use of health services, financial
support, social status, aids and appliances received, expenses for
treatment, clinical attributes of the patient and caregiving duties of
the caregiver. The primary caregiver is the adult who took main
responsibility for the patient by offering unpaid support. We believe
that the caregiver plays an important role in the care of a patient
with ALS, so some information about them might be related to the
patient’s QoL. Our goal is to create a system that will require a
small number of easy to collect or readily-available inputs that will
alert a clinician on the risk of a patient experiencing low levels
of QoL, as awareness of this information is clinically useful[27].
We did not include other questionnaires in the study, for example,
one that measures depression or anxiety which has been shown to
affect QoL. Although this information is relevant their inclusion
would have decreased the ease of information collection and clinical
usability. An additional aim of our CDSS is to provide explanations
for the reasons behind the alerts so that the clinicians can make an
informed decision. Our proposed system will provide both global
as well as local/individual explanations. This way clinicians will
be aware and devise a personalised plan for the provision of the
necessary support to the patient and their caregiver.

We are working towards the prediction of the overall quality
of life that a patient experienced within the past two days as it
is measured by the McGill QoL questionnaire[11]. There are two
scores that quantify this, one is a single-item score (SIS), the self
perceived QoL in the past two days, while the other (MQoL) is the
mean value of the scores on five sub-scales that measure physical
well-being, physical symptoms, existential well being, psychological
symptoms and support. These two measures of QoL both describe
global QoL and have been found to be highly correlated[28], but
they are calculated in a different manner so it is useful for clinicians
to investigate both.

2 DATA

This study included information on 90 people with ALS and their
primary caregiver, who were interviewed at their residence at three
time-points (at four-month to six-month intervals). The patients
attended the National ALS/MND multidisciplinary Clinic (MDC) at
Beaumont Hospital, Dublin. The pairs of participants were identi-
fied through the MDC and were asked to consider participating in
the study. They provided informed consent for participation and
for access to the patients’ clinical information through the National
ALS/MND Register after the follow-up interviews. All information
was pseudonymised after collection and before conducting any
analysis for this work. This study was granted ethical approval
from Beaumont Hospital Medical Research Ethics Committee and
all participants provided informed written consent.

The McGill Quality of Life (McGill) questionnaire was used to
measure the quality of life on a scale of 0 (“very bad”) to 10 (“ex-
cellent”) for each question[11]. The stage of the disease for the
patients was measured using both the Milano-Torino (MiToS) func-
tional staging[10] and King’s clinical staging[26] systems. The El
Escorial[6] criteria were used to determine diagnosis. The Amy-
otrophic Lateral Sclerosis Functional Rating Scale-Revised (ALSFRS-
R)[7] was used as a measure of the progression of ALS. A high
ALSFRS-R score shows a better functionality of the patient. The
total score ranges between 0 and 48 and the individual questions
(ranging between 0 and 4) quantify symptoms of the regions that are
used in the El Escorial criteria. Cognitive and behavioural impair-
ment were assessed by the Edinburgh Cognitive and Behavioural
ALS Screen (ECAS)[1, 23] and Beaumont Behavioural Inventory
(BBI)[12].

To calculate the total QoL in McGill, namely “MQoL”, we used
themethod described in [11], while the “MQoL-SIS” score is a single-
item global measure of quality of life. The scores were then split in
two classes according to their median value: 6 for MQoL-SIS and
6.85 for MQoL. A higher than median value is equivalent to high
quality of life and is represented by 0 in our data, while a lower than
median value is equivalent to a low quality of life and is represented
by 1 (shown in Eq. 1). For the prediction of the two outcomes we
used two datasets with the same features (N=137 predictors), but
a different number of entries due to missingness. Entries with a
missing value in the target feature were removed leaving 167 entries
in the MQoL dataset and 176 entries in the MQoL-SIS dataset.

𝐵𝑖𝑛𝑎𝑟𝑦 𝑄𝑜𝐿 =

{
1 𝑜𝑟 𝑙𝑜𝑤 𝑄𝑜𝐿 𝑠𝑐𝑜𝑟𝑒 ≤ 𝑚𝑒𝑑𝑖𝑎𝑛 𝑣𝑎𝑙𝑢𝑒,
0 𝑜𝑟 ℎ𝑖𝑔ℎ 𝑄𝑜𝐿 𝑠𝑐𝑜𝑟𝑒 > 𝑚𝑒𝑑𝑖𝑎𝑛 𝑣𝑎𝑙𝑢𝑒.

(1)

3 METHODS

A summary of the methodology can be seen in the workflow dia-
gram in Figure 1. This process was repeated for the two different
outcomes in parallel. We then demonstrate the global and local
explanations for the best models that predict MQoL, along with
two case studies.

3.1 Data Pre-processing

In order to select a subset of the most relevant features we ap-
plied an ensemble of six different feature selection methods for the
elimination of biases in the process[2]. This step was conducted in
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Figure 1: Workflow diagram that shows a summary of the

methodology that was used in this paper. These steps were

repeated for each of the two outcomes,MQoL andMQoL-SIS.

Table 1: Distribution of patients into classes. MQoL-SIS is

the overall quality of life single-item Score while MQoL is

the calculated total score based on the McGill QoL question-

naire.

Data High QoL(0) Low QoL(1)

𝑀𝑄𝑜𝐿 − 𝑆𝐼𝑆
Full 105 71

Training 81 51
Test 24 20

𝑀𝑄𝑜𝐿
Full 85 82

Training 70 55
Test 15 27

R (http://www.r-project.org/) using the “EFS” (Ensemble Feature
Selection) package [22]. The ensemble consisted of the following
methods: median, Pearson- and Spearman-correlation, logistic re-
gression, and two variable importance measures embedded in the
“randomForest” [5] implementation in R. From this methodology
we identified the 50 and 51 important features for each of the two
outcomes (MQoL and MQoL-SIS respectively).

3.2 Data Analysis

For the creation of the predictive models, the data were split into
training and test sets (75% and 25% respectively). The distribution
of patients into QoL classes is shown in Table 1. Due to the lack of
existing models for this research problem to compare ours against,
we developed a baseline model using logistic regression; a tech-
nique that is explainable by design. A baseline model was trained
for each of the two outcomes using Least Absolute Shrinkage and
Selection Operator(LASSO)[32]. LASSO was used instead of a stan-
dard logistic regression because of the large number of features
in the data. The lambda parameter that was used was identified
using five-fold cross validation with the method cv.glmnet from
the “glmnet”[14] package in R version 3.0-2. To create the model
we used the function “glmnet” from the same package. For the
baseline models (LASSO) we imputed the missing data using the
missForest[29] imputationmethod in R, while the remainingmodels
did not require the imputation of missing values.

Table 2: Hyperparameter values used in the grid search for

the tuning of the XGBoost models.

Hyperarameter Set of values

eta [0.001, 0.01, 0.1, 0.2, 0.3]
gamma [0.05, 0.5, 1, 1.5]

min_child_weight [5, 7, 9, 10]
subsample [0.5, 0.8, 1]

colsample_bytree [0.6, 0.8, 1]
lambda [0.1, 0.5, 1]

We created the remaining models using the Extreme Gradient
Boosting algorithm (XGBoost)[8]. XGBoost is a popular implemen-
tation of the gradient tree boosting method[13] that is easy to use,
accurate and used by the winning teams of many Machine Learn-
ing competitions in different kinds of problems[8]. It creates an
ensemble of Decision Trees gradually, by evaluating their predic-
tions and introducing higher weights to the samples that were not
successfully predicted in the previous tree, in order to prioritise
them in the next prediction “attempt”.

After creating the first models with the features identified by the
EFS method, we selected their most important features as they were
“revealed” by the Explainable Artificial Intelligence (XAI) method-
ology we describe in Section 3.3. This was done in order to create
lower-dimensional datasets. Our aim is to use the least amount
of information that can be informative for the prediction of the
outcome. Fewer predictive features are easier to collect, so this
aspect can lead to a more usable system. Moreover, according to
the European General Data Protection Regulation’s (GDPR) data
minimisation principle, we should collect no more personal infor-
mation than “is necessary in relation to the purposes for which
they are processed”(https://gdpr-info.eu/art-5-gdpr/).

To tune each model’s hyperparameters we used an exhaustive
search over different values on a five-fold cross-validation, with
the “GridSearchCV” from sklearn using the F1 score (scoring=“f1”)
to evaluate the different parameter combinations. The hyperparam-
eters that were tuned were the following: the step shrinkage to
prevent overfitting (“eta”), the minimum loss reduction required to
make a new split in a tree (“gamma”), the minimum sum of weights
required in a child (“min_child_weight”), the subsample of samples
to be selected for the creation of each tree (“subsample”), the sub-
sample ratio of columns to create each tree (“colsample_bytree”),
and the L2 Regularization term on weights (“lambda”). We set de-
fault values equal to 1000 for the number of estimators and 4 for
the maximum depth of each Decision Tree in the ensemble. The set
of values that were used in the grid search are shown in Table 2 and
the final values of all hyperparameters in all models are presented
in Table 3.

To evaluate the models we used the F1 score and recall on the
training and test sets to see how they compare, and the precision
and AUC-ROC (Area Under the Receiver Operator Characteristic
Curve) on the test set. Recall is significant in this work as it is more
important to accurately predict the people who need support – in
this case, the low QoL class.
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Table 3: Hyperparameter tuning of predictive models. MQoL-SIS refers to the overall QoL Single-Item Score, while the MQoL

refers to the the calculated total QoL. Where there is no number in the dataset name, the full dataset is implied, as it was

selected by the feature selection method, while the numbers refer to the datasets with the 10, 5, 3 and 2 most important

features. The number of estimators were 1000 and the maximum depth of each tree was set to 4.

Model Hyperpameters

MQoL-SIS Baseline alpha: 1, lambda: 0.0576
MQoL-SIS Full colsample_bytree: 0.6, eta: 0.1, gamma: 0.05, lambda: 0.1, min_child_weight: 7, subsample: 1
MQoL-SIS10 colsample_bytree: 0.6, eta: 0.3, gamma: 1, lambda: 0.5, min_child_weight: 5, subsample: 0.8
MQoL-SIS5 colsample_bytree: 1, eta: 0.2, gamma: 0.5, lambda: 0.1, min_child_weight: 5, subsample: 0.8

MQoL Baseline alpha: 1, lambda: 0.1186
MQoL Full colsample_bytree: 0.8, eta: 0.2, gamma: 1, lambda: 0.5, min_child_weight: 5, subsample: 0.8
MQoL10 colsample_bytree: 0.8, eta: 0.1, gamma: 0.05, lambda: 0.1, min_child_weight: 5, subsample: 1
MQoL5 colsample_bytree: 0.8, eta: 0.3, gamma: 0.5, lambda: 0.1, min_child_weight: 5, subsample: 1
MQoL3 colsample_bytree: 0.8, eta: 0.01, gamma: 0.05, lambda: 0.1, min_child_weight: 5, subsample: 1
MQoL2 colsample_bytree: 0.6, eta: 0.3, gamma: 0.05, lambda: 0.5, min_child_weight: 5, subsample: 0.8

3.3 Explainable AI

As discussed in the Introduction, our aim is to create a system that
can assist clinicians not only by predicting QoL, but by also ex-
plaining its predictions. Our baseline model uses a technique that
is explainable by design and the remaining models we developed
require post-hoc explanations. For this reason we used a state-of-
the-art explainable Artificial Intelligence (XAI) technique, namely
SHAP (SHapley Additive exPlanations)[20]. SHAP values are sug-
gested as a unified method of six other XAI methods to measure
feature importance. This methodology offers the opportunity of
both local explanations, for a specific prediction, as well as global
explanations that summarise many local ones to give an overview
of the model’s structure. We used the Tree Explainer [19] as it pro-
vides optimal local explanations and interactions, as well as global
insights in the structure of tree-based models, such as the XGBoost
that we applied in this study. With regard to global explanations,
we used local model summarization to present an overview of the
model and feature importance.

4 RESULTS

In the first part of this section we present the evaluation of all the
fitted models using F1 score, Precision, Recall and AUC ROC score.
We show how well the two outcomes are predicted by the Baseline
model that used LASSO Regression, the full model using XGBoost
and the models that used subsets of features using XGBoost (Table
4).

The Baseline model for MQoL-SIS overfits the training data and
the results in the training set are not good. The Full model is also
overfitted on the training dataset with no good results in the test set.
When a subset of ten or five most important features was used, we
saw some improvement that would not suffice for the development
of a CDSS.

Regarding the MQoL models, in the Baseline model that used
LASSO Regression, the algorithm did not converge, the predictive
model consists only of a constant value and predicts all outcomes as
0.476, which means they were all classified as 0. As a result, recall
is 0 and the precision and F1 scores are NaN. However, when we

( )

(B)

Figure 2: Bar plots that show features in order of importance

based on the mean absolute value of the SHAP values for

each feature in (A) MQoL5 and (B) MQoL3.

used the XGBoost algorithm the results were good on both the
training and test sets, although in this case, the model underfits
the training data. The good performance of the model that used
only five features led us to remove more features and we found that
three features were also quite predictive of the outcome. We are
mostly interested in the prediction of the low QoL class (MQoL=1)
in order to provide assistance to these patients, so higher recall
is a priority. As a result we would recommend MQoL5 or MQoL3
(the models with only five or three features) as they use a very
small number of features, while the recall in both the training and
test sets is high. The recall in MQoL3 is slightly higher while the
Precision is slightly lower compared to MQoL5.

4.1 Model Explanations

Due to their good predictive power, we are focusing on using the
XAI techniques on models MQoL5 and MQoL3. Figure 2 shows
a bar plot of the features in order of impact based on the mean
absolute value of the SHAP values for each feature, to provide a
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Table 4: Evaluation of predictive models. MQoL-SIS refers to the overall QoL Single-Item Score, while the MQoL refers to the

the calculated total QoL. The Baseline and “Full” models use the whole dataset, while the numbers next to the remaining

model names indicate the number of features they use that were selected based on importance. AUC is the Area Under the

ROC (Receiver Operator Characteristic) Curve.

Model f1-training Recall-training f1-test Recall-test Precision-test AUC-test

MQoL-SIS Baseline 0.61 0.54 0.17 0.12 0.29 0.49
MQoL-SIS Full 0.54 0.90 0.41 0.35 0.50 0.53
MQoL-SIS10 0.64 0.86 0.50 0.45 0.56 0.58
MQoL-SIS5 0.61 0.82 0.53 0.45 0.64 0.62

MQoL Baseline NaN 0 NaN 0 NaN 0.50
MQoL Full 0.54 0.91 0.79 0.70 0.90 0.79
MQoL10 0.66 0.96 0.80 0.74 0.87 0.77
MQoL5 0.67 0.82 0.79 0.70 0.90 0.79
MQoL3 0.62 0.84 0.81 0.78 0.84 0.76
MQoL2 0.65 0.62 0.78 0.67 0.95 0.80

(A)

( )

Figure 3: Summaryplots ofModelsMQoL5(A) andMQoL3(B).

Features appear in order of their sum of SHAP value magni-

tudes, and SHAP values show the impact each feature has

on the model output. The color represents the feature value

(red high, blue low). This reveals for example that a high

ALSFRS-11 score for orthopnoea lowers the predicted risk

of low QoL (or we could say that it is associated with higher

QoL).

global explanation of the model. The patient’s age at disease onset
is the most important predictor with an average magnitude almost
equal to 1. It is followed by the caregiver’s employment status
prior to caregiving with almost 0.8 and then the remaining features
have less magnitude although still important for the model. Figure
3 shows the summary plots of the two models. The features are
displayed in order of importance, each of the dots is a different
entry in the dataset and the color represents the feature value (red
is high, blue is low). The reason some dots pile up vertically is to
give a sense of density, and the reason they spread horizontally
signifies their importance for some individual predictions, even if
globally they might not be as important[19]. The plot is split by a
vertical line on 0, so all feature values on its left have a negative

impact on the output while on its right they have a positive impact.
If the colour on one side of the vertical line is mostly constant (close
to red or close to blue) then it is easy to explain the relationship
with the outcome. For instance, high values (good functionality) in
the ALSFRS 11 orthopnoea score, which is a measure of shortness
of breath when lying down, are predictive of higher QoL.

In order to explore the features some more we used dependence
plots (Figure 4) to show how the model output varies by feature
value (on the five-variable model for MQoL). The feature used for
coloring is automatically chosen based on a potential interaction.
In a similar manner to the summary plot, we can explain Figure
5 of local explanations for two hypothetical patients, one with a
predicted QoL of 0 (the outcome in probabilities was equal to 0.33)
and one with a predicted QoL of 1 (the outcome in probabilities
was equal to 0.7). The features on the right (in blue) have a negative
impact to the predicted outcome, while the red ones are “pushing”
the predicted value to the right, meaning they have a positive impact.
In this graph we can see the predicted probability, as well as the
specific values the important features took in each individual case.
It is important to note here that a “positive” impact is numerically
positive, whichmeans it moves the output value closer to 1, which is
equivalent to low QoL. In Section 5 we present the two hypothetical
patients as case studies in order to put the CDSS in context.

5 CASE STUDIES

This section introduces two hypothetical patients along with their
predicted probability of low QoL and the explanations of the pre-
diction, in order to put the CDSS in context and to illustrate the
factors that were predictive of their QoL. In Figure 5 we show the
output of the 3-variable model for better visualisation using SHAP.
This model uses the patient’s age at disease onset and ALSFRS
score for orthopnoea, as well as the caregiver’s employment status
before caregiving to make a prediction. A high orthopnoea score (4)
corresponds to no breathing problems when lying flat, and a low
score (0) represents inability to sleep without mechanical assistance.
The caregiver’s employment status is a categorical variable where:
1 represents “working for payment or profit”; 2 “looking for first
regular job”; 3 “unemployed”; 4 “student/pupil”; 5 “looking after
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(A) ( ) (C)

(D) (E)

Figure 4: Dependence plots of features in MQoL5 (five-feature model for the prediction of MQoL) that show their impact on

the outcome. Each dot is a different entry and the feature used for coloring is automatically chosen based on a potential

interaction. (A) Age of onset, (B) Employment status pre caregiving, (C) ALSFRS 11 Orthopnoea score, (D) Caregiver Age, (E)

ALSFRS 1 Speech, are all plotted against their SHAP value.

home/family”; 6 “retired from employment”; 7 “unable to work due
to permanent sickness or disability”; and 8 “other”.

Case 1. A 61-year-old Caucasian man, with no family history of
ALS, presented at the multidisciplinary clinic 18 months after symp-
tom onset, for his scheduled visit. He used to be a bank manager,
but is now retired (not due to his ALS diagnosis). He was accompa-
nied by his 63-year-old wife who, due to the fact that they had four
children, used to look after the home/family; this is something she
also does now, along with her caregiving duties. The patient’s onset
was spinal, and affected his movement, starting with weakness of
his hips and legs. At this visit he was assessed and was found to
need some assistance to perform his dressing and hygiene routine,
and he also walks with assistance. He has no breathing, speaking
or eating difficulties.

During the visit the patient’s information is updated in the health
records and based on the patient’s age at disease onset, ALSFRS
score for orthopnoea, and the caregiver’s employment status before
caregiving, the predicted probability for having a low QoL (a MQoL
score below 6.85) is calculated. The patient has a predicted probabil-
ity of low QoL equal to 0.33, which means we would classify him as
a low risk patient (or high QoL) at this time. The prediction and its
explanation are shown in Figure 5(A). His age of onset was 60.4 and
leads to an increase in the output value (as shown by the arrow and
the red colour). The caregiver’s employment status before caregiv-
ing was 5 (looking after home/family) and the ALSFRS 11 score for
orthopnoea was 4 (high functionality). Both these features have a
negative impact on the predicted probability. The caregiver’s prior
employment status is what, in this case, affected the prediction the
most (based on the length of the blue arrow).

Case 2. A 66-year-old Caucasian woman, with no family history
of ALS, presented at the multidisciplinary clinic five years after
symptom onset, for her scheduled appointment. She continues
having difficulty breathing and is using a BiPAP (Bilevel Positive
Airway Pressure) during the night as she has respiratory insuf-
ficiency and orthopnoea. When she first attended the clinic, five
years ago, she was a retired school teacher. She was accompanied
to the clinic by her 68-year-old sister, who has also been retired for
ten years. Her sister now lives with her because the patient needs
assistance with walking, dressing and hygiene, and turning into
bed, and she is her primary caregiver.

The predicted probability of low QoL for the patient was 0.70
which classifies her as an at-risk individual or a low QoL patient
(Figure 5(B)). The age of onset was close to case 1 (61.2 years) and
had a similar positive effect (although smaller), while the orthop-
noea score was 0 (inability to sleep without mechanical assistance)
and also has a positive impact on the predicted probability. The
caregiver’s prior employment status had a negative impact with
a value of 6 (retired from employment). The feature that mostly
affected the prediction in this case was the orthopnoea score.

6 DISCUSSION

The focus of this work was to develop a CDSS to alert clinicians
to a patient’s risk of low QoL. We used two different scores from
the McGill questionnaire that represent overall QoL. MQoL-SIS, is
defined as a single item score that describes overall self-perceived
QoL in the past two days, while the MQoL score is calculated by
sub-scores from the questionnaire that measure physical symptoms
and well being, existential, psychological QoL, and support. We
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Figure 5: (A) Explanations on a patient’s prediction of high MQoL. (B) Explanations on a patient’s prediction of low MQoL.

Both are created using model MQoL3. Blue shows a decrease in predicted outcome caused by the “blue” features, while the

red show an increase. The outcome is shown in the form of predicted probability. A MQoL value of 1 means that we have a

case (an “issue”), while 0 means non-case (or no “issue”). When a feature has a positive impact on the outcome it means that

the predicted probability of the binary QoL score is increased and is “pushed” towards a value of 1; this value represents a low

QoL score.

included information on the patient’s clinical status, aids and ap-
pliances, use of healthcare services, expenses due to the condition,
and demographic and financial status. Additionally, considering
the patient and primary caregiver as a “system” that interacts, we
included some demographic information on the caregiver, as well
as caregiving duties, employment status and financial supports
as a result of their relative’s condition. We used an ensemble Ma-
chine Learning method, namely XGBoost, for the development of
the models and an explainable technique, namely SHAP, to get
insights for the predictions. We found that the SIS score is not
easy to predict with the available information, while the calculated
total MQoL score was predicted well by only a small number of
variables. We identified two models with very similar scores and
slight differences in the proportions of correct positive (MQoL=1)
identifications. Evaluation on a larger number of patients could
clarify whether there are significant differences in performance.
The two selected models were the ones with three and five predic-
tive features (MQoL3 and MQoL5) and they were selected over the
two- and ten-feature models (MQoL2 and MQoL10) due to their
good recall scores and small number of variables.

Our findings suggest that QoL (as it is measured by the Total
MQoL score) is related to the patient’s age at disease onset, or-
thopnoea score in the ALSFRS-R scale, and Speech Score in the
ALSFRS-R scale. It is also related to the caregiver’s age and employ-
ment status pre-caregiving. Using the dependence and summary
plots we can further discuss the way each feature affects the pre-
dictions. It is important to note that the methodology does not
reveal causality; rather, it is giving us insights into what affected
the predicted value. Moreover, we emphasise the fact that a value

of 1 means that we have a case (an “issue”), while 0 means non-case
(or no “issue”). Thus, in this case, when a feature has a positive
impact on the outcome it means that the predicted probability of
the binary QoL score is increased and is “pushed” towards a value
of 1; this value represents a low QoL score. So, a positive impact
would be associated with lower QoL and vice versa.

With regards toMQoL, age of onset is the most predictive feature,
but it affects the outcome in different ways. The highest ages (above
65 years) have a smaller absolute impact on QoL, while the smallest
(below 55 years) have a small negative impact. Interestingly, the
values in between have the biggest impact on QoL but it could
be either positive or negative. This effect is not very clear and
it could be associated with other factors, so we suggest further
investigation. Regarding employment status pre-caregiving, we
see that the primary caregiver being employed before the onset
of their caregiving duties (value of 1 in the feature), has a positive
impact on the outcome; thus, it is related to lower MQoL. This
outcome might be associated to the caregiver’s burden after the
assignment to the additional duty of caregiving or to the satisfaction
of the care the patient received. The latter has been found to be
associated with MQoL in a previous study[9], along with social
status. Lack of orthopnoea (high score) is associated with higher
QoL and previous work has also found a similar effect on QoL due to
breathing problems [35]. Higher speech functionality (ALSFRS 1) is
related to lowerQoL. In this case there could be a confounding factor
that we are unaware of and this would require further investigation.
It can be noted that themajority of patients in our study had small or
no speech disturbances. Finally, we can see that a lower caregiver’s
age (below 50 years) is associated with higher QoL (has a negative
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impact on the predicted value). For ages above 50 there is variation
of the effect.

We found that two of the differentiators of the QoL classes were
caregiver-related information. Additional support for caregivers
could potentially impact both their and the patient’s QoL. Provision
of palliative care has been found beneficial for the patient’s QoL and
for the alleviation of caregiver burden[4, 16]. Moreover, support to
the family has been recommended for the improvement of QoL[15].
Social support and satisfaction of the care that patients receive
affects QoL[9], so, awareness of a patient’s QoL can lead to the
timely provision of this support. Finally, younger patients might
be less affected, according to our findings, but early support could
maintain their levels of QoL.

This study is not without limitations, the main one being the
small number of entries in our dataset due to the rarity of the disease.
Evaluation of the models on more patients is recommended as a
further step. Previous studies have found correlations between QoL
and psychological, existential and spiritual factors[9, 25, 28, 33],
which were not included in this work. Further investigation of such
factors combined with the findings in this study could potentially
explain some of the effects that were found, and even more accu-
rately predict the MQoL-SIS Score. Moreover, social withdrawal
and patient satisfaction for the care that patients receive were not
measured in this study but have been identified as predictors of
MQoL-SIS[9].

7 CONCLUSION

In this work we used a Machine Learning ensemble technique (XG-
Boost) to create a CDSS to alert clinicians about a patient’s QoL in
ALS. We also applied a state-of-the art technique which can explain
the outputs to clinicians for better usability and system assessment.
The explanations can be both individual and also related to the
overall structure of the model. The most important predictors of
QoL were the age at disease onset, ALSFRS score for orthopnoea
and the caregiver’s status pre-caregiving. Additionally caregiver
age and ALSFRS score for speech can potentially add to the predic-
tive power but this should be further evaluated on new patients.
While the predictive features would require further investigation
and a bigger sample would be needed to validate the predictive
models, this work successfully predicts a patient’s overall QoL, as it
is defined by the calculated total QoL score (MQoL) from the McGill
questionnaire. This study is a proof of concept of an informatics
solution to assist in the easier assessment of a patient’s QoL. We
aim to validate these findings against a larger European ALS cohort
and to evaluate the explainability of the CDSS with the help of
clinicians.
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