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ABSTRACT Based on Hilbert Random Secure Distribution, a novel data-hiding method for embedding
secret information about the patient in a cover image MRI sample has been proposed. Least significant
bit (LSB) and most significant bit (MSB) techniques are applied for the physical hiding. Medical images
confidentiality suffers from potential attacks and tracing by an unauthorized access. Technically, distributing
the secret text in a random way on the cover image is the core security function of the proposed model. In
order to evaluate the performance of the proposed solution, three quality metrics: Peak signal to noise ratio
(PSNR), Mean Square Error (MSE), percentage residual difference (PRD) and Structural Similarity Index
measure (SSIM) were computed and compared on ten MRI images. Experimental results showed significant
results in comparison with other models and reached average PSNR up to 61 db. Furthermore, the security
analysis in case of 512 × 512 image samples show complex probability of distribution based on the Hilbert
space model.

INDEX TERMS Patient privacy, steganography, LSB, MSB, MRI samples, Hilbert similarity.

I. INTRODUCTION
Secret text transfer over the network has increased signif-
icantly. Digital images represent the most cover material
to hide secret text and send/receive over the networks [1].
This secure activity faces big challenges as a result of the
potential number of hackers and organizations trying their
best to intrude and obtain this private information [2], [3],
[4]. Steganography technique is used to provide the protec-
tion of patient privacy and digital medical images [5], [6].
The basic components of steganography are covering image,
secret text, and stego image [7], [8]. In addition, the main
purpose of steganography avoids detection secret message
and there are many algorithms in this fields [9], [10]. Least
significant bit is one traditional method depend on spatial
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domain to hide secret information [11], [12]. Most significant
bit (MSB) is an untraditional technique that targeting the high
significant bits for hiding with low error [13]. To increase the
efficiency of the steganography many researchers try to find
the proper location to save the secret message for examples
using the image edges [14], [15]. Furthermore, using health
Images in such system are very interesting because they
contain sensitive details to any change that may lead into false
information [16].

A. MOTIVATION
With the great progress in information technology and com-
munication sector Transmission of medicals, patient pri-
vacy is facing malicious attacks [17], [18]. Patient Privacy
protection has been becoming an essential issue in the
administration of Electronic Patient Records (EPRs) [19].
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This paper discusses the problem of unauthorized access to
medical images to provide high security for patient sensitive.
In addition, we tried to find a mathematical space model to
achieve a random distribution to increase the efficiency of
the traditional steganographymethods alongside a newmodel
using the MSB location.

B. PROPOSED SOLUTION
In this paper, a new secure random distribution for the secret
bits is proposed. Hilbert mathematical similarity is developed
to provide secure random. This secure distribution would
increase security and complicate the hacking process poten-
tially. Furthermore, a key image is created based on a seed
key exchanged between the sender and the receiver. Hilbert
random distribution is completely based on the better simi-
larity search between the cover and key images. Finally, both
LSB and MSB are applied to physically hide the secret bits.

C. EVALUATION STRATEGY
In this paper, evaluation strategy has been developed for
testing performance the proposed system. Technically, PSNR
(Peak Signal to Noise Ratio), PRD (percentage residual dif-
ference) and MSE (Mean Squared Error) have been applied
as quality metrics for evaluation and to investigate efficiency.
In order to track the behavior of the proposed system and
its outcomes, three MRI image sizes have been used. High
results have been achieved by the proposed model especially
when compared with other methods.

D. PAPER ORGANIZATION
The rest of this paper is organized as follow: section II
presents the related works. proposed method is illustrated in
section III. Furthermore, Experiments and results are demon-
strated in section IV. Finally, the conclusion is explained in
section V.

II. RELATED WORK
Rustad et al. [20] have addressed the improvement the stego
image quality and minimize error rate to embed the message.
An adaptive method has been proposed to choose the optimal
pattern to reduce error bit that caused by embedding message
and enhancement performance of the inverted LSB substitu-
tionmethod through use two bit and LSB pattern. Technically,
PSNR,MSE, SSIM and Bit Error Rate (BER) have been com-
puted and compared to investigate their results. This paper has
used six container image like Lena and Baboon and ten MR
samples image for evaluation. The best achieved result in this
research are 56.053304 dB PSNR and 0.176664MSE for hid-
ing 8192 bytes’ message. In addition, 58.197853 db. PSNR
and 0.103816 MSE for hiding 5000 characters. On the other
hand, although several of images have been tested, it’s still the
performance has not capacity on optimization is inefficiency
to assist various of attacks on the stego image. Jayapandiyan
et al. [21] have discussed hide secret text in cover image
to improve cover image quality. In this paper, an enhanced

Least Significant Bit (eLSB) embedding technique have been
proposed to optimize secret message while embedding phase.
The proposed algorithm has been used in spatial domain.
In order to evaluate their proposed solution, Peak Signal to
Noise Ratio (PSNR), Mean Square Error (MSE) and Root
Mean Square Error (RMSE) have been computed and com-
pared to investigate their results. This paper has used five
sample of image like Lena and monalisa for evaluation. The
best achieved result in this research are 77.2883 dB PSNR
and 0.00122 MSE. On the other hand, few image samples are
not enough to assure efficient the proposed algorithm. Abed
[22] Have addressed problem unauthorized access of indi-
vidual and organizations and secure transmission sensitive
information patients over network from intruders. A highly
efficient solution has been proposed based on fractal prin-
ciple to protect patient’s privacy and provide high secure
via hiding information patient within MRI image by using
steganography techniques such as LSB and MSB to prevent
unauthorized entities access. Range and Domain is splited
into blocks with same block size. fractal have been used as
distribuer for secret messages into MRI host image. secret
information has been done in random order depending on
the fractal search. the original image blocks (Range) is cal-
culated then search of block that is the most similar to the
original and has the lowest root mean square error (RMS)
in the domain blocks. The resulting block is the destina-
tion block in range that will be used to conceal sensitive
information in the cover image. Moreover, indexes are used
to hide block in appropriate location. In order to evaluate
their proposed solution, PSNR andMSE have been computed
and to investigate their results. Twenty-five image samples
MRI have been used as main dataset for evaluation. The best
obtained results in this research are 45.7097676 dB average
PSNR and 1.74717184 average MSE for LSB steganogra-
phy technique. in addition, 47.24152412 average PSNR and
1.22763264 averageMSE forMSB steganography technique.
Although images size in the mobile devices is small, the effi-
cient proposed model may not be achieved when are applied
on other fields and with larger sizes of image Because the
stego image quality is affected significantly.

III. PROPOSED MODEL
This section is presented the description of the main con-
cepts that are employed for the proposed models. Moreover,
the Explanation of embedding and extracting information
techniques.

A. HILBERT SIMILARITY MEASUREMENTS
The Hilbert similarity measurements are applied for two vec-
tors (X, Y). The maximum similarity measurement between
two vectors are considered popular problem in many appli-
cations such as steganography [23]. In this paper, Hilbert
similarity is proposed to find the better similarity as a way to
assure random selection to hide the secret bits at. Therefore,
and in order to solve this problem, the maximum similarity
is measured between the cover image corresponding block
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of pixels with a selected block in the randomly generated
image key [24]. Technically, block size is proposed to be eight
pixels each. The distance is inverse of the similarity, if the
distance increases, the similarity decreases. The purpose of
this measurement is to determine the indexes of blocks from
the image key (i, j). Hilbert convex similarity is defined by
the following equations:

Sim(X,Y) = ((X.Y) − Max(X))/(∥X∥.∥Y∥) (1)

(X .Y) = x1 × y1 + x2 × y2 . . . . . . . . . xn× yn (2)

∥X∥ =

√
x12 + x22 + x32 . . . . . . . . . + xn2 (3)

∥Y∥ =

√
y12 + y22 + y32 . . . . . . . . . + yn2 (4)

where:
X and Y: - vectors, Max (X): - Maximum value in

vector X.
∥X∥: - square root for summation of element X, ∥Y∥: -

square root for summation of element Y.

B. HILBERT RANDOM SECURE DISTRIBUTION
A random secure distribution of secret text has been proposed
based on Hilbert similarity to protect patient privacy from
unauthorized access. Cover image is split into RGB bands.
We used the Red band as a map in Hilbert similarity search
and the Green or Blue band as cover to hide secret text.
The Red band is to determine the secret locations of block
in the key image (i, j) – generated previous to the random
distribution - based on Hilbert Convex set then start search in
Key image of the block which is the most similar to original.

FIGURE 1. Proposed system for hiding operation.

The resulting block is called the destination block. Finally,
indexes are taken and used to hide the secret text in Blue band
that represent cover image. Fig 1. illustrates the hiding of

secret text into cover image based on Hilbert similarity. Fig 2.
illustrates the Extracting of secret text from stego image based
on Hilbert similarity.

FIGURE 2. Proposed system for extracting operation.

FIGURE 3. Key image samples of 250 ×250 dimension.

C. KEY IMAGE CREATION
Key image is created with the same dimensions of the original
image. The key imagematrix is applied as a random searching
area for Hilbert in matching with the cover image in order to
randomly locate secret positions for hiding information. Key
image is constructed on two sides for sender and receiver in
unpredictable way. Two secret Seeds are random numbers
that predefined on the sender side and sent to the receiver
sides using asymmetric encryption. Both sender and receiver
have seed1 and seed2 in the same time. One-dimension array
of Raw key(RK) mod 256 is generated using random gener-
ating function set by seed1. Another one-dimension array of
Template Key(TK) mod TN (Total Number of pixels: WxH)
is generated using the random generating function set by
seed2. The Raw Key items (numbers) are swapped within
the key itself by applying the Template items (numbers) as
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indexes for the RK items swap operations. The swapping
process would probably change items positions twice or more
that increase security significantly. Finally, the resultant RK
array is transformed into two- dimensional array. Fig3 illus-
trate key image samples furthermore, Fig4 shows key image
generation process for the sender and the receiver.

D. LEAST SIGNIFICANT BIT STEGANOGRAPHY
TECHNIQUE LSB
It is the most common steganography method to embed the
information bits into the cover image’s least-significant-bit
usually in a sequential order [25]. Due to the amplitude of the
change is small, manipulating the least-significant bit does
not produce a discernible difference. It is easily expected
to the hackers to investigate secret bits from the cover least
sequentially. This is the general weakness of steganography
methods. In order to obtain secret bits, least significant bits
are extracted from cover bands by binary masking operation.

E. MOST SIGNIFICANT BIT STEGANOGRAPHY TECHNIQUE
MSB
MSB technique is considered as strong security, low com-
putational complexity and causes little distortion to the host
signal. This method is able to hide secret bit in a high signif-
icant bit with a resultant distortion that is equivalent to LSB.
Initially, the cover high significant location values in fact
belong to a special range of values selected by the method.
Then, the value of the cover byte is mathematically shifted
by Eq. 5.

S = Rmin+ (M mod n) (5)

where S is the resultant shifted value, Rmin is the start-
ing value of the target special range, n is the length of
the special range. Experimentally, we used Rmin = 127,
Rmax = 129 and n = 3. The secret bit B will be hidden using
S by Eq.6.

Mn =

{
Mo + (Rmax − S) if B = 1
Mo − (S − Rmin) if B = 0

(6)

where Mn is the new resultant value of the host byte, Mo
is the original host byte, Rmin is the minimum value of the
selected special range, Rmax is the maximum value of the
selected special range and B is the secret bit. The fundamental
idea behind of hiding process is to use the shifted value as a
host to conceal the secret bit. Technically, the resulting value
would be shifted back to its original level with little possible
distortion. In order to extract the secret bit in the case ofMSB,
Eq. 5 is applied with the parameter Mn instead of Mo. Then,
the secret bit would be extracted from the resultant Shift value
(S) by the binary masking operation that targeting the secret
cover bit position [26].

F. EMBEDDING MODEL
A steganography technique is applied either Least Significant
Bit with Hilbert Random secure distribution (LSBHRSD) or

FIGURE 4. Key image generation using seed1 and seed2.

FIGURE 5. Original image MRI samples.

FIGURE 6. Stego-images obtained using (LSBHRSD) model.

FIGURE 7. Stego-images obtained using (MSBHRSD) model.

Most Significant Bit with Hilbert Random secure distribution
(MSBHRSD). Hiding locations for both approaches are ran-
domly selected by the Hilbert similarity search inside the key
image inmatchingwith the cover block of pixels. Technically,
the proposed model hides one bit in a byte at a time using
either LSB or MSB. Therefore, each secret character (8 bits)
would be hidden in 8 bytes. In Least significant bit and in
order to hide one bit in byte, the cover byte would be binary
masked with 254 (11 11 11 10) if the secret bit=0 otherwise
it would be binary masked with 1 (00 00 00 01). In Most
significant bit and in order to hide one bit in a byte, the cover
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TABLE 1. Comperative performance of proposed method (LSBHRSD) and S. N. Abed et al [22] method of stego images with dimentions 125 × 125 and
1870 embeded characters.

TABLE 2. Comparative performance of proposed method (LSBHRSD) and S. N. Abed et al [22] method of stego images. with dimentions 250 × 250 and
7500 embeded characters.

byte would be shifted first using Eq.5 and hiding the secret
bit using Eq.6.

G. INFORMATION EXTRACTION
In order to extract secret bits from the cover image, the
receiver requires initially the values of seed1 and seed2.
Then, the Key Image is generated by implementing the same
technique applied on the sender side. Furthermore, the cover
blocks of pixels are searched for the similarity with the
key image using Hilbert measurements to locate the secret
random order of the cover blocks. Finally, steganography bit
extraction is applied by either LSB or MSB.

IV. EXPERIMENTS AND RESULTS
In this section, a dataset has been obtained by communicating
the author Abed et al. [22]. Technically, the proposed model
is tested and evaluated on ten image MRI samples of sizes
125 × 125, 250 × 250 and 512 × 512 as explained in Fig. 5.

The stego image of LSBHRSD model is illustrated in Fig 6.
Finally, Fig.7 shows the stego image of MSBHRSD model.

As Figure 8 illustrates a sample of the histogram in the case
of MSBHRSD, clearly change are not notable.

In fact, payload capacity has not affected by applying
Hilbert models alongside with LSB and MSBmethods. Max-
imum payload capacity embedding size has been targeted in
order to have fair quality evaluation. However, system com-
plexity would be increased for both embedding and extracting
secret message.

A. EVALUATION METRICS
In this section, several evaluation metrics are applied to
evaluate our proposed system performance such as PSNR,
PRD and MSE. The results of the evaluation include com-
parisons for the proposed model with other techniques.
The metric quality is determined by computing Peak sig-
nal to noise ratio(PSNR), Mean Square Error (MSE) and
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TABLE 3. Comperative performance of proposed method (LSBHRSD) and S. N. Abed et al [22] method of stego images with dimentions 512 × 512 and
32000 embeded characters.

TABLE 4. Comparative performance of proposed method (MSBHRSD) and S. N. Abed et al [22] method of stego images with dimentions 125 × 125 and
1870 embeded characters.

TABLE 5. Comparative performance of proposed method (MSBHRSD) and S. N. Abed et al [22] method of stego images with dimentions 250 × 250 and
7500 embeded characters.

percentage residual difference (PRD) after hiding as fol-
low: Peak signal to noise ratio(PSNR)is commonly used to

measure the quality of stego image. The higher value of PSNR
is considered higher quality of image and can be calculated
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TABLE 6. Comperative performance of proposed method (MSBHRSD) and S. N. Abed et al [22] method of stego images with dimentions 512 × 512 and
32000 embeded characters.

FIGURE 8. Histogram of (a) original image (b) Stego-images obtained
using (MSBHRSD) model 512 ×512 dimension.

by the formula:

PSNR = 10.log10(
Max2

MSE
) (7)

where Max: the maximum possible pixel value of the image.

MSE represents the Mean Square Error between cover
image and stego image. Lower value of MSE implies lower
error and lower distortion in the stego image and is defined
as:

MSE =
1

MN

∑M−1

i=0

∑N−1

j=0
[I(i, j) − I‘(i, j)] (8)

where M, N represent the dimensions of the image (number
of rows and columns of the original MRI of input image
sample).

I‘ (i, j) represented A stego MRI sample
I(i,j)-I‘(i,j ): is the difference between MRI image sample

before and after the steganography
Percentage Residual Difference (PRD) is used to evaluate

the different between the original image and image after
hiding,where it is used to assess the image quality after
embedding text and it is computed by equation number 9.

PRD =

√√√√∑N
i=1 (xi− yi) 2∑N

i=1 xi
2

(9)

where x is original image, and y is the stego image. This
metric has been used to assess the accuracy of images after
hiding. It measures the discrepancy between the original
cover image and the steganographic image by calculating
the percentage difference between their pixel values. In other
words, this metric is computed to indicate how much distor-
tion has affected images by the hiding process.

Furthermore, Structural Similarity Index Measure (SSIM)
utilities to measure the similarity between original images
and stego images.

SSIM =
(2µxµy + C1)(2σ xσy + C2)

(µ2
x + µ2

y + C1)(σ 2
x + σ 2

y + C2)
(10)

Empirically, all the computed metrics have clearly shown sig-
nificant efficiency of the proposed model. Furthermore, eval-
uation metrics have provided potential analysis in comparing
the proposed model performance with previous models.
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TABLE 7. Comparisons of results on PSNR and MSE of proposed model versus other techniqueS (LSB and MSB) OF SET different of images in 128∗128
size and 1870 embeded characters.

TABLE 8. Comparisons of results on PSNR and MSE of proposed model versus other techniques (LSB and MSB) of set different of images in 256∗256 size
and 7500 embeded characters.

TABLE 9. Comparisons of results on PSNR and MSE of proposed model versus other techniques (LSB and MSB) of set different of images in 512∗512 size
and 32000 embeded characters.

B. ANALYSIS AND COMPARISONS
According to the results shown in Tables 1,2,3,4,5 and 6,
the proposed model has shown a high performance when

compared with [S.N. Abed method]. These results have
illustrated the comparisons with the measurements of
PSNR, MSE and PRD for the proposed model with
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[S.N. Abed method]. This evaluation has been applied
for both LSB with Hilbert Random Secure Distribution
(LSBHRSD) and MSB with Hilbert Random Secure Dis-
tribution (MSBHRSD). Technically, 1870, 7500 and 32,000
characters of data have been hidden into BMP image sam-
ples MRI for three dimensions 125 × 125, 250 × 250 and
512 × 512 respectively. Moreover, Table 10 illustrates the
comparisons for proposed model with five recent different
steganography. approaches using various images with size
512×512. Potentially, the proposed model has outperformed
the other models with 61.30418 average of PSNR value and
0.048413 average of MSE.

TABLE 10. Comparisons of results on PSNR and MSE of proposed model
versus other techniques of set different of images in 512∗512 size.

C. SECURITY ANALYSIS
With the aim to evaluate the security strength of the sug-
gested system, probability for each function in the system are
computed. Probability for each stage of the system has been
calculated as:

• Possibility of the first step of the key image creation is
(seed).

• The data type of seed in our proposed system is 4 bytes,
then the Possibility of seed1 is 232 = 4294967296, Pos-
sibility of seed2 is 232 = 4294967296.

• Total probability of seed=4294967296 × 4294967296
=1.84467441E+19

To compute the possibility of the key image creation,
we tested the large image.

• N1 is supposed for large image, if the image being used
is 512 × 512, then N1 = 262144.

• Each sample in large image has the possibility of chang-
ing index of 262144, therefore: Total probability of this
case would be:

PN1 = N1 ∗ N1 (11)

PN1=68719476736.
• To compute the probability of first array and second
array.

S1 = (sa ∗ imgsize) + (sb ∗ imgsize) ∗ (imgsize ∗ imgsize)

(12)

where sa, sb is seed 1 and seed 2 respectively, and imgsize is
the image size from height ∗ weight.

S1 = (4294967296 × 262144) + (4294967296 × 262144)

∗ (262144 ∗ 262144) = 1.54742504910672E + 26

Furthermore, the analysis of key image possibility as we
consider the large sample of 512 × 512, can by calculated
as following:

keyimg = S1 + PN1

Key img = 1.54742504910672E + 26 + 68719476736

= 1.55E + 26 (13)

The calculation of possibility for Hilbert model based on
512 × 512 image dimension N1 = 262144, Possibility gen-
erated by Hilbert similarity distribution is depend on the total
number of segmented blocks. each block has the potential to
match any position or any other block found inside the key
image. Therefore, the possibility for each Hilbert block is
equal to the total number of blocks. The block size in our
suggested approach is 8, making number of block (T) is based
on size of image.

T = N1/8

T = 262144/8 = 32, 768 (14)

Finally, the total system possibility will be multiplication of
key image possibility by Hilbert possibility. In same context
by using Hilbert’s distribution the complexity of find the
hiding place are increased in high manner.

D. HIDING SECRET TEXT ANALYSIS
The same medical document file has been used for each
image dimension to evaluate the proposed model and com-
pare it with the traditional steganography methods (LSB).
These files contain the patient records and all the examina-
tion results. This document is generated randomly to fit the
maximum capacity of theMRI images to investigate theworst
scenario. MRI dataset consist of set of images in different
dimensions starting from 128∗128, 256∗256 and 512∗512.
For each dimension set, there is a specific document to
achieve the maximum embedding capacity. Table 1, 2, 3, 4, 5
and 6 shows the comparison between the proposed model
and Abed [22] method by using same document file that
include (1870 characters) in case of 128∗128, (7500 charac-
ters) in 256∗256 MRI images while the maximum number
of characters was 32000 in 512∗512 images set. Technically,
embedding document size have changed several times in
order to investigate the value of MSE at different stages.

V. CONCLUSION
In conclusion, a new and efficient data hiding method based
on Hilbert Random secure distribution has been presented.
Two steganography techniques are implemented: most sig-
nificant bit (MSB) and least significant bit (LSB) to hide
sensitive patient information into a cover image. The key
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FIGURE 9. MSE value according different document size of 512∗512
image dimension for LSB and LSBHRSD.

image is constructed to be unexpected and support distribut-
ing secret bits in such a random and secure way to prevent
the intruder’s access. Technically, PSNR, MSE and PRD are
computed for analysis and comparison process. Moreover,
Ten MRI samples of 125 × 125, 250 × 250 and 512 ×

512 dimensions are used as main dataset for evaluation. Evi-
dently, the proposedmodel has shown better performance and
security in comparison with other models.
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