
A SPEECH CODER DESIGN FOR
LAND MOBILE RADIO COMMUNICATIONS

Thesis submitted in accordance with the requirements of
the University of Liverpool for

the degree of Doctor of Philosophy

by

Wing-Tak Kenneth WONG

Department of Electrical Engineering and Electronics,
University of Liverpool

June, 1989.



IMAGING SERVICES NORTH
Boston Spa, Wetherby
West Yorkshire, LS23 7BQ

www.bl.uk

BEST COpy AVAILABLE.

VARIABLE PRINT QUALITY

http://www.bl.uk


ABSTRACT

The aim of this thesis is to investigate the performance of an APe-AB
speech coding scheme when used over land mobile radio (LNR) channels. A
comprehensive study of mobile radio channel modelling and simulation,
speech coding algorithms, and the effects of channel coding schemes are
presented.

Firstly, details of two UIR channel simulation methods based on a
Rayleigh fading model for non-coherent frequency shift keying and
differential phase shift keying modulation will be described. These
simulation algorithms were developed specifically for testing the
influence of fading channel errors on low-bit-rate speech coding scheme
as used in narrow band single channel per carrier systems. The channel
simulation produces a sequence of error pattern due to either slow fading
or fast fading (which causes a random FM effect in the demodulated
signal). The error sequence is 'modulo-2' added to the binary code
sequence produced by a speech coder, thus allowing its effect to be
evaluated both subjectively and objectively.

Adaptive predictive coding with adaptive bit allocation (APe-AB)
proposed by Itakura[3l] for use in LHR systems was simulated. The basic
technique of APe-AB involves pitch synchronous time domain segmentation
of speech with a dynamic allocation of bits which varies according to the
short term energy of each segment. This has been used in conjunction with
a sub-band APe-AB coding scheme to achive high speech quality at bit rates
of between 12 and 16kb/s. A detailed description of the sub-band APe-AB
coder will be presented in the thesis.

The computational complexity of the APe-AB coding scheme as proposed
by Itakura can be reduced by the use of an adaptive Line Spectrum
Pair(LSP) filter which derives LSP spectral parameter on a sample by
sample basig, using a type of LMS algorithm. Theoretical derivation of
this new algorithm and results from this reduced complexity APe-AB system
will be described.

The simulated APe-AB coder was evaluated by the simulated LMR
channel. Without error correction coding, the speech quality of a 16kb/s
APe-AB coder is noticeably but slightly affected at average bit error
rates of 0.1%. The quality deteriorates rapidly as the average error rate
is increased from this value and becomes unintelligible at error rate of
1%. Several channel distortion measurements were performed to find out
which APe-AB parameters are most sensitive to channel errors. It was then
decided how error correction bits can best be allocated to individual
APe-AB parameters. Adopting error correction schemes based on
Reed-Solomon codes and extended Hamming codes, it was found that improved
speech quality could be "achieved with high channel errors by reducing
APe-AB bit rates to 13.9 kb/s and using the remaining 2.1 kb/s to protect
the most error sensitive parameters. Zero Redundancy error control method~
that exploit the transmitting parameter characteristics will also be
considered for the LSP coefficients, and a robust scheme is then derived
for the transmission of LSP coefficients.
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CHAPTER 1 INTRODUCTION TO DIGITAL LAND NOBILE RADIO SYSTEN

1.1 INTRODUCTION

Since the first land mobile radio (WR) system was used by the

Detroit Police Department in 1921 for police car dispatch [1], there has

been an ever increasing interest in such flexible and useful radio sys-

tems. Technology in this field has been developing very'rapidly in the

past two decades. In recent years several systems have appeared on the

market, such as TACS (Total Access Communication Systems) in UK and AMPS
(Advanced ~Iobile Phone Services) in America. These systems have met the

general needs, but the heavy demand from the increasing number of users

means that larger capacity systems with more reliable performance, will'

be required.
At present, UIR telephone systems use a combination of analogue

transmission for speech and digital techniques to set up a telephone call.

A successful spectrum saving concept called the "cellular" system is also

used in areas of heavy traffic requirement. Analogue speech transmission
as used in these systems is, however, susceptible to performance degra-

dation associated with multipath propagation and other interference

problems in the channel.
Recent advances in the field of VLSI technology and digital signal

processing have opened up a wide field of efficient methods to combat

these transmission problems. Some examples are low bit rate speech coding,

advanced digital modulation, adaptive channel equalisation and error

control coding. A higher transmission quality can be obtained through the

use of these techniques. The future demands in the LHR systems will also

be made on the flexibility to achieve a high degree of voice privacy by
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using low cost data encryption method; and the possibility to simplify

the methods of ISDN (Integrated Services Digital Network) compatibility.

Consequently, there is considerable interest in developing "all-

digital" technology for the next generation of LHR systems. This is es-

pecially true i~ Europe where a Pan-European Public Hobile Communication

System is under development and will be put into operation in 1990s [21.

In view of these developments, the aim of the research work described in

this thesis is to investigate the requirements of a digital L~IRsystem

and to study the effectiveness of a low bit rate speech coding scheme,
known as APC-AB, for such a system. The effect of channe I errors, as

typically encountered in mobile·UIR systems, is to be investigated by

simulation techniques and the use of error control coding methods spe-

cifically related to the use of APC-AB coding is also to be studied.

1.2 SPECTRUff EFFICIENCY FOR LffR SYSTEffS

As the radio spectrum is a non-renewable natural resource, it is

necessary to accommodate as many users as possible within available

channel allocations. Thus, spectrum efficiency is becoming an important

parameter for LMR system design. This becomes a particularly severe

problem where systems aie to be used in densely populated urban areas.

A typical example of existing LMR systems is the TACS in UK, which

can offer 1000 duplex radio phone channels using a frequency division

mUltiple access (FDMA) technique within a channel bandwidth of 890 HHz

to 960 ~lHz. Transmission f ronrmobile to base stations uses channel fre-

quencies between 890-915 MHz, whereas from base stations to the mobiles,

frequencies between 935-960 MHz are used. Each band is then sub-divided
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into 25 kHz bandwidth channels, and communication is effected using a
channel-pair per voice channel.

As the total number of radio channels required for a nation wide

service is far beyond the capacity of the available bandwidth, the

available radio channels must therefore be re-used several times at dif-

ferent locations within the overall area. This is the cellular system

concept [3]. The use of this concept depends on the mechanisms of radio

propagation an4 the use of modulation methods.

FigUr~:~illustrates a basic seven-cellcluster of frequencies 7
as used in UK. The area to be covered is divided into several hexagonal

cells and each cell is served by a radio base station. The base station

covers the area up to and into that of the adjacent cell. This leads to

the re-use of the same radio frequencies simultaneously in non-adjacent

cells on an interference limited basis. When the mobile unit crosses the

cell boundary, the received signal may become too .Iow , A ~lobile Switching

Centre (MSC) checks the adjacent base stations to determine which can

provide the best reception. If an idle channel-pair is found from a base

station, the call is re-routed and the connection is controlled by the

new base station. If no channel is available in the adjacent cells, the

call is permitted to degrade until a channel is available. The process

is known as "hand-off" and it has to be fast enough to be undetectable

by the user.

As there is a limit to the number of channels available per cell,

the optimum cell size is determined by the anticipated traffic. Spectrum

efficiency can generally be improved by decreasing the cell size in con-

gested areas. However, the cell size cannot be too small as propagation

effects could cause unacceptable co-channel interference and there could
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be an excessive number of 'hand-off' activities. Typically, cell sizes

can be as small as 2 km in diameter in urban areas and as large as 30 km
in diameter in suburban areas.

1.3 ffOBILE RADIO CHANNEL CHARACTERISTICS

Nobile radio channels are time varying. During transmission, sig-

nals suffer from distortion and interference. Much research has been done

to identify channel characteristics and to represent these by models

controlled by parameters estimated from measurements [6,19,20]. In gen-

eral, LMR channel behaviour can be characterised as follows,

- Propagation path losses,
- Co-channel and adjacent channel interference,
- Doppler effect due to vehicle motion,
- Ignition and other vehicular noise.
- Short term fading (Rayleigh).
- Long term fading (lognormal),

Propagation path losses and the channel interferences are impor-

tant parameters for cellular system design. Propagation path loss is

primarily due to terrain effects. Measurements in different cities show
Ha general agreement on path loss [4], which is proportional to d , where

d is the distance between transmitter and receiver and M is typically

around 3 and 4. The rate of change of attenuation is of particular in-

terest in estimating interference levels. Rainfall is an at-

tenuation factor in addition to the other causes of path loss.

Co-channel and adjacent channel" interference occur in most radio

systems. In cellular schemes, this problem can be minimised by careful

channel assignment and good control of the transmitting power. For in-
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stance, adjacent channels cannot be used in the same cell and the same
channel cannot be used in adjacent cells.

As the signal is norma lly rece ived in a mov ing vehic le, it is

subject to changes in frequency due to Doppler shifts. The Doppler fre-

quency shift can be written as fd=v.cos(a)/A, where v is the mobile speed,

A is the signal wavelength and a is the incident angle to the mobile with
respect to the mobile moving direction. Signals arriving from ahead of

the vehicle have a positive Doppler shift (increase in frequency) and
those from behind the vehicle have a negative shift (decrease in fre-
quency). The Doppler shifts are proportional to transmission frequency

and vehicle speed and may cause very disturbing effects on the received

speech signal particularly at higher transmission frequencies and with

faster moving vehicles.

Ignition interference from the vehicle itself and from surrounding

vehicles can degrade the performance of an L~1Rinstallation very severely

unless it has been carefully suppressed. Ignition interference is most

troublesome in the VHF bands and decreases as the frequency increases.

1.3.1 ffULTIPATH PROPAGATION EFFECT

Mobile telephone units are designed to function in a dynamically

changing environment, but there is seldom a line-of-sight path between

transmitter and receiver in urban areas because the vehicle aerial height

is well below that of surrounding buildings. The received signal at the

mobile is the resultant of many signals via multiple paths, because of

scattering, reflection and diffraction by buildings and other ob-

structions. This is known as multipath propagation and it results in a
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fading effect which is produced by partial reinforcement or cancellation

among the signals that reach the receiver by different paths.

A graph showing the power of a typical received signal recorded

around the Liverpool City centre is shown in Figure 1.1 to illustrate the

fading that occurs due to mUltipath propagation. This graph shows very

rapid fluctuations in power around a mean signal level superimposed on

relatively slow variations of the mean level. In general this effect can
be resolved into the fast fading component and the slow fading component,
and they can be separated statistically [8,101.

The fast fading component is largely caused by reflection from

various types of signal scatterers, both stationary and moving. It has

been found that the envelope of the received signal is Rayleigh distrib-

uted when measured over distances of a few tens of wavelengths, where the

mean signal is sensibly constant. The phase of the received signal is

uniformly distributed form 0 to 2'IT.Sometimes, this is referred to as

Rayleigh fading or short term fading.

Over longer distance, it can be observed that the local mean value

of the Rayleigh fading envelope slowly varies. This effect is mainly

caused by the shadowing of the radio signal by buildings and hills. The

variation is typically 4 to 8 dB in the LMR environment and this gradual

change in the mean level can be statistically characterised by a log-

normal distribution. This slow fading effect is also referred to as log-

normal fading or long term fading.
As the Rayleigh fading envelope commonly exhibits a much faster

and larger variation, typically 3S dB or more below the local mean level,

this is the most dominant problem to overcome in LMR system designs.
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1.3.2 DELAY SPREAD AND COUERENCE BANDWIDTU

"n 1 d" d" h b d .d " .e ay sprea an co erence an Wl th are the lmportant param-

eters ~hich characterise channels used for high data rate transmission.

Their definitions often differ from one reference to another

[5,6,7,8,9,10]. These parameters may be best understood by using impulse
response analysis on a multipath fading channel.

Figure 1.3 shows the effect characterised by delay spread. If an
impulse were to be sent from the base station, the received signal at the
mobile would be a train of discrete impulses caused by mu lt IpIe re-
flections from the scatterers with different time delays. If the number

of scatterers is large, the received impulses become a continuous pulse

with a pulse length, T , commonly called the delay spread. In data tran-m

smission, the data width should be much larger than T , which means thatm
the data rate should be much less than liT. Otherwise, the receiver may

m

have to make decisions based on overlapping information symbols. This

overlapping of bits causes bit errors due to intersymbol interference.
Even a drastic increase of transmitting power will not reduce this kind

of bit error.

The existence of different time delays in the various frequency
components that make up a received signal leads to the important statis-

tical property [8] that two transmitted sinusoids can become essentially

amplitude uncorrelated if the frequency separation is large enough. The

maximum frequency separation allowed before this effect becomes signif-

icant is o f t en called the coherence bandwidth, Bc' Some researchers define

B as the maximum frequency separation between two sinusoid signals thatc

ensures that the envelope correlation coefficient between the two sinu-

so ids is greater than 0.5. The significant of the coherence bandwidth
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can be physically explained as follows. Under mUltipath propagation con-

ditions, if the transmission signal bandwidth is less than B , the entirec

signal frequency content of the signal will undergo the approximately same

attenuation and phase shift through the channel. This is known as fre-

quency non-selective fading. Otherwise, if the signal bandwidth exceeds

B , the signal is severely distorted by the channel as its frequencyc
components are subject to different gains and phase shifts. This is known

as frequency selective fading.
A detailed description of delay spread and coherence bandwidth is

beyond the scope of this thesis. Different approaches to explain these

parameters can be found in [5,6,7,8,9,10]. However, a simple approxi-

mation to the coherence bandwidth is given by [9];

1
B :I
C

(1. 1)

Tm
According to measurements performed by Cox [6] in New York city and mea-

surements of Bajwa and Parsons [7] in the city of Birmingham, the delay

spread is typically about 3.5 ~sec in urban areas, and delay spreads ex-
ceeding 8 ~sec are very rare. This is equivalent' to a coherence bandwidth

of about 125 to 300 kHz. To avoid frequency selective fading, the trans-

mission bandwidth of a modulated data should lie within the coherence

bandwidth. As the modulated data bandwidth is directly proportional to

the data rate [9], the maximum transmission data rate is therefore re-

stricted by the coherence bandwidth. Generally, the coherence bandwidth

is smaller in urban areas than it is in suburban areas.
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1.4 RECENT DIGITAL lffR COffffVNICATION SYSTEff RESEARCH

Figure 1.4 shows the primary building blocks of a digital LNR

system. As the mobile radio channel is very noisy and a high degree of

spectrum efficiency is required, sophisticated design is necessary for

each block. This is possible by using the latest advanced digital signal

processing technology. Recent research areas relevant to the design and
performance evaluation of U1R systems can be grouped into the following
areas,

Digital speech processing and channel coding,
- Modulation and mUltiple access techniques,

Radio network layout.

An aim of the whole system is the optimization of the interface between

each individual block. However, because of the complexity of interde-

pendencies between these functional blocks, an optimal digital L~lRsystem

has not yet clearly been defined. The usual approaches tend to paramet-
erize these blocks independently.

1.4.1 SPEECH PROCESSING AND CHANNEL CODING

" One reason for the development of digital U1R is the advance of
speech coding technology and the possibilities for implementing sop~is-
ticated speech coding algorithms in versatile signal processors. This has

prompted an examination of various different types of digital coding as

possible candidates for digital U1R systems. Though toll quality speech

can be achieved by a simple 64 kb/s peM coder, the spectrum efficiency

criterion does not allow such a high data rate to be used in IJ1R systems.

Recent UIR research shows that the gross bit rate for. speech

transmission should not exceed 16 kb/s. Possible methods, producing high
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quality speech at this rate, include adaptive predictive coding (APC),

adaptive transform coding (ATC), residual excited linear predictive cod-

ing (REtP), sub-band coding (SBC), multi-pulse linear predictive coding

(~!PLPC), vector predictive coding (VPC) etc [11,12,13]. ~!ost of these

coding methods use knowledge of human speech production and perception

characteristics. They are relatively complicated coding schemes, and
thereby increase the projected cost of a hardware realisation. For the
multi-user t~lR system, not only should the cost and its complexity be
considered, but also the codec delay. sensitivity against radio trans-
mission errors, size and influence of background noise should also be
taken into account.

A distinct advantage in digital transmission is its error cor-

rection capability compared with analogue speech transmission. In ana-

logue speech transmission, distorted demodulated speech is not

correctable and will often lose intelligibility during fast fading. The

structure of channel errors generated in the digital mobile radio trans-

mission channel are random and burst [14,15,16]. Within a fade, the bit

error rate may be as bad as 1 erroneous bit in 2 bits. It is a fundamental

principle that as the signal coding rate is reduced and the significance

of each bit of information is thereby increased [35]. the system must be
more vulnerable to errors in the data. Thus, the digitised speech must

be protected by error correction bits to improve the communication per-

formance and to achieve maximum speech quality at high error rates. Reed

Solomon codes, BCH codes or convolutional codes may be used for error

correction coding. The application of these codes increases the channel

bandwidth when the speech data rate is fixed. With the 16 kb/s gross bit

rate limitation of the channel, we need to trade between the bits used
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for better speech quality and the bits used for error control. The quan-

titative trade off between them is still not fully understood in the
literature, and is therefore a subject of this project.

1.4.2 HULTIPLE ACCESS TECHNIQUES AND ffODUlATION ffETHODS

~Iultiple access techniques and modulation techniques playa key
rc le in digital UIR systems. Digital U!R systems can be divided into two
categories: narrow band and wide band systems. If the transmission band-
width is near to or wider than the coherence bandwid~h (normally about

several hundred kHz for 900 MHz U1R systems), it is classified as a wide

band system. Otherwise, it is narrow band. Further, because of the Ray-

leigh fading nature of the channel, constant envelope modulation schemes,

such as angle modulation, are normally more advantageous than amplitude
modulation schemes.

Current research on narrow band schemes is tending to be focused

on single channel per carrier systems with frequency division mu lt Lp l.e

access (SCPC/FDMA), and narrow band time division multiple access (TD~lA)

possibly with slow frequency hopping. SCPC/FDMA is very similar to the

current TACS system, but the speech is digitally encoded. To keep the
interference as low as possible, bandwidth efficient modulation schemes
like tamed frequency modulation (TFM) or Gaussian minimum shift keying

cmlSK) have been proposed. Space diversity may be used to combat the
fading problem. The disadvantage of this type of system is its complexity

at the base stations, because it has to carry many channels and high

stability is required for the oscillator frequencies. To achieve satis-

factory reception, the total frequency error between transmit and receive
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frequencies should not more than 3ppm (parts per million). However, such

a system could very well coexist with an analogue system for an interim

system and take its place in the long term.

Narrow band TmlA systems mu lt Iplex in time up to 10 channels,

leading to transmission bit rates from 100 to 200 kb/s. The channel

bandwidth is therefore around 200 kHz under the assumption of unity bit
duration and bandwidth product [9]. This system requires less complicated
equipment at the base station and is more tolerant to frequency vari-
ations. However, it requires good synchronisation between transmitter and
receiver, and Tm1A frames must include preambles and guard times to avoid

overlapping of transmission, which reduce spectrum efficiency. At bit

rates around 200 kb/s a small degree of ISI appears and sophisticated

detection methods, such as the maximum likelihood Viterbi algorithm, may

be necessary to achieve the required quality. Slow frequency hopping is

often used in an attempt to improve the pure narrowband TONA scheme. In

this case, the carrier frequency can be forced to hop cyclically over a

given pattern at rates much lower than the symbol rate of the modulating

signal, typically every 2 to 4 msec. A distinct hop pattern is assigned

to each user. The advantages of this method is the frequency diversity

property introduced by the hops; when the separation between two succes-
sive hopping frequencies is larger than the coherence bandwidth, the

fading at each hop will be independent of the successive one .

.Wideband systems include the following

Wideband TOMA,
Direct sequence COMA (OS/CDHA) and
Fast frequency hopping COMA (FFH/CDMA).

In wideband TDMA syscems , typically 30 to 60 channels are multi-

plexed in time on one TOMA frame, resulting in a transmission bit rate
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from 600 to 1200 kb/s. Such systems are very flexible for multi-service

and multi-bit rate operation and leads to very simple base stations. Since

the systems will suffer from frequency selective fading, it has been

proposed that a spread spectrum technique should be used at the receiver.

The increase in bandwidth occupancy due to the adopted coding scheme is

compensated by a higher degree of frequency re-use allowed by the higher

robustness to interference.
In DS/CDMA systems long binary codewords are assigned to each user,

a carrier is modulated by the codewords at a high transmission rate (2
to 5 Mb/s). and the resulting modulated waveform is used to convey the

user's information. This method is very simple in access procedure and

substant ially reduces the oscillator stability requirements. However,

this technique requires complicated hardware in the receivers, and pot.er

controls are essential for the individual users.

In FFH/CDMA the hopping rate of the carrier frequency is higher

than that of the information digital stream. This technique requires a

very precise synchronisation.
Some prospective LHR systems have been de'sc rIbed , and the infor-

mation given will be important when considering the design of the coding

schemes for these systems. As different techniques are affected in dif-
ferent ways by propagation effects during transmission, sometimes the

channel coding techniques may be optimised taking into account the modu-

lation and access techniques to be used. The design of speech coders can

also be improved with a better understanding of channel coding capability.
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1.4.3 RADIO NETWORK LAYOUT

Because of the maturity of the theoretical cellular concept, and

because it seems to work quite successfully with a high degree of spectrum

efficiency in present L~!R systems, this .::ncept will probably be used for

digital LMR systems in the future. A general measure of spectrum effi-
ciency is specified in terms of 'subscribers served with specified grade

of service per bandwidth and area' for spectrum efficiency and is usually

abstracted into 'Erlang/MHz/km2'.
Hexagonal equally-sized tesselations are widely used to cellular-

ise the plane in theoretical models. Often propagation and interference

conditions and frequency re-use distances are calculated for these models

on the basis of the M-th power law (3<H<4). System cost is usually not

taken into account in these calculations. Network planners have different

opinions on how to use these theoretical results in deciding how to op-

timise their practical systems. They have to layout and dimension their

networks in real terrain with hills and buildings for inhomogeneous
traffic with fluctuations, etc., at minimum cost. Current research is

trying to bridge the gap between theoretical predictions and practical

measurements in order to improve radio network design methodology.

1.5 POSSIBLE SYSTEn ALTERNATIVES

A brief summary of current research and development in digital L~lR

systems has been given. Research efforts are generally concerned with

improving spectrum efficiency, reducing equipment cost, improving trans-

mission quality and increasing the range of facilities offered by the
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system. The evolution of fully digital systems is likely to lead to many

new developments because of the power and flexibility of digital signal
processing technology.

To initiate the development from analogue to digital, existing

narrow band SCPC/FDHA system could be adapted to accommodate digital as

well as analogue transmission, assumi~that 16 kb/s digitally coded speech ~
can be transmitted in the 25 kHz channels. The implementation of narrow-
band TDMA systems would offer many advantages including greater flexi-
bility in allocating transmission capacity, but would offer a low degr~e
of compatibility with existing UfR systems.

DS/CmIA, FFH/CDHA and wideband TmlA systems have some problems

from the point of view of maturity in system implementation and frequency

sharing compatibility with existing systems.

However, it may be too soon to specify which system sh~uld be used,

as new techniques are still under research and development. We should

keep our mind open to these techniques and further investigation is nec-

essary into the disciplines involved and their inter-relations. Hence,
future L!1R systems may be quite different from existing radio-phones

systems.

This thesis will present a study of a speech coder design for L~fR

systems. Speech coding techniques, efficient digital signal processing
algorithms and possible channel error control coding schemes will be

considered. A new channel simulation algorithm was developed to allow
testing with the digital speech codec for the SCPC/FDHA mode. The SCPC

format is chosen because it is well developed and is currently widely used

in many countries (for example the TAC~ system in England).
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1.6 THESIS ORGANIS;""[ON

The organisation of this thesis will be as follows : _

Chapter 2: A theoretical model is derived to describe the Rayleigh fading

effect and this model is used to simulate Rayleigh fading errors. Results

of the computer simulation are verified and it is shown that the simulator

can be used to test speech coders at any bit rate under frequency non-
selective fading conditions.

Chapter 3: An advanced 'APC-AB' sub-band coding algorithm proposed by
Itakura [31J is described. This coder is based on many advanced speech
coding techniques such as LSP coefficient coding and adaptive bit allo-

cation in the time domain. Each technique is described in detail and its

computer simulation is also discussed. The full complexity of a typical

low data rate speech coding scheme is discussed and the functions of the
transmitted speech parameters are analysed.

Chapter 4: A new adaptive digital filter called a LSP (Line Spectral Pair)

filter is introduced. This filter is adapted using a form of sequential
least-mean-square (LMS) algorithm. The rate of convergence of this filter

is evaluated by computer simulation. This technique is applied to the

APC-AB sub-band coder in place of the LPC autocorrelation method [31] to
test its practicability.

Chapter 5: The performance of the simulated sub-band coder is evaluated

under.conditions that would be encountered in an SCPC system using the

simulated Rayleigh fading channel. An error protection method for the

speech coder is developed, based on bit-by-bit channel distortion meas-

urements. From the simulation results, it can be concluded that forward

error correction coding and interleaving can improve the digitised speech

transmission under the Rayleigh fading condition. A 'zero-redundancy'
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error correction scheme for some of the transmitted speech parameters is

described, demonstrating that with better understanding of the properties

of these parameters, an error detection method can be developed ~hich does

not require the introduction of addition redundancy in the form of error

protection bits.

Chapter 6: Conclusions and recommendations for future work are presented.
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Figure 1.1 Typical received signal variations at 900 MHz measured
at a mobile speed of 36 km/hr. Record taken around the Liverpool
City Centre.
a) The original received signal.
b) The extracted Rayleigh fading characteristic.
c) The extracted Lognormal fading characteristic.
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CHAPTER 2 NOBILE RADIO CHANNEL SINULATION

2.1 INTRODUCTION

When developing or assessing mobile radio communication tech-

niques, many field tests may be needed. Such testing can be costly and

time consuming and is often inconcl~sive, because of uncertainty in the
statistics of signal variations actually encountered. An alternative ap-
proach is to use laboratory testing with signals that simulate the assumed
statistical properties of the signal likely to be encountered in the
field. Sometimes, it is sufficient to simulate and perhaps emphasis some

particular effects for specific investigations concerned with the overall

system design.

This chapter describes the design and performance of two digital

mobile radio channel simulation algorithms developed by the author. The

simulations were based on accepted theoretical work [8] and Arredondo's

hardware Rayleigh fading envelope simulator [17,18]. The simulators are

capable of generating the effect of Rayleigh fading for different vehicle

speeds and carrier frequencies. Algorithms have been developed for gen-

erating bit patterns indicating the presence or absence of errors in

transmitted bit streams for the cases of non-coherent frequency shift

keying (NCFSK) and differential phase shift keying (DPSK). In the DPSK
simulation, bit errors introduced by the random frequency modulation

(random FM) effect are also faithfully simulated. Space diversity was a
promising scheme for LNR systems and this is also incorporated in the

channel simulation to make up a sophisticated LNR channel simulation fa-

cility.
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The output from the simulation algorithm is a sequence of 'error

indication' bits which is appropriate to the modulation scheme and space

diversity technique under investigation with a chosen mean carrier to

noise ratio. This error sequence can be modulo-2 added to a coding algo-

rithm output to simulate the effect of the Rayleigh fading channel on the

coded data.

2.2 RAYLEIGH FADING ffODEl

Two well-known mathematical approaches to characterising a fading

radio channel are the impulse response analysis method [19,20] and the

ray path analysis method [8]. The impulse response method develops a time

varying system function to characterise the channel and has the advantage

of providing convenient access to frequency response measurements. This

method is generally used for wide band channel analysis. However, for a

narrow band channel where the transmission bandwidth is significantly
less than the coherence bandwidth (see Chapter 1), the ray path model is

found to be appropriate and simpler [8]. This model is based on an assumed

knowledge of the multipath signal statistics, and aims to simulate the
effect of statistical properties on the amplitude and phase of the fading

signal. As this thesis is mainly concerned with SCPC/FDNA narrow band

syste~s, the ray path model will be used. ~t is described in the following

section and is analysed for Rayleigh fading conditions.
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2.2.1 THEORETICAL ffODEL

A simple ray path model [8,10) is shown in Figure 2.1. To analyse

this model, the following assumptions are made

a) The signal strength at the receiving antenna is determined by the
effect of the superposition of many partial waves which are gen-
erated by scattering in the terrain by buildings and by reflection
and diffraction,

b) There exists no significant directly transmitted component be-
tween transmitter and receiver,

c) The mobile antenna is omnidirectional in azimuth plane, and
d) The signal received at the mobile

all the azimuthal directions,
likely. Due to reciprocity, the
to the base station.

antenna can have components from
each component being equally
same conditions will also apply

If the mobile is travelling in the x-direction with velocity, v, and an

unmodulated carrier A.cos(w ~ is sent to the mobile, the vehicle motionc
introduces a Doppler shift of wi rad/sec in every partial wave. Assuming

the signal seen at the mobile consists of N partial waves, then

ret) =
N

Re{ t A ai exp j[Cwc + wi)t + ~i)) }
i=1

(2.1)

where = (2.2)

(2.3)B = 2 Tr/ ).
The symbol), is the wavelength of the carrier we' and ~i for i=1,2, ... IN

are the random phase angles of the partial waves which are assumed to be

random variables uniformly distributed from 0 to 2Tr. A is a constant

proportional to the amplitude of the transmitted signal, and ai is the

i-th path attenuation factor for i=1,2, ...,N, which is real. Hence, A.a.. 1

is the real amplitude of the i-th partial wave and the .ai coefficients

may be considered normalised so that the ensemble average
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:-.I
< 1: a.1 > = 1

1 (2.4)

i=1

Hence,

ret) =
N
1: A a. cos (w t + av(cos a)t + ~.)

1 ell.
(2.5)

r=i

Put !P.(t) = e v cos a.t + ~ ..
1 1 l.

Then
N

ret) = A t ai cos (wet + !Pi(t»
i=1

= x(t) cos iii t - yet) sin iii tc c

where

N
x(t) = A 1: ai cos !Piet) and

i=1

N
yet) = A t a. sin !Pi(t)

l.

i=1

(2.6)

(2.7)

(2.8)

(2.9)

(2.10)

It is sometimes convenient to re-express (2.8) in the following form as

ret) = R(t) cos (w t + aCt»c
(2.11)

where

R(t) = I(x2(t) + y2(t» = the fading envelope
aCt) = tan-1 [y(t)/x(t)] = the random phase

(2.12a)
(2.12b)

Signals x(t) and yet) are known as the quadrature components of the mul-

tipath signal. The random multipath process defined by (2.8) will form

the basis for much of the theoretical analysis in succeeding sections of

this chapter.
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By the central limit theorem [211. x(t). yet) and ret) may be

considered as independent Gaussian random variables. Assuming that they

have zero mean and equal variance. the latter implies

(2.13)

where <.> is the ensemble average. Their probability density functions

(pdfs) have the form

1
(2. 14)p(z) =

where z can be x(t). yet) or ret). The pdf of the envelope R(t) and the

pdf of the random phase aCt) can be shown to be Rayleigh distributed and

uniformly distributed respectively [221. Their pdfs are

R
exp(

R' )peR) =
02 2 02

1
pea) =--

2 11'

R ~ 0 (2.15a)

o S a < 211' (2.15b)

The cumulative distribution function of the envelope below any specified

value r is given bye

P(RSr ). e

r

a lepeR) dR = 1 - exp( :i_)
202

(2.16)

In practice, the mean power 02 varies typicaily by between 4 and 8 dB due

to shadowing of the radio signal by buildings and hills levels to a gra-

dual change in log-normal distribution. If there is a wave of significant

magnitude arriving directly from the transmitter, the statistics of the
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signal will be changed and tend to become Rician distributed. For a Rician

distribution, the phase has zero mean and the envelope has a mean value

equal to the amplitude of the direct wave. The shape of the distribution

is close to that of a Gaussian distribution but slightly different. As

Rayleigh fading is the major adverse factor affecting the LMR transmission

quality, this Chapter will particularly concentrate on the analysis of

this fading effect.
The above analysis of the Rayla4gh fading effect is very similar

to the analysis presented in Reference [9,22] of narrow band additive
white Gaussian noise (AWGN). The output of a narrow band filter excited

by Gaussian noise may be represented in the form of ret) as defined by.

Equation (2.8) and such signals are encountered in many applications of

electronics. For instance the thermal noise output at the i.f. (interme-

diate frequency) stage of a radio receiver is generally considered as a

narrowband Gaussian noise signal [9,22].

2.2.2 RF POWER SPECTRUn

By Equation (2.7), the frequency of the received multipath carrier

signal is bounded by the values ±ev (=±211'fd),where fdis the maximum
Doppler shift which is very much less than the carrier frequency, fc' The

signal may thus be described as a narrow band random process, with its

amplitude and phase randomly varying with an effective bandwidth 2fd·
Referring to the assumption (d) in Section 2.2.1, if a sinusoid

with frequency f is transmitted and arrives from the direction a as shownc
in Figure 2.1, the fraction of the total incoming power t." ~thin a to
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a+da, where da is small, is pea)da. pea) is the probability distribution

of power with arrival angle a, which is assumed to be uniform. i.e.•

I
pea) = -'IT SaS 'IT (2.17)

2 'IT

If Gea) is the receiving antenna gain, the power contributed to the re-

ceived signal by plane waves arriving within the angle da is
Pea) = 02 Gea) pea) da
r

(2.18)

where 02 is the mean power that would be received by the receiving an-
tenna. Because of the Doppler shift, the relationship between frequency

and angle is

fea) = fd cos a + fc
where fd is equal to v/X. Whence,

e2.19a)

df

I t 1 - ef-f )2
d c

(2.19b)da =
The power spectral density is

S(f) = (2.20)

Since +a and -a give the same Doppler shift, fea) = fe-a), then

Sef) = (P (a)
r

(2.21a)

=------- (P (a) + P (-a»r· r
(2.21b)

If the antenna is a vertical monopole and therefore

G(a) = GC-a) = 3/2
then, the power spectrum of the received signal is
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302

[ I -
rosCf-fc)2

SCf) = I f-f I s fd C2.22)c
21Tfd f 2d

= 0 otherwise

This spectrum is plotted in Figure 2.2.

It can now be concluded that for a given transmitted frequency,

f , the received multipath signal consists of the sum of a large numberc

of sinusoids whose frequencies are bounded within ±fdand whose amplitudes
and phases are randomly varying within this bandwidth.

2.2.3 LEVEL CROSSING RATE AND DURATION OF FADES

Under Rayleigh fading conditions, the signal envelope experie:.:es

very deep fades. occasionally. The shallower the fade the more frequently

it is likely to occur. Sometimes, the fluctuating received signal may fall

30 to 40 dB below the mean signal level. It would be interesting to know

how often the received signal level will fall below a specific level and

what is the likely duration of these fades.

The level crossing rate, NR, is the expected rate at which the
envelope crosses a specified level R in the positive direction. If the

signal is received from an omnidirectional antenna, NR is given by [8] :

NR = I2iT fd P exp (_p2) (2.23)

R R
where p = =-- (2.24)

1<lrI2> Rrms

-1and NR has a unit of sec (Hz), Le., the number of crossings per second.

The mean duration of fades, t, below the level R is defined as



Chap. 2 Mobile Radio Channel Simulation 29

P(r~R)

NR
Substituting (2.16) into (2.25), the mean fade duration can be written

't = (2.25)

as

t =
[exp(p2)-1]

I2iTfdP
(2.26)

Equation (2.23) and (2.26) shows that NR and t primarily depend on the

Doppler shift. In data transmission, they can be used to determine the
probable number of signaling bits that will be lost during fades.

2.3 RAYLEIG9 FADING SIHULATION

In previous sections, it has been shown that the Rayleigh fading

carrier is represented by (2.8). The quadrature components are Gaussian

and their frequency content is spread within ±fd. Equation (2.8) suggests
a technique for generating a multipath fading signal. The fading spectrum

S(f) as given in (2.22) can be simulated by shaping the spectrum of the

quadrature components. The Arredondo hardware simulation [17] illustrated
in Figure 2.3 is based on this technique.

2.3.1 SPECTRAL S9APING FILTER DESIGN

In simulation, the quadrature components x(t) and yet) are ob-

tained by lowpass filtering two independent Gaussian sources. The fil-

ter's frequency response should have the same shape as the Doppler fading
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spectrum. The lowpas s filter I s frequency response can be deduced from

(2.22), 1.e. ,

[ 1 r'S30%
C_f_)%SlpCf) = f S fd (2.27)

21Tfd fd
= 0 otherwise.

With reference to the original work by Arredondo [17], the shaping

filter is simulated by a low-pass filter with a 6 dB peak at the Doppler

frequency and 18 dB/octave roll-off at frequencies above the Dopp Ler
frequency as depicted in Figure 2.4. This was found to be an adequate

approximation to Slp(f). The required frequency response can be obtained,

approximately, using a serial cascade of a 2-pole filter with the poles

arranged to produce a 9 dB peak and a I-pole filter with 3 dB loss at the

Doppler frequency. The transfer function of this cascade is :

H(s)

W % W
P P

= )(

s% + 2~w s + W 2 S + W
P P P

iii
,

P
=

(2.28)

H(s) (2.29)

where wp = 21ffp is the simulated Doppler fading frequency, and t is
damping factor for the 2nd order filter.

the

Let M at f be the peak magnitude of the simulated lowpass filter.p p

spectr~m. It is given as follows [23] :

M (in dB.)
p = (2.30)

When M is 6 dB, ~ is equal to 0.177406694. The simulated Doppler fading
p

frequency, f , is calculated by equating the moments of the theoretical
p

and simulated spectrum. Let b denote the n-th moment of the theoreticaln
low pass spectrum Slp(f). Then
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(2.31)

The theoretical maximum Doppler shift has been derived in terms of moments
as (4),

= (2.32)
From (2.32), the simulated maximum Doppler shift can be written as

(2.33)
b2' and bO' are computed using the simulated fading spectrum H(jw). The

ratio of fd to fp was calculated to be about 1.2 [18], hence the simu-
lated maximum Doppler frequency is written as,

(2.34)

2.3.2 DIGITAL LOW PASS FILTER IffPLEffENTATION

A third order IIR filter is implemented to simulate the spectral

shaping effect. The filter coefficients are changed according to the ve-

hicle speed and the carrier frequency, and these changes affect the filter

bandwidth and hence the simulated Doppler spread. The z-transform system

function of the digital filter's impulse response is derived from the
Laplace transform of the impulse response a 3rd order analogue filter

using the bi-linear transformation. Rewrite equation (2.29) as

A
H(s) = --------- (2.35)

where aO = A = W 3
P

al = (1+2t) !.II zp
a2 = (1+2t) !.IIp

Using the bilinear transformation, substitute
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2 (z+ L)
s = ---

T (z-+-I) (2.36)

into H(s), where T is the sampling period of the filter. Then

H(z) = (2.37)

where nO = n3 = A T'
ni = n2 = 3 A T'
dO = 8 -+-4a2T -+-2aITz -+-aOT'
dl = -24 - 4a T -+-2a r2 + 3a T'2 I 0
d2 = 24 - 4a T - 2a TZ + 3a T'2 1 0
d3 = -8 + 4a T - 2a TZ + a T'2 I 0

V (z)
0

As H(z) = then
V. (z)
1

=
3
I n v (n-i) -i i

3
I

i=1
d. v (n-i)1 0 (2.38)

i=O

A direct implementation of Equation (2.38) is shown in a signal flow graph

in Figure 2.5. The simulated and the theoretical spectra are shown in

Figure 2.6 for comparison. Note that for a given value of T, the filter

response is determined by w , which is the lowpass filter cut-off fre-
p

quency. When the low pass filter bandwidth is wider, the fading rate is
correspondingly higher as may be deduced from Equation (2.23).

2.3.3 RAYLEIGU FADING ENVELOPE SIHULATION

The validity of the simulator can be established by generating the

Rayleigh fading envelope and observing its statistics. A flow chart for

the required test program is given in Figure 2.7. This test program gen-

er~tes a sequence of Gaussian distributed random samples which are spec-
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trally shaped by two separate spectral shaping filters 'filtal' and

'filta2', which simulate the fading quadrature components x(t) and yet).

The samples are equally spaced in time T seconds apart. From (2.12a), the
fading envelope is given by

(2.39)
Two segments of the simulated fading envelope are shown in Figure

2.8. The amplitude values are normalised to have a zero decibel mean,
i.e. ,

< Envlop2(t) > = 1 (2.40)

The two envelopes shown in Figure 2.8 can be considered as representing

a 900 HHz received fading signal when a mobile is moving at 30 and SO km/h.

respectively. It shows that the simulated signal envelope falls about 25

to 30 dB below the mean signal level, and the fading rate is increasing

at higher mobile speed. This simulated envelope can be compared with the

real Rayleigh fading envelope as shown in Figure l.lb. In the time domain

comparison, they look very similar. In the following section, statistical
evaluation methods are described for the simulated envelope.

2.3.4 SIffULATION PERFORffANCE

The fading simulation performance was evaluated by comparing the

theoretical cumulative probability distribution, level crossing rate and
fade duration distribution with the corresponding values obtained from

the program. The cumulative distribution of the simulated signal envelope

is plotted in Figure 2.9 and compared with the theoretical Rayleigh

function. The coordinates in the graph are scaled so that the Rayleigh

Cumulative distribution appears as a straight line.
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The level crossing rate (L~R), NR, is determined by counting the

average number of times, ns, within a time period P, that the envelope

crosses a particular level R with a positive slope. NR is given by:

n (P)s
(2.41)= Lim

P R

Then, (2.41) may be approximated by taking a sufficiently large time pe-

riod P and dividing ns(P) by P. The normalised LCR, which is NR divided
by the simulated maximum Doppler frequency, f , is plotted in Figure 2.10

p

and compared with the theoretical LCR as given in (2.23).

The mean fade duration as discussed in Section 2.2.3 is determined
by:

= Lim (2.42)
R

where n (P) is the average number of envelope samples below R. Againc

(2.42) may be approximated by taking a sufficiently large value of P and

dividing ncCP) by NR. A normalised value of tR, which is tR multiplied
by the f , is plotted in Figure 2.11 and compared with the theoreticalp

value as given by (2.26).

Agreement between the envelope statistics of the simulated fading

wavefQrms and the theoretical fading waveforms are very good as may be

seen in Figure 2.9 to 2.11. Thus, the simulation algorithm appears reli-

able, and it will be used for assessing the performance of a speech coder

later in this thesis.
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2.4 APPLICATION OF THE ENVELOPE SIHULATION

In this research programme, we will look at the effect of fading

channel error in digital speech transmission. This will be done by using

the fading channel simulator as outlined above. In a hardware simulator

as illustrated in Figure 2.3, the fader is linear and transparent to mo-
dulation method so that digital code from a source is modulated and RF

is fed through the fader. The RF is attenuated and fed directly into the
radio Is front end. A sequence of erroneous codes may then be obtained
after demodulation.

In computer simulation, the direct application of the RF signal

is impracticable. Instead, different fading channel algorithms are pro-

grammed for different types of modulation schemes to generate fading

channel error sequences in accordance with their modulation and demodu-

lation characteristics. For the hardware simulation process, a well de-

signed modulation system must be built and used with the fader to generate

the channel error sequences. This hardware will be costly. However, the

software method may be cheaper, more adaptable and easier to modify if

necessary. In this section, non-coherent frequency shift keying (~CFSK)

and differential phase shift keying (DPSK) modulation simulations will
be described, and these will be combined with the channel fading effect

described in the previous section. Fading error sequences can be generated

and th~ performance of the simulation will be compared with the theore-

tical predictions.
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2.4.1 NCFSK SYSTE"

2.4.1.1 NCFSK Analysis

A simple NCFSK detection scheme is shown in Figure 2.12. If the

modulated signal is transmitted through a multipath fading channel, the

received signal, sr(t), is represented by (2.8) and (2.11), i.e.,

s (t) = x(t) cos W t - yet) sinw t (2.43a)r c c

= R(t) cos ( w t + ~(t) ) (2.43b)c
where w = w + ~w = w1 when a mark is sent (2.44)c 0

= w - ~w = Wo when a space is sent.
0

The narrow band additive white Gaussian noise (AWGN) [9] can be expressed

as,

net) = x (t) cos(w t) - y (t)sin(w t)n c n c (2.45)

x (t) and y (t) are independent Gaussian random variables. If a mark isn n

sent, the output of the bandpass filter shown in Figure 2.12 would be

(2.46a)

and

go(t) = nO(t)

= xnO(t)cos(wot) - YnO(t)sin(wot)

(2.46b)

In the above equations, n1(t) and nO(t) are the AWGN in the upper and

lower arms of the detector ~espectively, and xn1(t), Yn1(t), xnO(t) and
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YnO(t) are independent zero mean Gaussian random variables. The outputs
of the envelope detectors are then written as

Zl(t) = I[ (R(t) + xnl(t»2 + ynl2(t)

ZO(t) = I[ XnOZ(t» + YnOZ(t) 1

(2.47a)

(2.47b)

If it is assumed that a mark is sent, an error will occur if

(2.48)
which means that

S X Z(t» + y z(t)·nO nO (2.49)

Similarly, if a space is sent

zO(t) = I[ (R(t) + xnO(t»Z + YnOZ(t)

zl(t) = I[ xnlZ(t» + Ynl%(t)

(2.50a)

(2.50b)
An error will be made if

(2.51)
1.e. ,

(2.52)

Equations (2.49) and (2.52) are the error decision conditions. They are

virtually the same and these equations are used in the NCFSK simulation

algorithm.

Without fading, if the received carrier signal is u cos(w t) andc

the envelope is nearly constant, the bit error rate of the NCFSK system

in the AWGN channel is given.by

, .i"

(2.53)
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whe r e l = u%/2~ = the received signal to noise ratio
u = the carrier peak amplitude
N = the mean noise power.

(2.5~)

~hen the signal is subject to fading, the instantaneous CSR, l,

will vary with time because of the changes in carrier amplitude. It is

interesting to know how r varies under Rayleigh fading conditions. ~ow.
define the long term average of r to be r, that is

r = mean carrier to noise ratio (CNR)
mean carrier power

= = = (2.55)
mean noise power N

= <ret»~

whereta% is the mean square value of Ret). As l is a function of Rand R

is Rayleigh distributed, the pdf of r, per), is given by [24]

pel) = peR) ~ (2.56)

Using the relationships given by (2.54), we have

dr R= and
dR N

= (2.57)

Then
per) = (l/r) exp (-r/r) (2.58)

Hence, in a Rayleigh fading situation, r is exponentially distributed.
The probability that r is less than some specified values l iss

p(rsr ) = (l/n (' exp e-r/r» (2.59)s
. 0

= I exp (-r In (2.60)s
To obtain the overall probability of error over the fading channe I,

P must be averaged over the pdf of r. Hence, the average error rate is
e

given as follows :
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<P >
e (2.61)

For a SCFSK system,

<P > =e !exp(-o/2).(1/r) exp(-o/r) do (2.62)

1
= (2.63)

2 + r

2.4.1.2 NCFSK Fading Simulation

The NCFSK fading simulation is based on the conditions given by'

Equations (2.49) and (2.52). In simulation, it is assumed that a sequence

of data from the source is modulated and sent through the fading channel.

For each bit of the received sequence the amplitude of the simulated re-

ceived signal is computed and compared with the noise level at the de-

tector (refer to Equation 2.52) to test if the bit will be received in
error. The sampling frequency of the fading. envelope is equal to the

transmission data rate.

To simulate the error conditions, six independent Gaussian random
number sources are required. Four of them for the AWGN of the NCFSK ae-

teetor, and two of them are used to generate the Rayleigh fading envelope,

R, wh Ich is written as
R = F /[ X 2 + Y 2r r (2.64)

where x and yare the low pass filtered Gaussian random numbers and Fr r

is introduced to control the effect of different mean CNR. For clarity,

the error testing algorithm is described step-wise as follows, where

'SIGE' and 'NOISE' variables are accumulators to compute the carrier
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signal energy and noise energy respectively. GAlJsI are the different
Gaussian sources.

Step 0 Initializat ion,

F = a constant,
SIGE = 0, NOISE ~ 0, IERR = 0, NPTS = 0,

Step 1 Compute Rayleigh fading envelope,
R = (x ~ + y ~)!

r r
SIGE = SIGE + R~

Step 2 Error testing for a transmitting data,

IF «GAU3+R)2 + GAU42) S (GAUS
2+GAU62) then

(Invert data symbol) and
IERR = IERR + 1

Step 3 NOISE = NOISE + I,
NPTS = NPTS + 1,
IF NPTS = 1000 then EXIT
GOTO Step 1.

(for 1000 data),

On EXIT, the r.m.s. value of the carrier signal and the noise power can

be computed as :

<0 2> = SIGE/NPTSs and <0 2> = NOISE/NPTS .
n

(2.65)

Then, the simulated mean carrier to noise ratio, CNR, is
r = <0 2> / <0 2>

5 n

The simulated mean error rate, P " ise

(2.66)

<P '> = IERR/NPTSe
(2.67)

A flow chart of this error testing algorithm,is given in Figure 2.13.

If a binary symbol is found to be in error, it is converted from

1 to 0 or vice versa. In fact, if a fading error sequence is also re-

!"-esented in binary form, '1' for an error and '0' for non-error, the
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fading effect on the speech code sequence can be simulated by adding the

error sequence to the speech code sequence using modu1o-2 arithmetic, thus
allowing its effect to be evaluated.

The simulation performance was evaluated by plotting the simulated

bit error rate performance at different mean CNR as shown in Figure 2.14,

and its theoretical bit error rate curve as given in (2.63) has also been

plotted in the same Figure for comparison. The theoretical curve and the
simulation curve are very close together, and this is evidence of the

validity of the simulation. Figure 2.15 also illustrates the UIR channel
error patterns at several mean CNR values, which shows the burst error

structure generated from the simulation algorithm.

2.4~2DPSK SYSTEff

2.4.2.1 DPSK Analysis

A functional block diagram of a DPSK system is shown in Figure

2.16. The baseband signal, bk, is recovered by detecting phase changes

for each sampling interval, and its phase reference is derived by com-
paring the current phase with that at the previous sampling interval. In

a Rayleigh fading environment, the received DPSK signal not only suffers

from rapid envelope variations, but also the time derivative of the phase

varies with time in a random manner, depending on the mobile speed and

the carrier frequency. In other words the signal is randomly frequency

modulated, and this is known as the random FM effect. In this case, the

random FH effect can vary the phase reference by as much as one bit time

interval, which results in errors. As these errors cannot be decreased
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even when the transmitting power is increased, this is often referred to
as irreducible error [8].

As DPSK systems suffer different fading effects as compared with

NCFSK systems, and because phase modulation schemes may be used in L~!R

systems, it is interesting to see how DPSK systems would behave in mobile
radio environments.

Consider the differential encoding process. In the generation of
a differential encoding bit, dk, the present data, bk, and the previous
differential encoded data, dk_1, are compared. Assuming bipolar signal-

ling, this means that bk is either 1 or -1. If there is no difference

between bk and dk_1, then ~ = 1, otherwise, dk = -1. This is expressed
as :

= )( (2.68)

An example of an encoding sequence is shown in Figure 2.17. An arbitrary

reference bit is taken as the initial bit of the dksequence. The DPSK

demodulator is the combination of a mixer and a low pass filter as shown
in Figure 2.16. The demodulator performs the inverse function to that of

the encoder by comparing the phase angles of the received signal (which

may be corrupted by noise) and its one bit delayed version. An example

of the decoding process. is also given in Figure 2.17. A detailed de-

scription of the DPSK process on the fading carrier is now presented.

Assume that the transmitted signal of the DPSK system is

SDPSK(t) = (2.69)

where A =
~s(t) =
wc(t) =

a constant signal amplitude,
a information phase of the DPSK signal,
the carrier frequency.

The signal at the receiver input is
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ret) = S (t) + n (t) .
r r (2.70)

S (t) and n (c) are the received fading signal and the receiver noiser r

respectively, and they can be written as :

Sr(t) = x(t)cos[wc(t)+¢s(t)] - y(t)sin[wc(t)+¢s(t)]

nr(t) = xn(t)cos[wc(t)+¢s(t)] - Yn(t)sin[wc(t)+¢s(t)]

(2.71)

(2.72)

where x(t), y(t), x (t) and y (c) are independent zero mean Gauss iann n .

variables, but x(t) and yet) are the quadrature components of the fading
signal. Their variances are given as follows

<x~(t» = <y~(t» = " ~ (2.73)s

<x ~(t» = <y aCt»~ = Cl ~n n n
Thus

= x cosCw Ct)+~ (t» - Yt sinCw (t)+~ Ct»t c s c s (2.74)

Then x and yare zero mean Gaussian random variables and have variances:
t t

<x ~> = <y ~> = Cl a + " a
t t s n C2.75)

Referring to Figure 2.16, the output of the receiver multiplier is given

by:

V1Ct) = rCt) • r(t-T) (2.76)

= [Xtcos(wc(t)+~s(t» - Ytsin(wc(t)+~s(t») •
[x TCos(w (t-T)+~ (t-T» - Yt Tsin(w (t-T)+¢ (t-T»)t- ,c s - c s

where T is the pulse duration.

Put ¢~l = ¢s(t) , and ~t2 = ~s(t-T). Hence,
= x x T cos(w t+~tl) cos(w (t-T)+~t2)t t- c . c

- YtXt-T sinCwct+~tl) cosCwc(t-T)+~t2)
- xtYt-T cos(wct+~tl) sin(wc(t-T)+~t2)

+ YtYt-T sin(wct+~tl) sin(wc(t-T)+~t2)
Whence,



Chap. 2 Mobile Radio Channel Simulation I I-+'+

- YtX T[sin(2w t-w T+~ l+~ Z)+sin(w T+~ -~ )]t- C C t t c t1 tZ
- xtYt T[sin(2w t-w T+~ 1+~ 2)-sin(w T+~ -~ )]- c c t t c t1 t2

- YtYt-T[cOS(2Wct-wcT+¢tl+~t2)+cos(wcT+¢tl-¢t2)] . (2.77)

If V1(t) is low-pass filtered at cut-off Wc to remove twice carriec terms,

and we put w T = Znn ( n = I,Z, ...), then the LPF output, v , isc 0

(2.79)
where ~¢ = ¢tl-¢t2 which is the received base band signal and it has the
value either 0, n or -n.

In a noise-free system, if there is no phase change, ~~ = O. The
LPF output is high as cos ~¢ is 1. However, an error will be made if

(no phase change case) . (2.80)
If there is a phase change, then ~¢ is either ~ or -~ and the LPF output

should be negative as cos ~¢ is -1. Hence, an error will be made if

(phase change case) . (2.81)
Equations (2.80) and (2.81) imply that in the fading situation no matter

what the phase change is, an error will occur if

[x(t)+Xn(t)] [x(t-T)+xn(t-T)]
+ [y(t)+Yn(t)] [y(t-T)+Yn(t-T)] SO. (2.82)

Without envelope fading and the random FM effect, it can be proved
that the bit error rate in an AWGN channel is given by [10]:

P = !e-l
e (2.83)

where l is the instantaneous signal to noise ratio. In this case, P de-e

pends on the variation of the signal power relative to noise and a very

good phase recovery is assumed.

When the DPSK signal is in the multipath fading situation, the mean

bit error rate depends on the rapid changes in the signal envelope and

the random FM effect. Due to the fading envelope, the mean bit error rate

can be obtained by using (2.61), that is
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PI = J- t.exp(-o).(l/r).exp(-o/r) do
o

(2.84a)

I
=

2(1 + r)
(2.84b)

When the mean receiver C~R, r, approaches infinity, Plis zero. Then the
mean bit error rate due to the random FM effect is given by [8,10]

r(1 - p)
(2.85)

2(1 + r)

and (2.86)

where p is the autocorrelation of the in-phase or the quadrature component

of the fading shifted by time T, and J (.) is the Bessel function of theo
first kind of order O. Then, the total mean error rate is

<Pe> = PI + P2
1 + r(1 - p)

= (2.87)
2(1 + r)

As r tends to infinity, <P > is (l-p)/2. The total mean error rate ise

leveled at this rate, and this is largely due to the random F~ effect.

This also means that even though the transmitting power is increased, the

bit error rate would not diminished. This is the irreducible error because

of the random FM effect.

2.4.2.2 DPSK Fading Simulation

Apart from the error decision rule given in (2.82), the DPSK and

the NCFSK fading simulation algorithms, are nearly the same. In the case

of DPSK, four independent Gaussian random number sources are required.

Two Gaussian sources are to simulate the receiver noise, and two are used

to generate the fading signal. The error testing algorithm is described
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step-wise as follows, where SIGE and ~OISE are accumulators for the car-

rier signal energy and the DPSK system noise, respectively. 'F' is a

constant to determine the mean carrier to noise ratio (C~R). and this mean

C~R would be higher for larger value of 'F'.

Step 0 Initialization,

F = a constant,
SIGE = 0, NOISE = 0, IERR = 0, NPTS = 0,

Step 1 Compute Rayleigh fading quadrature components, xr,t

Step 2

and y t'r,
SIGE = SrGE + FZ(x Z + y z)r,t r,t
Error testing for a transmitting data,

XXT = (F.xr,t+GAU1,t)X(F.xr,t_1+GAU1,t_1)
YYT = (F'Yr,t+GAU2,t)x(F'Yr,t_1+GAU2,t_1)
If XXT S -YYT then

(Invert data symbol) and
IERR = IERR + 1 .

Step :3

NPTS = NPTS + 1.
IF NPTS = 1000 then EXIT
GOTO Step 1.

(for 1000 data),

Assume that 'NPTS' bits of data are transmitted and each bit is
compared with the above fading channel algorithm. The simulated mean C~R

and the simulated bit error rate may be computed as for the NCFSK system

given. in (2.65) to (2.67).
The simulation performance was again evaluated by plotting the

simulated bit error rate performance at different mean CNR as shown in

Figure 2.18, and its theoretical bit error rate curve as defined in (2.87)

has also been plotted in the same Figure for comparison. The theoretical

curve and the simulation curve are very close together. At maximum Doppler

frequency 41.67 Hz as shown in the Figure, the bit error curves become
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level beyond 40 dB mean CSR. This is because of the Random F~ effect. At

a higher Doppler frequency, the bit error rate curves would start to level

off at a higher bit error rate so that the transmission quality will be-
come worse.

2.4.3 DIVERSITY SYSTEnS

Diversity systems have been well known in radio communications for
many decades [25], and can dramatically improve communication performance

in Rayleigh fading channels, even in frequency selective'channels. There

are many types of diversity scheme, such as space diversity, frequency

diversity, polarisation diversity, field component diversity and time
diversity etc.

Space diversity seems to be a more suitable technique for use in

L~!R communications. For space dIversity systems, if two receiving anten-

nae are separated sufficiently apart horizontally or vertically, the fast

fading fluctuation of the signal received at one antenna tends to be in-

dependent of the fluctuation of the signal received on the second antenna.

If the system output is obtained by combining the two signals at each
instant, this will greatly reduce excessively deep fade effects. Further
improvement can be obtained by using more than two antennae, but the

system complexity will be correspondingly increased. In space diversity,

there'are three major combining techniques [22,26]. They are selection

diversity, equal gain combining and maximal ratio combining.

A two antennae diversity system is considered to be the most

practical, and selection diversity is the simplest compared with the other

combining techniques. This will be described in the following sections.
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2.4.3.1 Selection Diversity Analysis

For selection diversity, if ~! antennae are used, the effective

received signal is obtained from the antenna bearing the strongest signal,

therefore increasing the mean C~R.

It is assumed that the signal on each antenna has Rayleigh sta-
tistics and so the CNR on the k-th antenna, rk, has exponential statistics

as in (2.60). Thus, the probability that C~R on all ~! antennae are si-
multaneously less than or equal to r iss

p (rSr ) = [ 1 - exp (-r Ir) 1Ms s s (2.91)
This is the cumulative distribution function of the best signal taken from

the M antennae.

The pdf, P (1), of the CNR at the output of a diversity system iss
obtained by differentiating P (lSr ), i.e.,s s

p (1) = (M/r).(l - exp(-l/r»M-l exp(-l/r) .
s (2.92)

When M is 1, p (1) represents the Rayleigh distribution of the CNR in eachs
antenna.

The effectiveness of a diversity system in data communications can

be determined by the reduction that is achieved in the bit error rate.

If the 'error rate calculation is based on frequency non-selective fading
assumptions, the mean error rate of the diversity system is given by

..
<Pd> = f PeCl) psCl) dl

o
(2.93)

P Cl) is the error rate of the digital modulation scheme in the presencee

of AWGN.

Consider a 2 antenna selection diversity arrangement with NCFSK

data. The average error rate is
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<P >d,2 =fo !exp(-l/2).(2/r)(1 - exp(-l/r)).exp(-l/r) dl (2.94)

1
=

(2H) (4H)

If r is very large, <Pd,Z> is approximately equal to 4/r2. When comparing
this bit error rate with that obtained without diversity, i.e. with
<Pe>' as given in (2.63)

(2.95)
-4Hence, if <Pe> is 0.01, <Pd,2> is 4)(10 . The 2-antenna diversity can

therefore improve the signal level by about 10 dB, which is known as

diversity gain. 4-antenna diversity systems yield 16 dB diversity gain.,

However, Z-antenna diversity is less complex while still achieving a

considerable improvement. The performance of the equal gain combining

diversity and maximal ratio combining diversity techniques are generally

much better than the selection diversity technique and therefore further

improvement can be obtained even with 2-antenna diversity.
For narrowband SCPC systems, diversity is a very useful technique.

The following section describes the simulation of a 2-branch selection

diversity system.

2.4.3.2 Selection diversity Simulation

In this 2-antenna diversity simulation, it is assumed that the

antennae spacing is chosen appropriately so that the receiving signals

at the antennae are independent. The received signal from both antennae

are fed to a selection circuit, and the stronger signal will then be

switched to a demodulator input.
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Assuming that a SCFSK detector is used, the simulation of the 2-

branch selection diversity system requires 8 independent Gaussian

sources. Four of them are used as the quadrature components of two re-
ceiving signals and their fading envelopes are given by

Rl (t) = .; Xl(t)2 + Yl(t)2 (2.96)
R2(t) = .; X2(t)2 + Y2(t)2

where xl(t), Yl(t), x2(t) and Y2(t)are Gaussian random numbers which have
been spectrally shaped using Doppler spectrum filters. Thus, R1(t) and

R2 (t) are statistically independent envelope samples. As the stronger
signal is chosen, the effective received signal CHOICE(t) is therefore

CHOICE(t) = MAX ( R1Ct), R2Ct) ) . (2.97)
Using the NCFSK error decision condition given in (2.52), an error will

be made if

(2.98)

where GAUs' are the Gaussian sources for detector noise. The improvement

of the 2-branch diversity system can be visualised from Figure 2.19, where
two independent simulated fading envelopes are plotted against time in

broken lines, and the solid line shows the effective received signal.

The diagram clearly shows that the deep fades have been greatly allevi-
ated. The simulated bit error rate and the simulated CNR are determined

as in the case of the NCFSK simulation algorithm given in (2.65) to

(2.67). The bit error rate performance of the 2-branch diversity simu-

lation" is plotted in Figure 2.20 along with the theoretical bit error rate

curve. They are very close to each other.
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2.S DISCUSSION AND CONCLUSION

This Chapter has presented a development of L~!Rchannel simulation

techniques based on theoretical statistical model of the channel. The

simulation algorithms described are applicable to narrow-band single

channel per carrier (SCPC) digital L~!R systems, where the bandwidth is
less than the coherence bandwidth (as described in Chapter 1) and the

ratio of bit rate to bandwidth is not greater than about one for each
channel. In this case, the effects of frequency selective fading and delay
spread are very small and therefore need not be simulated. The simulation

is suitable for 900 ~lHzWR systems with narrowband channels (25kHz) used

for transmitting data rates up to 25 kb/s. As the delays in the L~!R

channel of over 8 ~sec are very rare [4], the highest transmission data

rate, before frequency selective fading becomes prominent in such a sys-

tem, is approximately 1/8~ b/s ( = 125 kb/s ). The transmission data rate

of 25 kb/s is far less than 125 kb/s. Hence, the simulation is valid for

the SCPC. system in frequency non-selective fading channels.

The basic Rayleigh fading signal as described in (2.8) was simu-

lated. This simulated signal was applied to two commonly used modulation

schemes: NCFSK and DPSK, and a selection diversity technique was incor-
porated. Thus the simulator is able to generate a fading channel error

sequence to indicate the occurrence of fading channel errors which would

affect data transmission. The performance of the simulator has been

evaluated by measuring the fading envelope statistics and bit error rates

at different mean carrier to noise ratios, and is consistent with the-

oretical results [8,10]. The most important results produced by the sim-

ulation are the bit error patterns as shown in Figure 2.15, from which

the burst and random error characteristics of the U!R channel are deduced.
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This error pattern output can be applied to digitally coded speech, with

its error correction code, to assess the effect of fading channel error

on the quality of speech received. As the simulation parameters, such as

mobile speed and data transmission rate can be changed easily, the burst

error characteristics, such as burst error length and frequency can be
conveniently measured and analysed.

The simulation techniques described in this Chapter for SCFSK,
DPSK and selection diversity also demonstrate a methodology that can be
used for simulating the Rayleigh fading effect for other types of system.
Furthermore, the simulation is not restricted to 900HHz SCPC radio chan-

nels. Many researchers have measured signal statistics in real radio

channel over frequency ranges from 50 to 11,200 ~IHz, which covers from

the HF (high frequency) to the SHF (super high frequency) region [8]. They

showed that received signals have Rayleigh statistics in mobile radio

environment when measured over distances of a few tens of wavelengths when

the mean signal is relatively constant. Hence, as long as the radio
channel is not frequency selective in transmission, the simulation algo-

rithms used in this Chapter can also be used to evaluate any data trans-

mission for HF, VHF, UHF and SHF channels.
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Figure 2.13 Flow diagram for the NCFSK fading simulation.
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Figure"2.14 Bit-error rate of ~rFSK signalling on a Rayleigh !ading
channe 1.
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Figure 2.16 Block diagram of a DPSK system.
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Figure 2.17 An example of DPSK encoding
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CHAPTER 3 ADAPTIVE PREDICTIVE CODING WITH ADAPTIVE BIT ALLOCATION

3.1 INTRODUCTION

To achieve high channel spectrum efficiency for d Ig i t al L~IRsys-

tems, it will be necessary to use low-bit rate speech coders which produce

speech of a quality comparable with telephone speech. Several types of

speech coder have been examined for use in digital LMR systems. Consid-
ering the quality of speech coders available at present, it is clear that
a 16 kb/s speech coder should be capable of producing good quality speech

and that if a degree of error protection can be incorporated into such a

coder it could be made to satisfy the spectrum efficiency and quality

required for use in U1R systems [2}.

One promising possibility is the use of sub-band coding (SBC)

methods. At present, there are many different types of SBC

[e.g.27,28,29,30}, their most important differences being in the methods

used to encode the speech parameters. Advanced coding techniques like
vector quantization, vector prediction or adaptive bit allocation have

been used to code the sub-band signals. A coding technique called 'adap-

tive predictive coding with dynamic bit allocation' (APC-AB) [31] has been

found to produce good quality speech at 16 kb/s or below, and this has
been strongly supported [31} as a suitable technique for LNR systems. One

of the aims of this research programme is to investigate the influence

of fading channel errors on a APC-AB subband speech coding system.
At the cost of being computationally rather expensive as compared

with some other low to medium bit rate speech coders, the APC-AB coder

achieves high speech quality. The performance of the APC-AB coder is

optimized by the use of a combination of several advanced techniques, i.e.



Chap. 3 APC-AB speech coder 66

sub-band analysis and synthesis, pitch detection, APe coding, transfor~

coding and adaptive bit allocation. It is believed that before attempting

to analyse the performance of this speech coding system in a noisy chan-

nel, a good understanding of the APC-AB algorithm must be gained. This

Chapter will describe all the techniques used in the speech coder in de-
tail. As the implementation details of the original APe-AB coder proposed

by Itakura [31] are not fully available in the literature [31], it has
been necessary for the author to devise his own version of the APe-AB
coder. The coder was implemented in simulation by running a FORTRA~ 77

program on an IBM/760 main frame computer. Its performance will be com-

pared with results published by Honda & Itakura [31].

During the course of this work it was found that the complexity

of the original APC-AB coder [31] could be greatly reduced by the use of

a new algorithm for extracting line spectrum pair coefficients. This new

technique will be described in detail in Chapter 4.

Detailed description of the 16 kb/s APC-AB speech coder simulation
is organised as follows. In Section 3.2, the basic coding algorithm is

described, and in Section 3.3 the details of the encoding techniques are

given. In Section 3.4, some practical aspects of the coder implementation

are described. The speech coder was assessed by objective measurements,

and informal listening tests. These tests are described in Section 3.5.

Finally, the speech coder design is summarised in Section 3.6.

3.2 APC-AB CODER DESCRIPTION

Figure 3.1 shows the basic configuration of the APC-AB encoder and"

decoder. Figure 3.2 shows a step by step flow chart of the APC-AB algo-
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rithm, and each block of the flow chart is described in the folIowing
sections.

J.2.1 QHF ANALYSIS AND SYNTHESIS NETWORKS

The input speech is band-limited to 3.2 kHz and sampled at 6.4 kHz

by a 12-bit AID converter. Every 20 msec of speech, which consists of 128

samples, forms a frame which is split into three frequency bands using a
two level quadrature mirror filter (QMF) analysis network. This analysis

network is implemented by 32 tap FIR filters at both ievels. The three

sub-band bandwidths are 0 to 0.8 kHz, 0.8 to 1.6 kHz and 1.6 to 3.2 kHz,.

The QHF network is implemented via the polyphase structure proposed in

[32]. In this way, computation and memory requirements are reduced by a

factor of four as compared to the conventional structure. The QMF network

is described in detail in Section ·3.3.1.

J.2.2 ADAPTIVE PREDICTIVE CODING (APC)

After sub-band splitting, the sub-band signals are encoded by an

APe scheme, which cons ists of a long term predictor and a short term

predictor for each subband. These predictors are used to remove the cor-

relation among speech samples and thereby produce outputs known as resi-

dual signals before quantization. Each residual signal has a smaller power

than the corresponding sub-band speech signal resulting in an increased

output signal to quantization noise ratio (SNR). The long term predictor

coefficients are known as pitch gain, b, and pitch period, M. and the

short term predictor coefficients are Line Spectrum Pair (LSP) coeffi-
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cients. These coefficients are varied adap t Ive Iy in t irne to track the

changing properties of the input speech, and such adaptation is based on

a forward prediction scheme [33], which transmits the adapted coeffi-

cients once every frame.

Unit variance quantizers are used to quantize the sub-band resi-

duals; these uni~ variance quantizers are optimally designed by minimis-

ing the mean square error between the quantizer input and output assuming
probability distributions appropriate to the inputs [34]. The quantizer
has a gain normalisation stage of gain l/G followed by the optimum quan-

tizer. Theoretically, G should be the r.m.s. value of the APe residual

so that the normalised APe residual has unit variance. G is encoded and

~ransmitted to the receiver along with the encoded residual so that the

quantized APe residual can be recovered from the decoded normalised res-

idual by multiplying by the decoded value of G.

As G is computed from the residual and the APe residual becomes

available only as the APe loop is in operation, the residual signal should

~herefore be computed twice: once to calculate G and once to compute the

quantized residual signal through the APe loop as shown in Figurell ,.

In the simulation, each sub-band signal is first filtered by a long term
predictor to produce the first residual, then the first residual is fil-

tered by a short term predictor to produce the second residual. From this

process, the LSP coefficients are also calculated, and G is computed as

the r:m.s. value of the second residual.
Having obtained the predictor coefficients and the quantizer pa-

rameter, G, the residual is then calculated and encoded using the corre-

sponding quantized predictor coefficients and quantized G, to correspond

to the operation of the receiver; this also yields a smaller mean square
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value for the quantization noise as perceived in the received speech than
if the unquantized parameters are used.

3.2.3 PITCH SYNCHRONOUS ADAPTIVE BIT ALLOCATION

The residual quantizer produces two kinds of quantization error:

round off error and clipping error. Round off error is produced whenever
the residual lies within the range of the quantizer, and this causes a
degradation in the output speech in the form of broadband background
noise. Clipping errors are produced whenever the residual lies outside

the range of the quantizer. This may happen for high amplitude pitch

signals. Clipping errors cause undesirable degradation in the form of

'pops' or 'cl~cks', and such effects can be perceived even when the in-

cidence of clipping errors is as low as 0.1 %.
For a 16 kb/s APC-AB speech coder, the average number of available

bits per residual sample is 2.5 bits. As a forward prediction scheme is
used, some of the bits must be used to transmit side information.

Therefore, with less than 2.5 bits/sample available, the method used for

residual coding must have provision to deal with regions of high amplitude

residual samples (e.g. pitch pulses), while also keeping round-off no~se
to an acceptable level.

The bit allocation scheme used in the speech coder was proposed

by Honda (31], and is known as Pitch Synchronous Energy Concentration

Adaptive Bit Allocation. This method divides each pitch period of the

second residual into L approximately equal length segments. The segments

within each pitch period are indexed in ascending order from 1 to L.

Segments for successive pitch periods are combined to form L distinct sets
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of samples, each set comprising several samples from each period. The

energy per sample, U .., for each segment is computed, where i and j in-lJ
dicate the i-th sub-band and j-th segment respectively. For voiced speech,

pitch pulses are assumed to occur at regular time intervals, and the pitch

pulses always contain most of the excitation signal energy. The pitch

synchronous strategy arranges the segments so that the pitch pulses occur

in segment one. This means that uil always has the largest power. To
achieve this, ul1 is obtained after an energy search procedure, and a side
information parameter known as "segment location" or "sub-interval pcsf-

tion", Tdl, is derived to specify the distance (in terms of the number

of samples or in time) of the very first segment one from the beginning

of the first sub-band frame. The segment location for other bands are
given by

(3.1)

where wi is the ratio of the i-th sub-band bandwidth to the full band

bandwidth.

By rate distortion theory [35], the optimal bit allocation, Rij,

i.e. the number of bits allocated to subband i in time segment j, may be

computed so that the mean square quantization error is minimised. It is

found that Rij is given by

1

Rij = R + - 10&2
2 N L ~nc"

n n (un")

n=1 "=1

(3.2)

where R is the average bit rate, cj is the ratio of the j-th segment length

to the frame length' and uij is the residual energy normalised by the

bandwidth ratio ( = u. ,/wi ). In this way, the quantization bits are dy-lJ
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namically allocated to the prediction residuals in accordance with the

distribution of their energies in the time segments and in the frequency

sub-bands.

Furthermore, unit variance quantizers are applied to each segment

and the normalisation gain, G .., for each segment is given by
1J

= (3.3)

The optimal step size for a uniform unit-variance quantizer for a Gaussian
distributed input signal was derived by Max [34] as

~ = g(R) (3.4)

where g(R) is a tabulated function of the number of bits R to yield min-

imum mean square error for a zero mean and unit-variance input signal.

Hax has computed and presented the optimal step sizes by tabulating g(R)

for l-bit to 32-bit quantizers in [341. If the residual in subband i and

time segment j is assumed to be zero mean and Gaussian, the optimal step

size for this residual signal is therefore ~ijGij where ~ij = g(Rij) and
. ,

G.. is the normalised gain as defined in (3.3). This method makes the
1J .. . .

quantizer step size adapt rapidly to local variations in the energy of
the residual samples and provides good tracking of the short term ampli-

tude variation of the APe residual.
The pitch structure will not exist in un-voiced speech which

tends to be Gaussian noise like. In this case, the sub-interval posi-

tion, Td1, is set equal to 0 and each sub-band frame is divided into L

segments. Hence, even for un-voiced speech, more bits are allocated to

segments bearing higher speech energy.
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3.2.4 T.r?ANSFORI1CODING

The residual energies u,. may be quantized logarithmically and
1J

transmitted to the receiver so that the bit allocation for the residual

and G., can be recovered. However, it was found that the logarithmic value
1J

of the normalised residual energies, u.:, given by
1J

uiJ' = log (u,. /U )e 1J
(3.5a)

1 N
I

L
I u ..

1J
(3.Sb)with U =

N L i=l j=l

are highly correlated. Thus the encoding of uij' can be more efficiently

achieved by a data compression technique which attempts to remove this

correlation. In addition to adaptive predictive coding methods as de-

scribed in~revious section, there are other efficient coding techniques
~including...;l'trans form coding" technique [36] J which appear to be well

suited to this application. A transform coding technique based on the

Karhunen Loeve transformation is adopted.

The Karhunen Loeve transformation transforms the set of uij' pa-

rameters into a set of uncorrelated coefficients uij" by an orthogonal

transformation that diagonalizes the autocovariance matrix of uij'. The

transformed coefficients may then be more efficiently quantized using a

linea~ quantizer with a fixed number of Qits assigned according to their

statistical variances. That is

I x ij
B .. = B + - log (3.6)
1J 2

2 N L l/(N.L)
n n ).nt

n=l t=l
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where >.. •• and B" are the variances and the fixed bit allocation forlJ lJ
u ..tI respectively, and B is the average bit rate for u, .tI.lJ lJ

The average residual energy U is quantized using its logarithmic
value and transmitted to the receiver.

At the receiver, the side information is first decoded, the K-L
coefficients are inverse transformed back to the quantized u,.' parame-lJ
ters, and the quantized residual normalisation gain is recovered from the
quantized u" I and the average residual power. Then, the bit allocationlJ
for the residual is calculated using the decoded segment position, pitch

period and uij'. Thus, the sub-band signals are recovered by using the
decoded LSP coefficients and the bit allocation. Finally, the recon-
structed speech is obtained by merging the sub-band signals into a Q~lF
synthesis network.

To summarise, there are six categories of side information param-

eters, these being the LSP coefficients, the pitch period, pitch gain,

the sub-interval position, the KL! coefficients and the average residual
energies. These parameters are computed and encoded every frame. The en-

coded data are multiplexed with the sub-band residual data and transmitted

to the receiver. The techniques being used to encode the residual and the

side information parameters are in fact advanced data compression tech-
niques. Such techniques require a large amount of computation, and the

speech coder complexity is always proportional to the amount of computa-

tion needed. A complex coder can turn out to be bulky in size and this

is a most undesirable feature for LMR use. However, some methods being

used, like quadrature mirror filtering can be considerably simplified.

For example, if the filtering process is carefully considered, a scheme

can be devised which reduces the computation by a factor of 4 compared
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with the direct implementation method. The details of some interesting
algorithms will be given in the following sections.

3.3 DESCRIPTION OF CODING TECnNIQUES

3.3.1 QUADRATURE ffIRROR FILTERS (QffFS)

Encoding signals in sub-bands offeJ:$several advantages: for in-

stance, the available bits can be allocated to each individual sub-band

according to perceptual criteria for each sub-band. If the bits are ap-

propriately allocated in different bands, the reconstruction error vari-

ance can be separately controlled in each band, to avoid the masking of

one frequency range by quantization noise in another frequency range.

In theory J to preserve all the signal informat ion wi thin the
transmission bandwidth, the separation between sub-bands should be zero,

but in practice the sub-band filters will overlap and cause mutual ali-

asing of signal energy between sub-band transition region. The amount of

aliasing distortion is directly dependent on the" degree to which the

sub-band filters approximate ideal bandpass filters, and such distortion

cannot be removed by ordinary filtering techniques. This problem can be

tackled by the use of QMFs. Using such filters, transition region overlap

is permissible because in theory [32] aliasing distortion can be cancelled

out at the receiver synthesis filters. Practically, this cancellation is

obtained down to the level of the quantization noise of the coders.

The basic structure of the QMF analysis and synthesis filter banks

is shown in Figure 3.3a. Because of the nature of the QMF structure, the
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filter banks can be implemented by a computation saving algorithm ~hich

is known as the polyphase Q~lF algorithm as represented in Figure 3.3b.

This section presents a computational structure for the sub-band analysis

and synthesis QMF filters.

3.3.1.1 Polyphase Realisation of the QffF Network

To simplify the analysis, a two band splitting method is first
considered. The basic two band design is shown in Figure 3.4a. The input

signal x(n) is divided into two equally spaced frequency bands by the

filters whose impulse responses are h1(n) and hz(n) respectively. Ac-

cording to the design requirements for Q~lFby Esteban [32], these are FIR

filters, that is, h1(n) and h2(n) are zero for n < 0 and n > Nt-l, where

Nt is the number of taps in filters, and Nt has to be an even number. Both

h1(n) and hz(n) are obtained from a low-pass prototype design hen), such

that

h1(n) = hen)
hz(n) = (_I)n hen).

for n = O,l, ,Nt-l (3.7)

Thus, the design of one low pass filter hen) specifies all the coefficient

values in the encoder and decoder filters.
If the outputs of the filters are denoted by wl(n) and wz(n), then

Nt-l
wl(n) = I hem) x(n-m)

m=O
(3.8)

N -1
t

Wz (n ) = I (_l)m hem) x(n-m)

m=O
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These outputs are then down-sampled by decimating, taking one sample out

of every two sampleS; hence the lower band and the upper band signal,

Xl(n) and x2(n) are expressed as

N
t
-1

xl(n) = wl(2n) = r hem) x(2n-m)
m=O

(3.9)

N -1
t

m(-1) hem) x(2n-m)
m=O

Equation (3.8) indicates that for each speech input, the analysis filters

require 2.Nt multiplication and addition operations.
Taking advantage of the fact that the h1(n) and hz(n) filters are

derived from a common low pass filter hen), the polyphase structure can

be derived from (3.8), which can be decomposed to

Xl(n) = fen) + g(n)

x2en) = fen) - gen)

(3.10)

where
;Nt-1

fen) = t h(2m) x[2en-m)]
m=O

(3.11)

;Nt-1
g(n) = t h(2m+1) x[2(n-m)-1]

m=O

This analysis polyphase structure is shown ,in Figure 3.3b.

For the synthesis filter bank, its output is given by [32],

x'(n) = 2 [ Yl(n) - yz(n) ] (3.12)

where
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N -1
t

Yl(n) = I hem) vl(n-m)
m=O

(3.13)

N -1
t

yz(n) = m(-1) hem) vz(n-m)
m=O

v(m) is the output of the sampling rate expander, and the transfer func-
tion of the expander can be written as

m = 0, ±2, ±4, ... (3. 14)

= 0 otherwise .

Then, the polyphase realisation of the synthesis filter bank output is

represented by

iN -1t
x '(2n) = 2 I h(2m) f'(n-m)

m=O

iN -1t
x 'e2n+1) = 2 I h(2m+1) g' en-m)

m=O

where
f'(n) = Xl (n) - xz(n)
g '(n) = Xl (n) + xz(n)

(3.15)

(3.16)

This 2-band synthesis network is depicted in Figure 3.3b.

It can be proved that when Nt is even, the total time delay, Td

of this 2-band splitting and merging system can be written as

T =d
(3.17)

where T is the speech sampling period.
s
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3.3.1.2 Control and Data Flow of the 2-Band Polyphase Structure

As Figure 3.3b shows, the input signal to the polyphase structure

is separated into two sets by a "commutator". Because the sampling rates

of xl(n) and x1(n) are one half of the input sampling rate, the commutator

is thus required to execute a two-cycle control operation to generate

xl(n) and xz(n). Cycle zero is associated with even sampling times n =
0,2,4, ..., and these samples are filtered by the odd tap coefficients
filter, G(z). Then, cycle 1 is associated with odd sample times n =
1,3,5, ..., and these samples are filtered by the even tap coefficient

filter, F(z). At the end of the odd sample times, the sums and differences

of the two filter outputs are taken to produce xl(n) and x1(n) as given

by (3.9), where xl(n) and xz(n) are the lower band and upper band samples

respectively. In this way, the computational load is shared equally be-

tween cycles. As the even or odd tap filters only have N /2 filter coef-
t

ficients, on average each input, x(n) of the analysis filter bank needs
Nt/2 multiplication and addition operations, which is approximately one

fourth the computation required for the conventional structure.

For the synthesis filter bank, the sum and difference of the sub-
band samples are first computed to produce inputs for the G(z) and Fez)
filters, respectively. At cycle 0, the difference signal is filtered by

even filter coefficients to reconstruct the even sample values of the

output x'(O), x'(2), At cycle 1, the odd filter coefficients are

used to compute odd samples of the output x'(l), x'(3), x'(5) The

flow chart of the 2-band Q~IT polyphase algorithm is given in Figure 3.4.
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3.3.1.3 Sub-band Structure of APe-AB

For the APC-AB coder, the full-band speech is split into three

sub-bands as shown in Figure 3.5. By extending the 2-band SBC concept,

the three band system can easily be realised by cascading the 2-band SBC

in a tree structure as shown Figure 3.6. Stage 1 QMF first splits sen)
into lower band and upper band, then stage 2 splits the lower band into

band 1 and band 2. The upper band from stage 1 is called band 3, in which

delay lines are added to compensate for the delay of the stage 2 Q~1F
filters. From (3.17), stage 2 QMF introduces (Nt-I) samples delay. The

delay lines included in the third band encoder and decoder are given by

D1 = Nt/2 (3.18)

DJ = Nt/2 - 1
In this case, alias-free reconstruction is achieved without noticeable

degradation.
In the codec simulation, 32-tap FIR filters are used in both

stages. The filter coefficients were obtained from [33]. As the FIR filter

is a linear phase filter, the overall phase response of the entire system

is always linear. The entire time delay, Tdt, of a multi-band QMF system

can be shown as

= t
(N -1) (2 -1) Tt s

(3".19)

where t is number of 2-band QMF stages and it is assumed that Nt tap FIR

filters are used for all stages. For the 2-stage 3-sub-band system, the

overall system delay due to the QMFs is 93T .s
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3.3.2 PITe" DETECTION

Pitch detection is used in many types of low bit rate speech coder.

Its function is to estimate the pitch period of segments of voiced speech

and to calculate the pitch gain from which a voiced/unvoiced decision can

be made. For the APC-AB coder, accurate pitch detection is very important

as the value obtained will be used Jy the long term prediction filter to
remove the pitch structure from the speech. The estimated pitch period

will also be used for the pitch synchronous bit allocation scheme and
hence accurate detection is needed to achieve maximum performance from

the scheme.

3.3.2.1 Autocorrelation ffethod

~rany methods can be used to estimate the pitch period [37]. A re-

liable method for pitch extraction in a noisy environment is to examine
the signal's short term autocorrelation function (ACF) [38,39]. Gener-

ally, the ACF of a block of speech containing k samples is calculated for

time shifts of between 2.5 and 20 msec which covers the expected range
of speech pitch periods from 50 Hz to 400 Hz, accommodating both low pitch

male speech and high pitch female speech. The main peak in the function

is detected, which should correspond to the pitch period of the speech

segment.
Now, if the speech sampling rate is 6.4 kHz, the estimated pitch

period. H. can be written as [40].

M = arg [ Max PCI)]16<1<128
(3.20a)
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where the normalised autocorrelation function is:

k
I s(j) s(j-I)

j=l

pel) = (3.20b)

~ is a value of I for which the normalised ACF, pCI), is maximum. k (=128)
is the number of samples in a 20 msec speech frame, and no samples from

the previous frame are involved in this ACF calculation. The pitch gain
is defined as

k
I s(j) s(j-M)

j=1

b = (3.21)

k
I s(j-M)2

j=l

For voiced speech, b will be close to unity. but for noise-like unvoiced

speech which has little correlation M samples apart, b will be near to
zero.

Calculating the ACF is an arithmetic-intensive procedure, and may
cause overflow problems in fixed point aritnmetic. A major difficulty with

this method is that the periodicities of the formants may be confused with

the pitch [38]. In this case, substantial peaks of autocorrelation are

not clearly seen and this may lead to a wrong pitch detection.

The pitch detection algorithm described above was used in the or-

iginal APe-AB system proposed by Itakura & Honda [31]. However, in early

experiments carried out by the author, it was found to be insufficiently

reliable for the high demands of the pitch synchronous bit allocation

scheme. owing to the difficulties. referred to above. of confusing first

formant and pitch period. A more reliable pitch detection algoritPm is
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then required. Methods of reducing the effects of formants to make the

pitch periodicity more prominent have been proposed (e.g.40] using spec-

trum flattening [40]. One of these techniques using the ACr is suggested

by Sandhi [41,42]. This method involves centre clipping of the input

signal against adaptive thresholds to quantize it to values of -1, 0 and

+1. ACF calculation on these quantized values allows fixed point arith-

metic to be used more accurately and probably simplifies the multipli-

cation operations of the ACF computation [42]. This method can be
modified by using decimation/interpolation to further reduce the required

computation. This method was used for the APC-AB speech codec and is de-

scribed in the following section.

3.3.2.2 ffodified Autocorrelation Hethod

A block diagram of the modified Sondhi I s algorithm is shown in

Figure 3.7. The input speech is first lowpass filtered by a 9-tap FIR
filter to reduce the effects of the higher formant structure on the ACr.

The filter cut-off should be above the maximum pitch frequency ~hich is

600 Hz in the codec design.

The filtered signal den) is then down sampled by a i-rate decima-
tor. In this case, the ACF computation is reduced by half. The output of

the decimator can be expressed as
d I (n) = d(2n) n = 1,2, ,k/2. (3.22)

Over .the long term, speech should be a zero mean process, but with

short term measurements, considerable bias can exist. This bias can lead

to shape distortion of the desired ACF and this will result in wrong pitch
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period estimation. Hence, the mean should be extracted before the ACF

calculation, and the mean extracted signal, dm(n) is written as

d (n) = d ' (n )
, n=l,2, ....... ,k/2. (3.23a)- mm

1 k/2, = 1: d ' (n) (3.23b)m
k/2 i=l

The higher formants are eliminated by the filter h(n), but the

first formant often exists between 200 Hz and 1 kHz. The method to remove

the effect of the first formant prior to the ACF calculation is called
centre-infinite clipping. The clipping level is set at 60 percent of the

smaller of the peak absolute sample value as measured in the first one-

third and the last one-third portion of the current speech frame, that

is

= 0.6 Min [ Max(ld en) I,m
1~n~k/6

Maxeld (n)l) 1 •m
k/3~n~k/2

(3.24 )

Following the calculation of the clipping level, the clipped signal,

c(n).is calculated as

c(n) =
1

o
-1

if den)
if I den) I
if den)

(3.25)

where n = 1.2, •...k/2 . The nonlinear process preceding the ACF compu-
tation is done to approximately flatten the signal spectrum, thereby en-

hancing the periodicity of the signal. This effect is shown by comparing

the power spectrum of the original signal and the clipped signal [43].

Due to the down sampling process, the ACF is then searched for its

maximum value within the time delay from 3200/400 ( = 8 ) to 3200/50 ( =
64 ). The search process is presented as

Md' = arg ( Max p'(m) }
9<m<63

(3.26a)
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!k-m+l
p'(m) = I c(i) c(i+m-l)

i=l
m = 1,2, k/2. (3.26b)

In this case, p'(l) is the ACF at zero delay. After the search procedure,

Md' is extracted. However, as the time scale is compressed by ~ factor

of two, Hd" is not the required pitch pe~iod. The 'decimated' pitch pe-

riod, Md' should be re-scaled by multiplying the factor two.

A more accurate value for the pitch period may be obtained by re-
scaling the time by a quadratic interpolation technique, which is de-
scribed in Appendix 1, and the pitch period, H', can be estimated by the

following rule

H' =
2 H I + 1

d
2 M I - 1

d
2 H I

d

if 2.~d ~ ~n
if 2.~d S -~n

(3.27)

otherwise

where ~d = r(ZMd'-Z) - r(2Hd'+Z)

= p(Hd'-l) - p(Hd'+l)

and ~n = r(2Hd'-2) - 2.r(2Md') + r(2Md'+2)

= p(Hd'-l) - 2.p(Hd') + p(Md'+l)

The estimated pitch period, H', is the distance between two peaks. Due

to the conventional definition of the period of a signal, the pitch period

is re-defined as :
H = H' - 1 (3.28)

Then the pitch gain is computed as follows,
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k-~I
I s ( j) s (jHI)

j=l

b = (3.29)

k-M
I sUHI)2

j=l

Referring to (3.29), the pitch gain is related to the autocorrelation of

the speech signal. Usually, the value of b would be higher for the qua-

si-periodic voiced signal than the noise-like unvoiced speech signal, so
that a voiced and unvoiced decision can be made from this value.

3.3.2.3 Illustrative ffeasurements of Pitch Detection

Figure 3.S illustrates an example of pitch detection on a typical

frame of voiced speech, and the ACF of this speech segment is shown in

Figure 3.Sb. In this case, the ACF peaks due to the vocal tract response

are bigger than the peak due to the periodicity of the vocal excitation
so that the periodicity due to the pitch pulses are not clearly shown.

Thus, a simple procedure of picking the largest peak in the ACF would fail

to indicate the correct pitch period in such a case. If the original
signal is downsampled and centre-infinite peak clipped as drawn in Figure

3.Sc, the ACF of this processed signal shown in Figure 3.8d is signif-

icantly different from the shape of the ACF as in Figure 3.Sb. The mul-

ti-peak structure is enhanced on the new ACF. Thus, a more reliable pitch

period estimation can be obtained by the peak searching process.

Figure 3.9b and 3.9c show pitch ,period and pitch gain contours as

obtained using the pitch detection algorithm detailed above for the seg-

ment of speech illustrated in Figure 3.9a. These diagrams provide a visual

impression of the continuity of the pitch period from one frame to the
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next for voiced speech. During voiced speech, the pitch period contour

is relatively continuous and the pitch gain is often above 0.2. For un-

voiced speech, the estimated pitch period is random, and the pitch gain

is often below 0.2.

Furthermore, histograms of pitch period and pitch gain for a 30

sec segment of low voice male and a'30 sec segment of high pitched female

speech are shown in Figure 3.10. As expected, the pitch period of female

speech is concentrated in the small pitch period region, which corresponds
to a higher pitch voice. The pitch period for the male speech is lower.

From the pitch gain histogram, the values of pitch gain' are bounded within

-0.5 to 1.5 and two humps appears in the histograms. The right hump is

due to the voiced speech and the left hump is due to the unvoiced speech.

In calculating the bit allocation for the residual signal, the algorithm

should be different for voiced and unvoiced speech as described in Section

3.2.3 .. A threshold value of 0.2, which is a value between the two humps,

has been chosen as the voicing decision for the bit allocation scheme.

J.J.J ADAPTIVE PREDICTIVE CODING (APC)

After sub-band splitting, the sub-band signal is digitally encoded

for transmission, but this process causes quantization error in the re-

constructed signal. For most digital signal processing systems, the sig-

nal to quantization noise ratio, SNR, is a useful performance criterion.

In general, if the dynamic range of the quantizer is set only to enclose

the statistical maximum and minimum values of a signal, the quantization

noise power would be larger for a large variance signal than a signal with

small variance [50].
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Speech that is sampled at the ~yquist :~te exhibits very signif-

icant correlation between successive samples. One consequence of this

corrolation is that the variance of the first difference

= (3.30a)

is smaller than the variance of the speech, xn' itself. With basic sta-

tistical notation
<e 2> = «x -x )2> (3.30b)nl n n+ L

= <x 2> + <x 2> - 2<x x 1>n n-l n n-
= <x 2> [2(l-C1)]n

where Cl is the correlation coefficient between the successive samples,

and is defined as
<x x >n n-l

= (3.30c)

If Cl is greater than 0.5, as for voiced speech, en1has smaller variance

than x . As a result, it is advantageous to quantize e 1 instead of x ,n n n
and this permits a smaller quantization error variance. Thus,a better SNR

is achieved. At the receiving end, the speech can be reconstructed by

adding up the received signal differences.
APe is an efficient speech coding method which uses linear pre-

diction analysis based on a speech prediction model [44]. This method

operates by predicting each input sample from the past history of the

waveform. The difference between each input sample and its predicted value

can be very efficiently encoded and sent to the receiver. The difference

signal is sometimes referred to as the residual signal. To illustrate the

concept of linear prediction take simple case where the prediction of xn

is derived from the previous sample, x l' that is the prediction is:n-
X I

n = a xl'n- (3.31)



Chap. 3 .APC-AB speech coder 88

xn' can be considered as a predictor output and a is the predictor coef-
ficient. The variance of the residual signal would become

<e 2> = <ex - a.x )2>n n n-l (3.32 )
= <x 2> el+a2-2aC )

n 1

where Cl is as defined in e3.30c). The minimum value of <en%> would be
obtained when a = Cl' giving

<e 2>. = <xn2> (I-CIa) .n mln (3.33)
For values of Cl greater than 0.5, <e 2> .n mln is always smaller than
<enI2> as given by (3.30b). In order to use APC coding effectively, a

higher order predictor must be used (as will be outlined in a subsequent

section) and the predictor coefficients must be changed periodically and

sent to the receiver for reconstructing the original speech. In this way.

the encoder can adaptively keep track of the changing properties of the

speech, and make the residual encoder more efficient.

In fact, this can be considered as a redundancy removal process.

Before quantization, spectral features are removed and this results in a
residual signal which has a smaller dynamic range than the input speech.

Thus, the system performance can be improved either by finer quantization

of the residual to improve the SNR of the speech, or by using fewer
bits/sample to encode the residual to achieve the same SNR of the speech.

For the APC-AB coder, the speech redundancy is removed by a two-

level process which is carried out by two predictors as shown in Figure

3.lla; the first residual is produced by a long term predictor, C(z),

which removes redundancy due to the vocal tract excitation, and the second

residual is produced by a short term predictor, A(z), which removes re-

dundancy contributed by the vocal tract shape. The predictor coefficients

are updated regularly every 20 msec to improve the system performance.
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3.3.3.1 long Term Prediction

The first level of prediction is based on the redundancy due to

the quasi-periodic nature of the vocal tract excitation signal. Such re-

dundancy can be removed using a long term predictor which produces a
coarsely predicted signal

xn

where H is a variable delay
= (3.34)

and B is the gain of the predictor. Sub-
tracting x I from the current speech sample x generates the first res-n n
idual whose n-th sample is given by

= x - x ' .n n (3.35)
The goal is to select Hand B so that the time averaged prediction error,

E, over a block of N samples is minimised, where E is given by

E = (lIN)
N
t

n=l
(x - B.x H)2 = «x - b.x )2>.n n- n n-H (3.36)

By partially differentiating E with respect to B and setting the result

to zero:

aE
= - 2«x - B.x M) x M> = 0 .n n- n- (3.37)

aB

Hence,
. er B = (3.38)

By substituting B into (3.36), M should be selected to minimise the error

E in the given time frame. The optimal value of H is usually equal to the

pitch period for voiced speech, and the corresponding value of B is the

pitch gain as given in (3.29).

When long term prediction is applied to the APe-AB coder, it is

assumed that the gain changes in each sub-band are the same, and that the
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sub-band pitch period ,Mi' is proportional to the full band pitch period
M as :

= ~!w.
1.

(3.39 )

where w. is the i-th sub-band to full band bandwidth ratio. As the values
1.

of M and e are obtained from the pitch detection algorithm as described

in Section 3.3.2.2, the long term error minimisation calculations do not

need to be carried out in each sub-band. Then, the sub-band long term
predictor transfer function in the z domain can be written as

c. (z)
1.

= 1 - e -M·z '. (3.40)
In order to ensure the stability of the pitch predictor, the value of the

pitch gain is set within the range of 0 to 1.
In general, H. may be a non-integer value. The digital sub-band

1.

must be therefore interpolated, using a technique known as digital phase

shifting [45], to obtain samples at non integer sample times if prediction

is to be pe.rformed. This technique is based on the idea of first in-

terpolating the signal to a high sampling rate, then using an integer
delay, and finally decimating the signal back to the original sampling

rate. Figure 3.12b illustrates the basic operation of the phase shifter.

The input to output transfer function can be derived from the following

relationships :

VCz) = XCzD)
W(z) = H(z) -(H-I)

z

0-1

Y(z) = I W(e-j2~t/D zl/D)
1=0

(3.41)

(3.42)

(3.43)

where 0 is the ratio of the high sampling rate to the input signal sam-

pIing rate. H(z) is an linear phase FIR band pass filter and it has an
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overall delay of I samples. If H(z) has a unity pass-band gain and removes

all but the ~-th band, only the t-th term in (3.43) is significant. Hence,
jw { ~-J' wIH(e ) :: w in t-th band

otherwise
and

(3.45)
Whence,

:: -jwH/D -j2wiM/D __ j(w6+.)e e e (3.46)

The term e = -H/D denotes the phase slope and the term. = -2w~M/D denotes

the phase offset due to integer band sampling.

For the three sub-band APe-AB coder, D is given by

D. = 1 / w.
~ 1

(3.47)

Figures A.2.1 (a), (b) and (c) in Appendix A show the gain responses of

the linear phase FIR filters of the interpolation/decimation process used

in the phase shifter network. These filters have a large number of taps

and make the coder rather complex. A more efficient way of predicting a

non-integer number of samples ahead is to first remove correlation for

integer delay at a low sampling rate and then to implement the fractional

delay predictor with a phase shifter filter. The simplified structure is
shown in Figure 3.12c, and this can be related by

= h. (mIi-ma .) xi(n-m-ml.)~ ~ ~ (3.48)
m=O

where Qi = (Nti-l)/Di
rna i = Hod(~!,D.)~
mli = IntW/D. ) - 01' (Nti -1)/2~

Nti = number of taps for the i-th sub':band phase

Ii = group delay of the i-th sub-band phase shifter filter.
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mli is the integer delay at the low sampling rate. As mli has to exceed
zero, an important constraint that must be met is that

N. S 2.M. + 1tl mln (3.49)

where Hmin is the minimum allowed pitch delay. If hi'(k) = hi(kIi-moi),
Equation (3.40) becomes

C.(z) = 1-
1

Qi
I b.(k) z-k-mli

1
(3.50)

where b.Ck)
1 =

In this way, if Nti = 32 and Di = 4, only 8 multiplications per sample

at the sub-band sampling rate are required to implement the pitch pre-

dictor.

3.3.3.2 Short term Prediction

In addition to long term prediction, short term prediction is also
used to further reduce the speech redundancy due to the vocal tract shape.

The short term predictor is derived from an all-pole model of the vocal

tract transfer function. It is assumed that the 1st residual sample e1n
can be approximately predicted as a linear combination of a number of

immediately preceding samples. To simplify the mathematical notation, let

eln be denoted by x .n
Hence, the predicted first residual sample can be

expressed as:

.~ = P
I

k=l
(3.51)

where ak, 1SkSp, are real constants known as linear predictive (LP) co-

efficients, and.p is the order of the predictor which should be ideally

equal to at least twice the number of speech formants within the speech
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transmission bandwidth. The second residual is the error between the
actual and the predicted first residual given by

= x - X I
n n (3.52)

e? is obtained by passing x through a filter A(z), where A(z) is given_n n

by

A(z) =
P

1 + I
k=l

(3.53)

Now, defining the vectors
T ( x )x = x x ...........n-l n-2 n-p
T ( a )a = al a2 ..... , ..... p

Then, Equation (3.52) becomes

= x +n
Ta x

(3.54)

The linear predictive (LP) coefficients are obtained by minimising

the mean square value of the residual signal with respect to a over a

block of speech. The squared 2nd residual error (m.s.e.) is

e 22n
T T= X 2 + 2 a x x + a xn n

Tx a (3.55)

Taking expectations, the m.s.e. may be written as
T<e 2> = rO + 2 a E +2n (3.56)

where ri = < x x > i = O,l, ... ,pn n-i
T = ( r )E rl r2 ........ p

where

R = rO r1 .............. rp-l
r1 r, .............. rp-2

r rp-l p-2
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To find the minimum m.s.e., consider the effect of changing a to
a + a a in (3.56), then

<3e 2> 2 3 T + a aTR + aTR= ~ E a a a2n
As R is symmetric,

<3e2n 2> = 2 3 !?( E + R ~ )

(3.57)

(3.58)
and it follows that e2n2 is minimum when

-1a= -R E = a-opt
A fixed filter with these coefficient will give the minimum m.s.e.

(3.59)

given
by

< 2> ETR-lEe = rO-2n (3.60)
The well known autocorrelation method [44] may be used to compute

the predictor coefficients. In this method, each complete speech frame

is used for analysis, and the signal is Hamming windowed so that the

signal becomes zero outside the window. Thus,

x :: {X iiin n n
o

o ~ n ~ N-l (3.61)
otherwise

where N is the number of samples in a frame and iii is the Hamming window
n

function. The autocorrelation function is then given by

N-i-l
ri = I xn xn+i .

n=O
(3.62)

Substituting the auto-correlation values in (3.59), the LP coefficients

can be calculated by inverting R.

The calculated LPC coefficients could be encoded and sent to the

receiver. At the receiver, the decoded coefficients would then be used

for by an all pole synthesis filter

H(z) = 1 / A(z) (3.63)

to reconstruct the first residual signal. However, these LPC coefficients

do not make good transmission parameters because quantization or channel
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errors can cause the poles of the synthesis filter, H(z), to move outside
the unit circle in the z-plane, causing unstable waveforms. An alternative

approach is to use PARCOR coefficients, which can be calculated from the

LP coefficients. These PARCOR coefficients can be efficiently encoded

using an inverse-sine transformation [46,47,48], and the predictor sta-

bility is assured if the magnitudes of the PARCOR coefficients are less

than unity. Recently, a new set of parameters known as Line Spectrum Pair

(LSP) coefficients have been proposed by Itakura [57]. LSP coefficients
are an alternative way of representing the predictor filter, which are

less susceptible to qu~ntization error than PARCOR coefficients and hence

more efficient for encoding.
LSP coefficients are closely related to the zeros of A(z) but are

much easier to calculate. For a p-th order predictor, the LSP coefficient

are labelled 91, WI' 92, 1.112' •••• , 9p/2' wp/2 assuming p is even. They

can be computed from the LP coefficients and, by the "LSP theorem" [sil,

the LSP coefficients for a stable predictor must obey,
o < 9

1
< 1.11

1
'< 92 < 1.112 ••••••••••••• < 8p/2 < wp/2 < w.

Further details of this theorem will be discussed in Chapter 4.

(3.64)

For the APe-AB coder, a 4th order short term predictor is applied

to each of the three sub-bands. The LP coefficients are first derived for

each sub-band frame containing Nsi samples, where

= (3.65)

NT is the number of full band speech samples and wiis the sub-band ratio.
The LP coefficients are then transformed to LSP coefficients using a

method that will be described in Section 4.2.4. When the coder is used

at 16 kb/s, the LSP coefficients are encoded by 3 bits per coefficient.
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Although the LSP coefficients lie in the finite interval (0,n),

it is inefficient to have the quantizer dynamic range across the whole

of this interval for each coefficient. To optimally design the quantizer

for each coefficient, statistics and histograms of individual LSP coef-

ficientsare computed and plotted for determining reasonable ranges for

each coefficient. The results are illustrated in Figure 3.14, and the

maxima and minima of the coefficient distributions are given in Table 3.1
(see Figure 3.13) along with their means and the standard deviations.
All the LSP coefficients appear to be approximately truncated Gauss ian

in distribution, and their variances are almost the same. Before quan-

tization, a zero mean and unit variance process is applied to each coef~

ficient in which each coefficient is first subtracted from the

corresponding mean and then divided by the corresponding standard devi-

ation so that each coefficient should have zero mean and unit ~ariance.

The LSP coefficients are then uniformly quantized by the ~tax [34] unit

variance quantizer, which has been specifically designed to minimise the

quantization noise for a unit variance Gaussian input signal.

It was found that a straight 3-bit quantization per LSP coefficient

would sometimes make the quantized LSP set fall into unstable ordering
not satisfying the condition given in (3.64). The reason can be seen from
Figure 3.14 which shows that the distributions of LSP coefficients partly

overlap each other. Therefore the dynamic ranges of the quantizers will

also overlap each other. In cases, where the difference between two suc-

cessive LSP coefficients is very small, the quantized LSPs may overlap

to produce an unstable order. When this happens various remedies are

available for keeping the. synthesis filter stable. For example, the re-

ceiver could refer to and perhaps re-use the previous stable LSP coeffi-
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cient set if the current quantized LSP coefficient set Ls 'unreliable.

Using this approach, the system performance will be degraded, especially

~hen an unstable condition happens at a transition region of voiced to

unvoiced speech or the onset of a period of silence. It is des irable,

therefore, to find another more efficient quantization scheme for LSP

coefficients.
An improved LSP quantization scheme proposed by Soong and Juang

[49] is now investigated. This method uses differential encoding to encode
the LSP differences so that the decoded LSP coefficients can not fall into

unstable ordering. For the same speech data base as was 'used to produce

Figure 3.14, the distribution of the differences between adjacent LSP.

coefficients are plotted in Figure 3.15. The maxima, the minima, the mean

and the standard deviation of the LSP coefficient differences are given

in Table 3.2 (see Figure 3.13). A simple encoding strategy as sho~n in

Figure 3.16 is used to encode the LSP coefficient differences. The process

referred to earlier for producing zero mean and unit variance is applied
to each LSP coefficient difference which may then be quantized by the ~1ax

uniform quantizer. During quantization, the quantization error is effec-

tively fed back to the input. To avoid the possibility of a negative
difference signal, which would cause instability in the reconstructed LSP
coefficients, the absolute values of the LSP differences are quantized.

This guarantees that the decoded LSP coefficients are always in the cor-

rect order for stability.
In simulation, each LSP coefficient difference was uniformly

quantized by 3 bits, and no instability condition was observed. This

scheme was therefore adopted to encode the LSP coefficients on the APe-AB

coder.
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3.3.4 ADAPTIVE RESIDUAL QUANTIZATION

This section describes the residual quantization scheme for the

APC-AB speech coder which synchronously allocates more bits to the high

energy samples in the second residual than to the lower energy samples.

As the bit allocation scheme is derived from the second residual in each
sub-band, the second residuals (unquantized versions) must first be com-

puted by passing the sub-band signals through the predictors as shown in
Figure 3.lla. The bit allocation is then carried out in two stages: the
first stage to compute the segmental residual energies, and the second

stage to calculate the bit allocation scheme for the residual in each

segment.

3.3.4.1 Segmental Energy Calculation

The second residual of each sub-band is split into a small number,

L, of time-domain segments. The way this is done depends on whether the
speech is voiced or unvoiced. The voicing decision is derived from the

pitch gain: if the pitch gain is less than 0.2, the speech frame is con-

sidered as unvoiced speech otherwise it is voiced. When the speech is

considered unvoiced, each sub-band frame is divided into L equal seg-

ments according to a fixed strategy. For voiced speech, the second resi-

dual Qf each sub-band frame is split into segments whose definitions are

determined by the pitch period and the position of the highest energy

parts of the signal. The strategy is to divide each sub-band pitch period,

M., into L approximately equal length portions and to categorise each
1

portion as belonging to a particular segment depending on its position

within the pitch period, i••. all the first portions form segment one,
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the second portions form segment two, etc. L=4 was chosen for the 16 kb/s

APe-AB coder and an example of how a particular block of voiced speech
is partitioned is illustrated in Figure 3.17.

As MilL may not be an integer, the length of 1st to (L-1)th s~gment
is set to

Mod(M.,L)
1

(3.66)
L - 1

The square bracket [.] implies the integer value of • The length of the
L-th segment is

(3.67) .

The segments at the beginning and at the end of the frame may have fewer

than Is or I~ samples.

Each segment is indexed with a number from 1 to L, and the residual

energy in each segment, uij' is calculated, where i=l,2, ....,N,

j=l,2, .•.,L, and N is the number of sub-bands. For convenience, uil is
chosen in such a way that it always has the highest energy. A delay
measurement known as the segment location or the sub-interval position,

Tdi, is used to indicate the location of the very first segment from the
beginning of the frame. This segmentation arrangement is better under-

stood using set representation. Let Nj(Mi,Tdi) be the set contain th~ j-th

segmen; residual in the i-th sub-band within Nj(Mi,Tdi). Tdi was given
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1

t eIZ(n)
ne N. (~f.,Td.)J 1 1

(3.69)=

Tdl should be within the range from 0 to MI, and el(n) is the first band

residual. Having obtained the segment positions, the residual energy per
sample of the other segments can be computed as

1

(3.70)=

Tdl is transmitted to the receiver to recover the segmentation. As the
maximum value of HI is 32, this can be noiselessly encoded by 5 bits. In

the following, an optimal bit allocation scheme is developed to dynam-.

ically allocate the quantization bits to the residual according to the
energy distribution among uij•

3.3.4.2 Rate Distortion Function

The bit allocation in each frame is computed to minimise the speech

coder distortion. Such distortion can be measured as the mean square error

between the encoder input, sn' and the decoder output sn', which is given
by

D = <Cs -s ')z>n n . (3.71)

With the assumption that the sub-band splitting and merging does not cause

any distortion the coder distortion may be expressed in terms of the

sub-band signals. Equation (3.71) can then be written as

D = N
t (3.72)

i=l

where xin and xin' are the outputs from the QHF analysis filter bank and

the decoded sub-band signals respectively. As the sub-band signal is en-
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coded by the segmentation quantlzation scheme, the error in the decoded

sub-band signal is equal to the sum of the quantization error in each

segment. Let D .. be the distortion per sample in segment j for subband1J

i, then the coder distortion can be written as

N L
D = I I c. D ..

J 1J
i=1 j=1

where .c , = N .(~1.,Td .) / N
J J 1 1 si

0.73)

(3.74)

and Nsi is the sub-band frame length.

It can be shown that [33] the distortion, Oq2, of a quantizer, of
bit rate R can be expressed as

a 2
q = k.2-2R a 2

x (3.75)

where a 2 is the mean square value of the quantizer input, and k is a termx
which is dependent on the pdf of the quantizer input. Using this re-

lationship, the coder distortion is

D =
N

t (3.76)

i=1 j=1

where Rij is the number of bits allocated to each segment j in subband

i. The bit allocation of the speech coder is computed to minimise the
distortion, D, with the constraint of a given average bit rate given by

R =
N
I

L
I (3.77)

i=l j=l
Using the Lagrange mUltiplier optimisation method [68], a Lagrange func-

tion, F, is defined as the sum of the distortion, D, and the product of

a constant ~ with a 'constraint function', which becomes zero when (3.17)

is satisfied:

F =
N

I

N

I

L
I (3.78)

i=1 j=l



Chap. 3 APC-AB speech coder 102

The constant A is known as the Lagrange multiplier. The necessary condi-

tions for a constrained minimum of 0 can be obtained by differentiating

F with respect to Rij and setting the result to zero, i.e.,

aF
= 0 (3.79)

so that

(3.80)

where U .. are the normalised segmental residual energies (=u ../w.). Sub-
1J 1J 1.

stituting (3.80) into (3.77) and using the fact that wi and cj are nor-

malised to I,

N

= IT
i=l

L

IT
j=l

a = a
W.C.
1 J

a

Whence

(3.81)

Combining (3.80) and (3.81), the optimum bit allocation can be obtained

as

1 -Uij
Rij = R + - log (3.82)

2
2 N L wnct

IT IT -unt
n=l t=l
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3.3.4.3 Bit Re-assignment and Quantization

The bit allocation scheme [51] computed from (3.82) must be rounded

to non-negative integers. To do this, a simple iterative algorithm is used

to determine each value of IR .., i.e., the number of bits allocated to
1J

segment j in band i. The algorithm proceeds by setting IR.. equal tolJ
[R .. +r], where [.] is the integer of ., and r is the incremental bit rate1J

which is adaptively changed for each iteration until all the available

bits are allocated. This bit re-assignment algorithm must satisfy the
following constraints

Ci) 1Rij ~ Rmin, ij ~ 0

Cii) IR .. S R
1J max

(iii) t w. c. 1Rij S R
1 J

i,j

where R .. ij is the minimum bit rate for segment j in i-th band, andmln,
R is the maximum allowable bit rate.max

Condition (i) ensures that 1Rij is an non-negative integer.
the iterative procedure, the bit allocation for segment-l in each sub-

In

band, IRil, is forced to be greater than or equal to one so that

R. '1 = 1. This constraint is perceptually important in the codedmln,l
speech, as it effectively prevents a reduction in the bandwidth for the

coded speech, and accordingly reduces spectral envelope distortion. For

the case of Rij = 0, all residual samples in the segment are quantized

to zero.

To prevent the over design of a quantizer, condition (ii) sets the

maximum allowable value .of 1Rij equal to R (R =7 was used), on themax max
assumption that if the bit rate is greater than R for a segment, themax
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enhanced quality of coding will be perceptually irrelevant. The bit as-

signment algorithm directs irrelevant bits to segments that can benefit

from finer quantization.

Finally, condition (iii) guarantees that the transmission bit rate

will not over-step the total number of bits per frame.

The iterative scheme aims to find a sma:l value r, which may be

added to all values of R .. to ensure that when they are integerised, the
1J

mean bit rate is exactly equal to R. The routine starts by choosing r to
be an arbitrary value 0.5. This value of r is added to R., for each time

1J

segment in each subband, the resulting values are integerised, and the

mean bit rate is calculated using the formula (3.77). If this new bit rate

is larger than R, r is decreased by a small amount ~r. If the new bit rate

is smaller than R, r is increased by ~r. If the bit rate is equal to R,

the routine terminates. At each iteration, ~r is halved so that at each

iteration r will become closer to the required solution. A step by step

description of the algorithm is given as follows:

Step 1. Initialization:-
Set r to 0.5, ~ to 0.5 and R = 7max

Step 2. Calculation of new mean bit rate 'IR':-
Set IR = 0,
Repeat the following 4 steps for all values of i in the
range 1 to N and for all values of j in the range 1 to
L:-

(i) Set IRij equal to the integer of (Rij+r),

(ii) If IRij < Rmin,ij then IRij = R , i'm1n, J

(iii)
(iv)

If IRi. > R then IR,. = R
J max 1J max

Add w, ,c.IRij to IR,
1J J

Step 3. If IR < R then add ~r to r,
divide ~r by 2 and go to Step 2,

Step 4. If IR > R then subtract ~r from r,
divide ~r by 2 and go to Step 2,



Chap. 3 APC-AB speech coder 105

Step S. Finish. Value of r is correct.

This iterative algorithm requires only a small number of iterations,
typically about 4.

Having computed the bit allocation for a given frame, the residuals
in each segment are uniformly quantized by Hax quantizers. The step sizes

for 1 to S-bit quantizer.are given in Figure 3.1S and a graph showing the

quantization levels for a 3-bit quantizer is shown in Figure 3.19. In the
current implementation, the residual e is quantized to a level L as

n n
follows:

L = Min(sign(l,e ),0)n n
= Max(Min([e IA1,t -l),-t )n n n

e lA < 1n
e lA ~ 1n

where [.1 stands for "integer part ~f .", R-l
t = 2 is the number of levelsn

above the d.c. level. L will converted to a binary representation beforen

transmission. Then, the quantized value is

e = A.(L +0.5)n n (3.83)

Figure 3.20 shows the bit allocation scheme adopted for a frame
of voiced speech of duration 20 msec. It can be seen that the quantiza-

tion bits are distributed non-uniformly over different speech intervals

withi~ each pitch period, as well as over the sub-bands. It is believedt.1.\l

that this bit allocation method will provide a better signal to quanti-

zation noise ratio as compared with what could be achieved at the same

bit rate, using a less sophisticated quantization method.
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3.3.5 TRANSFORff CODING

The segmental residual power, U .., must be sent to the receiverlJ
to re-compute the bit allocation scheme and the unit variance quantizer

parameters for each segment in each sub-band. It was found that the log-

arithmic values of the normalised residual powers, u ..', given by (3.Sa)
l.J

are highly correlated between segments. Histograms of uij' are plotted
in Figure 3.21. Apart from ull', the distribution curves of uij' lie in

layers, which may imply some correlation between u ..IS. The correlationlJ
matrix of u ..', which indicates cross-correlation between u ..'s, is givenlJ lJ
in Figure ~.22. It shows that in each sub-band the correlation among

u ..' is fairly high (>0.7). Thus, ui.' are quantized by using a transformlJ J
coding scheme to improve bit reduction efficiency. Transform coding re-

quires a sequence of two operations. The first is a linear transformation

that transforms a set of statistically dependent parameters into a set

of "more independent" coefficients. The second operation is an individual

quantising and coding of each of the coefficients. The number of bits

required to code the coefficients is based on a aistortion rate function

which minimises the mean square quantization error over all the coeffi-

cients under a constraint of fixed bit rate. The following section de-

scribes the basic theory of transform coding and the bit allocation method
for the transformed coefficients is also given.

3.3.5.1 Theory of One Dimensional Transformation

Let x be a vector containing m elements which are statistically

dependent parameters:
Tx = (xl x2 xm ) (3.84)
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Assume that each element has a variance a .z. ~sing transform coding,thiSXl

vector x may be linearly trans formed by an mxm matrix A to produce a

vector L:.

'i. = A x .(3.83)

The elements of 'i. are referred to as the transformed coefficients, each

of these elements having a variance of a .z. Suppose that the transformedyl
coefficients are quantized, thus leading to a vector ~ transmitted to

-1the receiver, and re-transformed using the inverse matrix A , i.e.,
x' = -1 IA L (3.86)

The vector x' is a reconstruction of vector ~ and it is desired to choose

A to make ~ as close as possible to ~

In order to achieve ultimate coding efficiency, the variances

a .z are required to differ as much as possible [52]. This requirementyl
is met by the use of the Karhunen-Loeve Transformation (KLT), because of

its orthogonalizing properties. A matrix, A, is said to be orthogonal if

and only if its rows form an orthonormal set, that is
T 1 for i=j (3.8i)Ai Aj =

0 for Hj

where A. denotes the i-th row of A, expressed as a vector for i=1,2, ..,m.
-1

It follows that if A is orthogonal,
A-l = AT (3.88a)

and this implies that
AT A = = I (3.88b)

The KLT matrix is computed from the covariance of x given by

= T< x x > (3.89)

Denoting the eigenvectors of R by A., and its eigenvalues, ~., it followsx -1 1

that

= i = 1,2, ,m (3.90)
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As Rx is a real symmetric matrix, its eigenvalues are real, and there are

exactly m eigenvectors which are orthogonal and can be chosen to be or-

thonormal. From this fact, the KLT matrix A is defined by the requirement

that its rows be the normalized eigenvectors of R , and that the eigen-x

vectors must be ordered into a sequence such that a monotonic decrease

of the corresponding eigenvalues is achieved
(3.91)

From (3.85), the covariance of the transform coefficients can be

written as :

R < Y_:i_T> < A TAT > (3.92a)= = x xy
= A R AT

x

= ).1 0 .............. 0

0 ).2 .............. 0

o o
= ). (3.92b)

It turns out that the KL! diagonalizes R , where the transform coeffi-y

cients are uncorrelated. Hence, the components of x are transformed into

components that are of differing importance. The variances of the coef-

ficients are
a Zyi = i=1,2, ...m (3.93)

= eigenvalues of Rx
and, as has been mentioned before, are as different from one another as

possible.
In the simulation, each 20 msec speech frame requires 12 power

parameters, uij', as i=1,2,3 and j=1,2,3,4. These form a vector of 12

elements arranged as follows:
" , ,)...... u21 u22 ....•. u31 ..•..... u34
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The covariance matrix R was computed from representative speech datax

consisting of a 30 second segment of male speech and a 30 second segment

of female speech. The KtT matrix was derived from the eigenvectors of

Rx' and the eigenvectors were arranged in the order required to satisfy

(3.91). Figure 3.22 shows the KtT matrix that was obtained and the cor-
responding eigenvalues. It can be s.en that the first eigenvalues which

determine the variances of the first of the transformed coefficients are

much larger than the later ones. The KtT matrix obtained from this rep-
resentative data is stored in the encoder and also in the receiver so that

a KtT transform can be performed before transmission and an inverse KtT
can be performed at the receiver.

3.3.5.2 Bit Allocation for the Transformed Coefficients

The favourable properties of the KtT are largely due to the fact

that the transformed coefficients are linearly uncorrelated. It is
therefore reasonable to quantize the coefficients independently. The co-

efficients bearing larger variances can be encoded by more bits, and co-

efficients which are of relatively low variances can be discarded entirely
or coded with a small number of bits.

The m.s.e. (mean square error) measure adopted when using trans·

form coding is the sum of the variances of the errors increased in the

quantization of individual transformed coefficients. Using (3.75), the

m.s.e. is thus given by

1 Nc
k. -2R·

). . (3.94)D = I 2 I

• 1

N i=lc
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where Nc is the total number of coefficients. R. and A. are the number
1 1

of quantization bits and the variance of the i-th coefficients respec-

tively for i=1,2, ..,N. The m.s.e. is minimized with the constraint ofc

a given average bit rate, BO' defined as:

=
Nc
I Ri

N i=lc

(3.95)
1

Using the Lagrange multiplier method as in Section 3.3.4.2; the optimum

bit allocation scheme is to allocate Bi bits to transformed coefficient
u" where :
i '

A.
1

= 10g2
2 liN c

Nc
II Ai

n=l

for i=l,2, .. ,N •c (3.96)

The Bi values depend on
arrange themselves in such a way that coefficients with larger variance

the distribution of coefficient variances and

can be quantized by more bits so as to minimizes the total quantization

error.
In the coder simulation, an average bit rate of 2 bits per coef-

ficient is used. The bit allocation for each coefficient is computed from

the coefficient variances obtained by analysing representative speech

segments, i.e. 30 seconds of male speech and 30 seconds of female speech.

The calculated bit allocations are rounded to the nearest integers under

the constraint that the total number of bits per frame be equal to

Nc.BO' Although the integer bit assignment may result in a slight re-

duction in performance as compared with the optimal, this degradation

cannot be avoided. The mean, standard deviation and the bit allocation

strategy adopted for the transform coefficients are given in Figure 3.22.
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Histograms and theoretical Gaussian distribution curves for the

transformed coefficients are also plotted in Figure 3.23 for comparison.

This Figure illustrates that all but two of the transformed coefficients,

uk" for k=l,2, ..,12, are approximately Gaussian distributed the ex-
. b' "d"ceptions elng ul an u4. With the assumption of a Gaussian distrib-

ution for the coefficients, optimal Gaussian uniform Max quantizers are
used to achieve minimum m.s.e. performance. The quantization process
is the same as is used for LSP coefficient quantization. Each transform
coefficient is first changed to a zero mean and unit variance parameter

by subtracting its mean and dividing by its standard deviation, then the

coefficient is uniformly quantized using the step sizes calculated by Max ..

3.4 OBJECTIVE ffEASUREffENTS FOR APC-AB CODER

The practically of a speech coder depends upon subjective quality

which must be assessed by listening tests involving a large group of
trained and untrained listeners [50]. Such tests are very time consuming

and laborious, and it has not been practical to carry out formal subjec-

tive tests during the course of this work.
Objective measurements made by computing the discrepancy between

the original speech and the decoded speech are useful for many types of

coder, although their relationship to subjective results are often ques-

tioned. Various 'more reliable' objective measurements, for example sig-

na l to noise ratio, spectral distortion measure, cepstral distortion

measures etc, have been summarised in [53].,It is believed that for cer-

tain classes of coder, especially waveform coders such as the APe-AB co-

dec, the signal to noise ratio measure is related to the perceived
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quality. Thus a coder with a higher signal to noise ratio will generally

have a better perceived quality. In this dissertation, two commonly used
time domain measures: long term signal to noise ratio, SSRl 'ong and
segmental signal to noise ratio, SNR , have been used to provide anseg
indication of comparative performance.

The two signal to noise ratio measures are defined as:

SNR1ong = 10 10g10 dB (3.97)

L (s(k)-r(k»z
and

H-l
SNR = (I/H) ! 10 10g10 ----------seg

I sZ(j+mJ)
j=l,J

dB (3.98)

m=O ! [s(j+mJ)-r(j+mJ)jZ
j=l,J

where k ranges over all the samples of the testing speech utterance, and

sen) and r(n) are the original speech sample and the reconstructed speech

sample respectively. M is the number of segments and J is the length of

a speech segment. For the 16 kb/s APC-AB coder, J=128, corresponding to

a segment length of 20 msec. The measured signal to noise ratio using a

2 second block of male speech for the 16 kb/s APC-AB coder is given as

follows:

SNRI = 19.31 dB, and SNRong seg
Figure 3.24 illustrates the time variation of the segmental SNR for the

= 16.89 dB.

2 second block of male speech, which shows that for high energy segments,

e.g. for vowel sounds, the SNR value often exceeds 20 dB.

From informal listening tests, the 16 kb/s speech coder was able

to\l (_quality speech. ""~ol'I"'\~ ~.~eh ~~~

1.u.l:.v.~ e-cl. ~o~, t l G.
to produce
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J.S CONClflSlON

A 16 kb/s APC-AB coder simulation has been described in detail.

As only brief descriptions of the APC-AB coder algorithms were found in

the published literature [31,31], some techniques being used in the coder

simulation which are described in this thesis may differ from the original
APC-AB coder described by Itakura and Honda [31).

During the development of the coder simulation, some computation
saving methods such as the use of a polyphase quadrature mirror filt~r
structure, a simplified phase-shifter circuit and a faster scheme for

pitch detection have been investigated. A new method for reducing the

computational complexity of deriving LSP coefficients from LPG coeffi-

cients was also developed and investigated during the course of this

project [64,71]. This new scheme will be described in detail in the next

Chapter.

The description of the APC-AB coding technique used in this thesis

not only illustrates the complexity of a typical medium bit rate speech
coding system for LNR applications, but also allows us to understand the

importance of each transmission parameter to the decoded speech quality.

This knowledge will be useful in understanding the influence of channel
error on the APC-AB coding system. Analysing the effect of channel errors

on a speech coding system is one of the aims of this thesis which will

be di.cussed in Chapter S.
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c) APC decoder.
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Figure 3.12 Non-integer delay circuit and its equivalent
representations.
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Table 3.1 Statistics of LSP coefficients

BAND 1 BAND 2 BAND 3

°1 '''1 (}2 (A'2 °1 (A'l °2 "'2 °1 "'1 °2 "'2

Maximum 1.30 1.82 2.46 2.82 1.63 2.19 2.68 3.02 1.50 2.05 2.74 3.07
(in rad.)
Minimum 0.26 0.54 1.06 1.44 0.14 0.49 l.07 l.80 0.31 0.64 1.01 1. 59

(in rad.)
Mean 0.781.19 1.75 2.20 0.64 1.21 l.90 2.50 0.82 1.28 1.96 2.59

(in rad.)
Std. dev. 0.21 0.19 0.23 0.27 0.22 0.27 0.24 0.20 0.19 0.20 0.26 0.24
(in rad.)

( a)

Table 3.2 Statistics of LSP coefficient differences

BAND 1 BAND 2 BAND 3

Maximum 1.29 1.26 1.41 1.31 1.64 1.63 1.85 1.53 1.49 1.20 1.75 1.58
(in rad.)
Minimum 0.26 0.03 0.07 0.04 0.14 0.09 0.06 0.07 0.31 0.05 0.07 0.05

(inrad.)
Mean 0.78 0.41 0.57 0.45 0.64 0.57 0.69 0.61 0.83 0.46 0.68 0.62

(in rad.)
Std. dev. 0.21 0.21 0.22 0.23 0.22 0.22 0.25 0.22 0.19 0.21 0.26 0.26
(inrad.)

(b)

Figure 3.13
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Figure 3.14 Histograms of the LSP coefficients.
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Figure 3.15 Histograms of the LSP coefficient differences.
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Figure 3.16 Encoder' and decoder for the quantization of the LSP coeffi-
cient differences.
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. SEAR( H T HE ABSOLUTE PEAK IN 'T pi'

I SUB-BAND FRAME LENGTH . I
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Figure 3.17 Method for segmenting pitch period and the pitch
synchronous bit allocation.
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Bit number Step size

0
1 1.5956
2 0.9957
3 0.5860
4 0.3352
5 0.1881
6 0.1041
7 0.0569
8 0.0308

Figure 3.18 Optimum step size for Max uniform quantization.

output

7:1 ",
2 3

SA 110
2 2

3A 101 - .

2 1

~ 100
2 0

011 ~ 2~ 3~ 4.l-,
010
-2

001
-3

000
-

input

Figure 3.19 Uniform quantization using a 3-bit quantizer
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Figure 3.20 Graphs showing how the bit allocation (dotted line) in
frequency bands 1, 2 and 3 varies with residual siganl amplitude
(continuous line).
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Figure 3,21 Frequency distributions of the normalised logarithmic
residual energies,
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u11 . u12 • ul3 , u14 . u2l • u22, u23 , u24 , , , , ,u31 u32 u33 u34
un · 1.00 0.42 0.36 0.43 -.04 -.32 -.34 -.25 -.45 -.60 -.63 -.61u12 · 0.42 1.00 0.46 0.42 -.04 0.02 -.06 -.08 -.36 -.28 -.32 -.33u13 , 0.36 0.46 1.00 O. SO -.07 -.01 0.08 -.03 -.34 -.28 -.21 -.27u14 , 0.43 0.42 O. SO 1.00 -.06 -.08 -.02 0.09 -.37 -.36 -.33 -.25u2l , -.04 -.04 -.07 -.06 1.00 0.64 0.54 0.59 0.19 0.10 1).02 -.02u22 · -.32 0.02 -.01 -.08 0.64 1.00 0.74 0.64 0.14 0.28 0.26 0.02u23 , -.34 -.06 0.08 -.02 0.54 0.74 1.00 0.67 0.12 0.24 0.36 0.30u24 , -.25 -.08 ~.03 0.09 0.59 0.64 0.67 1.00 0.19 0.19 0.22 0.32un , -.45 -.36 -.34 -.37 0.19 0.14 0.12 0.19 1.00 0.81 0.71 0.70u32' -.60 -.28 -.28 -.36 0.10 0.28 0.24 0.19 0.81 1.00 0.84 0.77u33 • -.63 -.32 -.21 -.33 0.02 0.26 0.36 0.22 0.71 0.84 1.00 0.84u34 · -.61 -.33 -.27 -.25 -.02 0.20 0.30 0.32 0.70 0.77 0.84 1.00

<a> Normalized Correlation Matrix

K LT Matrix i Eigenvalues
.20 .03 .01 .02 -.25 -.36 -.39 -.33 -.27 -.26 -.40 -.38 39.53.11 .13 .14 .15 .38 .38 .36 .32 -.32 -.33 -.32 -.31 6.80-.01 .27 .41 .36 -.53 -.06 .23 .03 -.38 -.07 .25 .27 1.97.45 .40 .36 .37 .26 -.10 -.24 .02 .43 .22 -.05 -.03 1.42-.06 .26 .16 -.23 -.02 .41 .09 -.59 -.11 .32 .20 -.41 1.13.21 -.35 .28 -.09 .24 -.43 .49 -.27 .13 -.25 .31 -.12 0.69

-.42 -.50 .44 .29 -.13 .02 -.10 .15 .13 .26 -.16 -.37 0.49
.30 -.43 -.28 .56 .15 .27 -.15 -.28 -.28 .08 .20 .11 0.43
.47 -.18 -.15 -.04 -.56 .26 .35 .04 .37 .06 -.26 -.10 0.41

-.29 .28 -.49 .44 .02 -.35 .40 -.11 .08 .20 -.10 -.24 0.38
-.32 .02 .13 .17 .07 .24 .07 -.49 .33 -.37 -.36 .41 0.38
-.14 .12 -.15 .17 -.15 '.20 -.20 .13 .34 -.54 .52 -.35 0.31

(b) KLT Matrix and its eigenvalues

ul" u2" u3" u4" uS" u6" u7" u8" u9" u10" un .. u12"
mean 5:31 -.42 -.13 -.05 0.02 0.00 -.01 0.02 0.02 -.01 -.01 0.00
S.d. 3.36 2.57 1.40 1.19 1.06 0.83 0.70 0.65 0.64 0.62 0.61 0.55
8i 4 4 3 2 2 2 1 1 1 1 1 1

. (c) Statistics of transformed coefficients and its bit allocations

Figure 3.22
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Figure 3.23 Histograms and theoretical Gaussian distribution
function for the transform coefficients.
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6 108

Block N~mber (20 msec per block )
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CHAPTER 4 LINE SPECTRVH PAIRS (LSP)

4.1 INTRODUCTION

Line Spectrum Pair coefficients are linear prediction parameters,

which may be used to model the human vocal tract. Speech is produced by
a process in which the generation of the vocal tract excitation (voiced
or unvoiced) and the articulation by resonances and anti-resonances in

the vocal tract may be considered independently. Using linear predictive
(LP) analysis, a time sequence of speech samples may be transformed into
a set of filter coefficients for an FIR vocal tract analysis filter A (z),

p

whose impulse response samples are known as LP coefficients. The artic-

ulation due to the vocal tract shape can be modelled by an IIR synthesis

filter, as illustrated in Figure 4.1a, whose transfer function H (z) is
p

the reciprocal of A (z).
p

Linear prediction may be used to remove the redundancy in speech

that is due to vocal tract resonances. It is thus possible to achieve
better coding efficiency than is possible by straight forward waveform

coding by transmitting quantised LP coefficients and an excitation sig-

nal. However, the LP coefficients are highly inter-dependent, and coarse
quantization of these coefficients can produce large spectral distortion

and can make the inverse filter become unstable. It was found [55] that
the LPC coefficients must be quantized with no less than about 10 or 11

bits for each coefficients to assure stable operation. Such high bit rate
for the coefficients would be difficult to accommodate in a low bit rate

system.

PARCOR coefficients, often referred to as reflection coefficients

or k coefficients, have been found to overcome some of the quantization
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disadvantages of LP coefficients. The k coefficients can be made less

sensitive to the effects of quantization noise which will therefore cause

less spectral distortion [47,48]. Figure 4.lb shows a non-recursive

'lattice' digital analysis filter whose multipliers are the k caeffi-

cients. The synthesis filter is a recursive lattice structure which can
be made equivalent to the filter in Figure 4.1a by a suitable choice of
k coefficients. It may be shown that the recursive lattice filter will
not be unstable as long as the magnitudes of all the k coefficients are
smaller than unity. Hence, for a stable synthesis filter, all k coeffi-
cients will be less than one in modulus, and this makes quantization of

k coefficients more convenient than it is for LP coefficients. A weakness

of reflection coefficients is that, as for LP coefficients, a change in

one coefficient causes spectral changes in the entire frequency band of

a speech signal. Hence, it is difficult to relate the effect of quantising

individual k coefficients to perceptual criteria.
Recently, an alternative representation of the LPC synthesis fil-

ter, based on Line Spectrum Pair (LSP) coefficients [56,57] has been re-
ported to provide an even better coding efficiency than is possible with

PARCOR coefficients. LSP coefficients are much more closely related to

the frequencies and bandwidth of speech formants than k or LP coeffi-
cients. Each LSP coefficient is effectively a frequency. An error in one

LSP coefficient tends to affect the synthesised spectrum only locally,

near to the frequency of the LSP coefficient. This means that using LSP

coefficients allows quantization effects to be distributed in the fre-

quency domain in accordance with properties of auditory perception to save

bits. For example, coarser quantization may be used for the higher fre-
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quency formant positions since errors in these may be less perceptually

objectionable.

The method originally proposed [57] for calculating LSP coeffi-

cients was to obtain LP coefficients via a standard autocorrelation

analysis technique based on a stored block of speech samples and then to

carry out a transformation from LP to LSP coefficients using root finding
computations. This technique is mathematically quite complicated. A new

method of calculating LSP coefficients, based on the least mean square
(~~S) algorithm of Widrow [58], has been developed to simplify the com-
putation. The neW method will be referred to as the UIS-LSP method. This

Chapter describes the fundamental concept of LSP coefficients, and the

new technique for deriving them.
The organisation of this Chapter is as follows. Section 4.2 de-

scribes the analysis and synthesis LSP filters, conventional methods for

deriving LSP coefficients, and the basic properties of these coeffi-

cients. In Section 4.3, the LMS-LSP algorithm for deriving LSP coeffi-
cients is presented, and a performance measure for this technique is

defined. In Section 4.4, the LMS-LSP method is extended by introducing a

second order- optimisation technique to enhance the rate of adaptation.
This modified method and results obtained using it are also presented.

Section 4.5 describes the application of the U!S-LSP scheme to the APC-AB

speech coder to assess the practicability of this new algorithm.
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4.2 FUNDAffENTAL CONCEPTS OF lSP COEFFICIENTS

As previously mentioned, the human speech production system can

be represented by an LP model as in Figure 4.1a, and the transfer function
of the vocal tract model can be written as

1
H (z) =p (4.1)

A (z)
p

A (z) is the inverse vocal tract transfer function given by. P

A (z)
p

=
P

1 + I
i=l

=
P
II

i=l
(4.2)

where p is· the order of the LP model, ai is the i-th LP coefficient and

Zi is
phase

the i-th zero of A (z). For a stable system, A (z) has to be minimum
p p

which means that all the poles of H (z) must be inside the unit
p

circle in the Argand z-plane.

In general, the ai coefficients can be calculated by autocorrela-
tion analysis as described in Section 3.3.3.2. These coefficients may be

used with an analysis filter A (z) to transform speech samples into pre-
p

diction residue samples. The original speech can be reconstructed from
the residue by using the synthesis filter, H (z) as described in Section

p

3.3.3.2.

Alternatively, the LP model can be realised in the form of a re-

cursive lattice structure as in Figure 4.lb. A p-th order lattice filter
has the relations:

A (z) A l(z) + k -1 n_1(z), AO(z) 1 (4.3a)= z B =n n- n
B (z) k A 1(z) + -1 n-l(z), BO(z) 1 (4.3b)= z B =n n n-
B (z) -n -1 (4.3c)= z A (z )n n
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where An (z) and Bn (z) are defined as the n-stage forward and backward

going signals respectively and the k coefficients are k for n=l,2, ..p.n

This l~ttice structure can be thought of as describing the vocal tract

as a series of short, connected tubes with uniform cross-sectional area.

Each k coefficient determines what proportion of the sound pressure tra-
velling wave energy is reflected at each boundary between sections (44).

4.2.1 LSP ANALYSIS FILTER

Consider a p-th order lattice filter augmented by an extra stage

as depicted in Figure 4.2 with kp+1 = -lor +1. The system function thus

produced is a (p+1)-th order polynomial, Pp(Z), when kp+I=-1 and a dif-

ferent (p+l)-th order polynomial, Q (z), when k +1=1. P (z) can be con-p p p

sidered to represent an entirely opened acoustic tube consisting of p+l

sections [561. Qp(Z) can be cons Idered as representing an entirely closed

(p+1) -zh section acoustic tube. The new polynomials are

P (z) A (z) -1 kp+l -1 (4.4a)= - z Bp(Z), =
P p

Q (z) Ap(Z) -1
kp+l 1 (4.4b)= + z B (z), =p p

It may be shown that if Ap(Z) is minimum phase, the zeros of Pp(Z)

and Qp(Z) are all on the unit circle and that they are interlaced with

each other, i.e. before each pair of zeros of P (z) there will be a zerop

of Q (z) and vice-versa. This will be shown below in Section 4.2.3. The
p

zeros' of P (z) and Q (z) can therefore be' expressed in terms of angular
p p-

.frequencies and these frequencies are called the Line Spectrum Pairs co-

efficients.
Combining (4.4a) and (4.4b), the LP analysis filter system func-

tion is
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A (z) = ! [P (z) + Q (z)] .p p p (4.5)
A realisation of A (z) is drawn in Figure 4.3 and will be referred to asp

an 'LSP filter'.

To show that all the zeros of P (z) are on the unit circle in thep

z-plane, Ap(z) expressed by (4.2) is substituted into (4.4a). Thus,
p p

p (z) = 1 + I -i -(p+1) (1+ t iai z z ai z ) (4.6a)p
i=l i=l

p+1
= t f -i (4.6b)p,i z

i=O

where f = 1p,O
f = ai - a i = 1.2 ...... ,pp,i p+l-i'
f = - f (anti-symmetric property) .p,i p,p-iot\

When p is even. z = 1 is a zero of P(z). Hence,

p (z) Cl -1 -1 + b z-p+l + z-p]= -z )[l+blz ....... (4.7a)p 1
Cl -1 (4.7b)= - z ) C 1(z) .p-

When p is odd, z = ±l are zeros of pez). Hence,

P (z) Cl -2 -1 -p+2 + z-p+1] (4.8a)= -z )[l+blz ....••. + b1z
P

Cl -2 e4.8b)= - z ) C 2 (z) .p-
CP_l(z) is a symmetric polynomial and the first and last coefficients are

unity. As·the coefficient of the last term of C l(z) is unity. this im-p-

plies that the product of the radii of all the zeros is unity. This can

only be true when all the zeros of P (z) are on the unit circle. Further,
p

the coefficients of Cp_l(z) are real so that the zeros of C~_l(z) occur
in complex conjugate pairs. Thus, when p is even, P (z) may be expressed

p

as

P (z)p = -1 -1(1 - exp(jwi)z ) (1 - exp(-jwi)z ) (4.9a)



Chap. 4 Line Spectrum Pairs (LSP) 142

=
p/z

(1 - Z-l) II (1 + -1 -2)ciz + Z (4.9b)
i=l

When p is odd,

Hp-1)

P (z) = (1 - z-z) II (1 + c.z-l + Z-2)
p ~

i=l
(4.10)

where

c = -2 cos w.i ~ for o < wi < 'IT,

Wi is an angle of the i-th zero of Pp(z) the unit circle.

Similarly, to show that all the zeros of Q (z) are all on the unit
p

circle in the z-plane, A (z) of (4.2) is substituted in (4.4b). Thus
p

p p
Q (z) I + I -i -(p+1) (1 + I i ) (4.11a)= ai z + z ai zp

i=1 i=1

p+l
I -i (4.l1b)= gp,i z

i=O
where gp,o = 1

gp,i = ai + ap+1-i' i=1,2, ..... ,p
gp,i = gp,p-i ..., (symmetric property).

When p is even, z = -1 is a zero of Q (z). Hence,p

Q (z) = (1 + z-l) 0 1(z)p p- (4.12)

When p is odd, Q (z) has no zero on the real axis in the z-plane. Then,
p

Dp_l(z) has similar form as Pp(z) as in (4.7) and (4.8). Thus, when p
is even, Q may be expressed as

p

(4.13a)=

= (4.13b)

When p is odd,
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Q (z)p =
l(p+l)

n (1 + d -1 + z-2)
iZ (4.14)

i=l
where

d. = -2 cos e. for o < e. < 'If.
1. 1. 1.

a. is the angle of the i-th zero on the unit circle in the z-plane.1.

The parameters Wi and e. are the Line Spectrum Pair coefficients,
1.

or alternatively as the Line Spectrum Frequencies.

From (4.5), the LP analysis filter can be realised as a paralle~
combination of the P (z) and Q (z) filters. Based upon (4.9b) and (4.l3b),p p

a 4-th order LSP analysis filter example is shown in Figure 4.4a.

4.2.2 LSP SYNTUESIS FILTER

The LP synthesis process is the inverse of the analysis process.

The basic configuration of the LSP synthesis filter is drawn in Figure

4.3, and it has the transfer function

1 1

H (z) =p = (4.15 )
A (z)
p

i [P (z) + Q (z)]p p

As the synthesis filter contains a feedback path from the output to the
input, to realise the filter in practice, (4.15) is modified to :

1 1

H (z) =p = (4.16)
1 + [A (z)-l]

p
1 + i[(P (z)-l)+(Q (z)-l)]

p p

The feedback element is the quantity in the square bracket.

When p is even, the transfer function of the feedback path is

(4.17)
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1

[
p/2

- 11= (1-z-1) n (1+c.z-1+z-2)
1

2 i=1

[ p/2

- 11+ (1+z -1) -1 -2IT (1+d.z +z )
1

i=1

1 [ p/2 p/2 1-1 -2 -1 (1+ciz -1+z -2)= i:l(l+CiZ +Z ) - 1 - z IT
2 i=1

[ p/2 p/2

1
-1 -2 - 1 + z-1 IT (1+d.z-1+z-2)+ IT (1+diz +z )

1
i=1 i=1

-1z
=-

2

p/2 ]-1 -2- IT (1+Ciz +z )
i=1

;p-1 i
-1 -1 -1 -2(d1+z ) + I (di+1+z ) n (1+djz +z )

i=1 j=1

(4.18)

Likewise. when p is odd. the transfer function of the feedback path
can be shown as

-1

[
!<p-3) iz

A (z) - -1 -1 -1 -21 =- (c1+z ) + I (ci+1+z ) IT (l+cjz +z )
P

2 i=1 j=1
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-1- Z

(4.19)+

Figure 4.4b shows the structure of a 4-th order LSP synthesis filter, and
in general it may be deduced that a p-th order speech synthesis filter
requires p multiplications and 3p+l additions to compute a filter output.
The amount of computation is only slightly more than for a transversal

filter or lattice filter synthesis system.

4.2.3 lSP PROPERTY

The LSP coefficients are determined from the zeros of P (z) andp

Qp(z). If Ap(z) is minimum phase, t~e LSP coefficients of PpCz) alternate

with those of Q (z),p
o < al < wI < a2 < w2 < •.•• < alp < wlp < v (4.20)

This property is useful for determining whether the LSP synthesis filter

is stable, and will now be proved.
The transfer function of an LP analysis filter, Ap(Z), can be ex-

pressed as in (4.2):

A (z) =p

P
-1

II (l - ziz, )
i=l

C4.21a)

Whence, the transfer function of the lattice backward path is

B (z) -p -1 (4.21b)= z A (z )p p

p
II -1 - z ) (4.21c)= (z i

i=1
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The frequency response of the analysis filter may be expressed as
A (ejw) = R(w) ej¢(w)
p

(4.22)

where R(w) and ¢(w) are the magnitude and phase response respectively.

If all the coefficients of A (z) are real, the complex conjugate functionp

can be written as
* .A (eJw)

p

Hence, by (4.2lb) the

(4.23)

B (ejw)
p

Using (4.22), (4.24) and (4.4a), the frequency response of the Pp(z)

frequency response of B (z) isp

= e-jwp R(w) e-j¢(w) . (4.24)

filter is
= R(w) e-j~(w) - e-jwe-jwp R(w) e-j¢(w)

= j2R(w) e-j(p+l)w/2 sin[~ + (p+l)w/2) .
(4.25a)

(4.25b)

Similarly, the frequency response of the Qp(z) filter is

Q (ejw) = 2 R(w) e-j(p+l)w/2 cos[~ + (p+l)w/2] .
p

(4.26)

As w is varied from 0 to 2'Tr,~+(p+l)w/2 increases from ~ to

(p+l)'Tr.Pp(z) and Qp(z) each have p+l zeros on th~ unit circle. To obtain
'w jwthese zeros, we set P (eJ )=0 and Q (e )=0. As A (z) is minimum phase,p p p

it cannot have a zero on the unit circle and therefore R(w) is non-zero

for all w. Hence, when P (ejw)=O, it follows that
p

sin[f + (p+l)w/2] = 0, (4.27)

so that w = w = 2(n'Tr- ¢)/(p+l)
n

: n=O,l, ....

Similarly, for the Q (z) filter, when Q(ejW) = 0, it follows that
p

cos[f + (p+l)w/2] = 0, (4.28)

so that w = a = [(2n+l)'Tr- 2¢]/(p+l)
n

n = 0,1, ....
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Thus, the P (z) and Q (z) filters have zeros at wand 8 respectivelyp p n n .

As the expressions are sine and cosine functions of the same argument,
the zeros of P (z) and Q (z) interleave each other.p p

A fourth order example is shown in Figure 4.5. If there are two
complex conjugate pole pairs at zl and z2' where

the LSP coefficients are on the unit circle and alternate. It can be shown

that the pair, 81 and wI' is enclosing the pole zl' and the pair, 82 and
w2' is enclosing z2' It can also be shown that if a pair of LSP coeffi-

cients are close, this indicates a strong resonance near or between the

pair [59]. This interesting property is useful for formant extraction in
the field of speech synthesis [81].

4.2.4 CONVERSION OF LP COEFFICIENTS TO LSP COEFFICIENTS

LSP coefficients can be obtained from a set of LP coefficients by
means of a transformation. Conversely, given a set of LSP coefficients,

it is possible to transform them to LP coefficients. The conversion from

LP coefficients to LSP coefficients involves a process which is equivalent
to finding zeros of the P (z) and Q (z) filters. The following sectionp p

describes the computational steps for the conversion of LP coefficients

to LSP·coefficients.

Assuming that a set of LP coefficients, {al,a2, ...,ap }, where p

is the order of the LPC model, are computed by LP analysis using one frame

of speech samples, the procedure for deriving the LSP coefficients from

the LP coefficients is:
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a ) Calculate the polynomial coefficients of P (z). By (4.6b), the co-
p,

efficients are

f = 1; f = -1,p,O p,p+l
f = a - ap,i i p+l-i

(4.29)
i = 1,2 ..... p

where f . is the coefficient of z-i in the polynomial P (z).p,1 p
b ) Likewise, by (4.13) the polynomial coefficients of Q (z) are cal-

p

culated as

= 1; = 1 (4.30)
i = 1,2, ....p

-iwhere gp,i is the coefficient of z in the polynomial Qp(Z).

c ) When p is even, z = 1 is a zero of P (z) which can be factored outp

from P (z) to simplify computation. Thus,
p

P (z) = (1-z-1) C l(z)p p- (4.31)

and the polynomial coefficients of Cp_l(z), fp_1,i say, can be computed

recursively as:

f = f = 1p-l,a p,a (4.32)

f = f + fp-l,i p,i p-l,i-l
Likewise, (l+z-l) can be factored out from Q (z). Thus,

p

i=1,2, .•. ,p

Q (z) = (l+z-l) D l(z)
p p-

(4.33)

and the polynomial coefficients of Dp_1(Z), gp-l,i say, can be computed
as:

= 1 (4.34)

gp-l,i = gp,i - gp-l,i-l i = 1,2, •..,p .
When p is odd, z = ±l are zeros of P (z). Thus,

p

p (z) =
p

-2(l-z ) C 2(z)p- (4.35)

and the polynomial coefficients of Cp_2(z), fp-2,i say, are

f = f = 1,p-2,O p,O
(4.36)
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f = fp-2,1 p,l
f =p-2,i f . + f 2p,l p- .r-a i = 2,3, ...• p-2.

For odd p, a zero of Qp(Z) on the real axis in the z-plane is not necessary

present.

d ) Use a root finding algorithm, for example the Newton-Raphson

method, to determine the zeros of the factorised polynomials. Then, the
LSP coefficients are computed as the arguments of the complex zeros.

If p is small (say less than 9) [S4), analytical methods may be
more efficient than root finding methods. For one such analytical methods,
the second order factors of Pp(z) as in (4.9b) or (4.1~) are multiplied

out. Then, the polynomial coefficients which are expressed in terms of

the ci coefficients are compared with the coefficients of polynomials

C l(z) (if p is even) or C 2(z) (if p is oad) respectively. As the co-
p- p-

efficients of C 1(z) and C 2(z) have symmetrical properties, .the LSP
p- p-

coefficients of a p-th order system may be derived by first solving a set

of p/2 non-linear equations to obtain the ci coefficients in (4.10).

Similarly, the LSP coefficients of the Q (z) filter can also be determinedp

analytically· by solving the equations.
Other algorithms for converting LP coefficient into LSP represen-

tation are given in references [S5,60,6l,62].

4.2.5 CONVERSION OF LSP TO LP COEFFICIENTS

LP coefficients can be computed from LSP coefficients by express-

ing the coefficients of the polynomial Ap(Z), in terms of LSP filter co-

efficients. When p is even,
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A (z)p
= 1 [ -1 p/2 -1-2- (l-z ) IT (l+ciz +z ) +

2 i=l

When the product terms are multiplied out, the resulting polynomial is
in the form

A (z) = 1 + -1 -2 -pp z alz + a2z + ........ + apz (4.38)
Comparing the equal power terms of (4.37) and (4.38), the equivalent LP
coefficients are then computed from the LSP filter coefficients. This
process is the same for an odd order analysis filter.

Alternatively, the LP coefficients can be obtained by calculating
p+l impulse response samples of the LSP analysis filter, by passing a

unity impulse through the digital LSP analysis filter realised as shown
in Figure 4.4a.

4.3 SEQ(JENTI AL A1JAPTIVE LSP nsrsoo

The computational method for calculating LSP coefficients de-
scribed in the preceding section involves an autocorrelation function

calculation, matrix inversion and an root finding algorithm. This is re-

ferred to as a block method, since each calculation is based on a block
of speech samples. LPC parameters can also be obtained in a continuous

process using a recursive algorithm that sequentially updates the param-

et ers :upon the arrival of each new speech sample. Such adaptive tech-

niques, which provide new estimates for the LPC parameters for every
speech sample", are often called sequential predictive analysis methods.

There are two advantages of sequential methods as compared with block

methods. Firstly, they provide a choice of various sets of filter coef-

ficients within a particular speech interval [63]. Having such a choice
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might be important in obtaining consistent spectral estimates that are

not as affected by the quasi-periodic nature of voiced speech. Secondly,

the hardware implementation of these predictive methods can be made sim-
pIer.

In this section, a new adaptive predictive scheme [64] is inves-
tigated for extracting the LSP coefficients. By this method, LSP coeffi-
cients are obtained directly, without intermediate conversion from LP
coefficients. The new method is based on Widrow's LMS steepest descent
algorithm which is applied to a specially chosen filter structure.

4.3.1 THE RECURSIVE lnS AlGORITHn

In Section 3.3.3.2, it was proved that the mean square error output

of an LPC analysis filter can be expressed as given in (3.56):

= + (4.39)

where a is the filter weight vector defined by (4.2) that could be con-
verted to a set of LSP coefficients. R, rO and E are autocorrelation

functions defined in (3.56). For a stationary input signal, the mean

square error is a quadratic function of the filter weights and can be
pictured as a concave hyperparabolic surface, a function with a unique
minimum. At minimum, the corresponding weight vector, a t' is known as-op
the optimal Wiener weight vector, which is evaluated as

-1- R Ea =-opt (4.40)

and the minimum of the error surface is written as

= (4.41)

which is known as Wiener minimum mean square error (m.m.s.e.).
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If the steepest descent method is applied to compute a ,the-opt
weight vector is sequentially adjusted with the objective of seeking the

minimum of the error surface, and the changes in the weight vector are

proportional to the negative of the gradient of the mean square~ error
function [58]. Accordingly,

a = a +" ( V)-n+l -n ~ - n (4.42)
where II is a small scalar which controls the stability and rate of con-
vergence of this iterative scheme, and V is the gradient vector of then

mean squared error function at time instant n which is defined as

(4.43)

where

=

By Widrow' s LMS scheme J a stochastic approximation is taken to

estimate the gradient vector by considering the square of each instanta-

neous error sample e2(n) as an estimate of the mean square error, i.e.,

V =V'= (t' t..'n n 1 2 (4.44)

where

t' =i

.
The gradient estimate of this LMS algorithm is asymptotically unbiased

because if the expected value of the gradient estimate is considered as

the average of an arbitrarily large number of samples :

1 N
I V 'n (4.45)E[ V '

n =
N k=l
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1 N 3e2(k)
= I

N k=1 a a-n

=
a [~N ]I e2(k)

3 a k=1-n
a

E[e2(n)] = Vn
a a-n

which is the true gradient of the error surface.

By extending the LMS approach to the LSP filter system, the LSP
filter coefficient update formula is expressed as two equations:

c-n+1 = c - J.lc-n Vn,c (4.46a)
d = d J.l V-n+l -n - d n,d

where V and V are the estimated gradientn,c n,d
and lower arm of the LSP filter respectively.

(4.46b)
vectors for the upper arm

The gradient vectors are
defined as

v = ( IAI IAI ............... IAIc,ip )T (4.47)n,c c,l c,2
V = ( IAId,l IAId,2 ............... IAId,!p)Tn,d

where

a e2(n) a e2(n)
IAI = and IAId,i = for i=1,2, ..,p/2.c,i

a ci a di

Constants J.lc and J.ld are the convergence factors. In order to adapt the
LSP filter using the LMS algorithm, the gradient estimate components IAI .C,l

and IAId,iare required. In the following section, the derivation of these
gradient estimates will be described.
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4.3.2 COffPUTATION OF THE GRADIENT VECTOR

For the LSP analysis filter, the output error signal can be ex-
pressed as

e(n) = t [ p(n) + q(n) ] (4.48)
where p(n) and q(n) are the outputs of the upper and lower arm of the LSP
filter respectively. As p(n) is independent of d.(n) for all i and q(n)

. 1

is independent of c.(n) for all i, the gradient estimate of the LSP filter
1

can then be written as

3 pen)
CiI = e(n)c,i

3ci(n)

3 q(n)
Cild,i= e(n)

ad . en)
1

(4.49)

for i = l, 2, ..., p/2 •

To simplify the analysis, the convergence factors are set equal. They

are

(4.50)
Hence, for even p, (4.46a) and e4.46b) may be more conveniently be ex-
pressed as

c = c - 1.1 e(n) Fen) (4.51)-n+l -n
d = d - 1.1 e(n) G(n)-n+l -n

where

Fen) = ( fl(n) f2(n)

G(n) = ( glen) g2(n)
where

3p(n)
fi(n) =

3ci(n)

f;p(n) )T
gtp (n) )T

(4.52)

aq(n)
and gi (n) = --- for i=l,2, .•,p/2

Taking the z-transform, the transformed gradient vectors can be obtained

by differentiating (4.9b) and (4.13b) to obtain:
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ap(z) p/2
-1 -1 II (1+ -1 + z-2)= z (1 - z ) ctz (4.53)

ac. t=l
1

tH

and similar expressions for the derivatives of Q(z) may be obtained. If

Pi(z) is defined as the transfer function between the input to the first
second order filter section and the output of the i-th second order filter
section on the upper arm of the LSP filter. (4.53) can be written as

ap(z) p/2
= z-l Pi(z) II (1 + clz-

1 + z-2) (4.54)
3c.
1

1=1+1

This expression can be considered as the transfer function of p/2 'ad-

joint' filters, each of which will output a gradient estimate component

when fed with the same input as the adaptive filter. An arrangement for

a sixth order adaptive LSP filter is drawn, Figure 4.6, which shows that

the 'adjoint' filter can be combined with the LSP filter to produce an

augmented filter which generates fi(n) and gi(n), as well as the output

e(n).

Note that (4.54) can be expressed as

3p(z) -1z P(z)
-1 (4.33)= = z P(z) A.(z)

l.

aCi
-1 -21 + ciz + z

where Ai(z) corresponds to the inverse of the i-th second order section

of th~ P(z) filter. it seems that a comp~tationa1 more efficient method

for generating the gradient from pen) can be constructed as displayed in

Figure 4.7. However. as A.(z) is a recursive filter and its poles will
l.

all lie on the unit circle in·the z-plane. This will result in an unstable

filter and cause unstable gradient estimations. Hence, this is not an

advisable method and the gradient estimates should be computed from

(4.54).
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With the gradient estimate components now available, the LSP-L~S

algorithm (4.51) may be implemented and the optimal weights can in prin-

ciple be approached from any arbitrary initial weight vector. For each

input sample at time n , the gradient vectors and the analysis filter

output e(n) are computed and this information is then used to update the

LSP coefficient vectors ~n+1 and ~n+1 for use with the next input sam-
ple. With an appropriate value of the adaptation coefficient p, the mean
square value of e(n) is reduced towards its minimum possible value as the
coefficient vectors are gradually changed, This process should converge
on the stationary point (m.m.s.e) regardless of the choice of the initial

coefficient vector.
During adaptation, statistical variation in gradient estimates or

a value of p too large could cause one or more of the zeros of the analysis

filter to move outside the unit circle resulting in an unstable synthesis

filter. However, if the LSP filter coefficients are constrainted to ensure

that
. -2 < dl < cl < d2 < ••••••••••• < d.! < C.! < 2

2"P • 2"P
(4.56)

as described in Section 4.2.3, the zeros of the analysis filter will all

remain inside the unit circle of the z-plane. Hence, the above inequality
is used at each iteration to ensure synthesis filter stability during

adaptation.

4.3.4 PERFORffANCE TEST ffETHOD OF ADAPTIVE FILTER

The L~S scheme described above would behave differently for non-

stationary as opposed to stationary signals. Filtering non-stationary

signals is a major area of concern especially when the stochastic prop-
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erties of the signals are unknownlLa priori [65,66]. With non-stationary
signals being input to the adaptive filter, the bowl-shaped surface of

the mean square function moves around, and the orientation and curvature

of the bowl may also be changing. The adaptive process has to track the

minimum of this surface fast enough to cope with the time varying nature

of the input signal. Speech must in general be considered as an non-
stationary signal. However, its statistics vary sufficiently slowly that

it may be assumed to be stationary over intervals of up to 30 or 50 msec.
This makes the LMS adaptive filter a possible candidate for analysing
speech signals if the adapt ion algorithm is fast enough to adjust to the

speech characteristics within such a short period.

The speed of convergence depends on the convergence factor as given

in (4.51), which controls the step size between two iterations. Large

values of ~ produce a faster adaptation towards the minimum, but the LSP

coefficient vector, will have a larger oscillation around the optimal

coefficient vector which causes greater steady state estimation noise.
For smaller values of ~, the adaptation takes smaller steps to approach
the m.m.s.e. but will take more iterations to approach to m.m.s.e .. In

either case, the adaptation would not settle exactly on the m.m.s.e.,
because the variance of the fluctuations of the adapting coefficients
would never be exactly zero, even after the adaptation algorithm has

reached an equilibrium or steady state .
. With different values of u , the performance of the adaptation

system will behave differently. It is desired to choose an optimal ~ which

will be best suited to a particular system and the input signal. This

section, details of a method of studying the behaviour of the adaptive

process, and of choosing an optimal ~ for adaptation on speech.
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4.3.4.1 Performance Heasure by Learning Curve

A way to assess the performance of an adaptive process is to plot
a 'learning curve' [67]. As the basic idea of adaptive prediction is to

adjust the filter parameters to minimise the mean square of the error

output of the adaptive filter, it is therefore logical to judge the per-
formance by plotting the expected mean square error at each stage of the
'1 .,earn~ng process as a function of the number of adaptive iterations.

Figure 4.8 shows a system which was used to study the response of
adaptive filters to a stationary input signal. The stationary input sig-
na l, sen), was obtained by driving a fixed filter, having an all-pole

transfer function of the form given in (4.1), with a random Gaussian noise·

source g(n). Before starting the system, fixed pole positions were chosen

for the fixed filter of the 'plant', and all the filters were started from

zero states. The initial weights for the adaptive LSP filter were set at

values equivalent to a = O. Then the operation of the system was as fol--n
lows:

a) Generate a sequence of N coloured noise samples, sen), by

passing Gaussian noise through the fixed filter.
b) Input the coloured noise sequence to the adaptive LSP filter,

and produce an LSP coefficient vector for each of the N samples.

c) Copy each LSP coefficient vector to a 'copy' filter, which has

the same structure and length as the adaptive LSP filter. For

each vector, supply a sequence of coloured noise as input and

compute the mean square error, E[e2(n)],

d) A value of mean square error is therefore available for each

of the N adaptation steps as a measure of how well the filter

has adapted.
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The result of this investigation is a learning curve similar to the broken

curve in Figure 4.9. The smoothed learning curve shown by the continuous

curve in Figure 4.9 is an ensemble average of 50 learning curves, each

starting with the same initial coefficient vector and each having a dif-

ferent input derived from the same stochastic process. This smoothed
learning curve reveals the underlying exponential nature associated with

convergence of the coefficient vector. The horizontal broken line re-
presents the optimum Wiener m.s.e. level that is equal to the variance
of the white Gaussian noise. When the adaptive filter is in steady state
or in equilibrium, its behaviour should be very simil~r to that of the

inverse of the plant; the generated error signal een) should be very si-

milar to the Gaussian noise signal g(n). Then, the ensemble learning curve

should approach the Wiener minimum level.

An optimal value of lJ can be estimated by measuring varrcus en-

semble averaged learning curves at different values of lJ, which would give

different adaptation speeds and equilibrium mean squared errors. In gen-

eral, two criteria are employed in assessing the performance of an adap-
tive system. The first is known as misadjustment, and indicates the amount

by which the output error power E[e2(n)] exceeds the m.m.s.e., £02• We

now define the misadjustment, H, as this excess error power at equilibrium

expressed as a fraction of £02• Thus,

E [e2 (n)] _ e 2 I
o

H = (4.57)
t 2
o

and this is often expressed as a percentage. E[e2(n)] is the error signal

power computed from the copy filter when the adaptive system is in equi-

librium. The second performance criterion is the learning time which

measures the number of iterations required to approach equilibrium. The
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learning time is expressed as the number of iterations required for the

output power of the adaptive filter to fall between 90% and 10~ levels

drawn between the input power level and its equilibrium level.

The computation of the settling level from the learning curves was

carried out by computer simulation. It was found that the calculation of
the mean squared error at each iteration. as described in step 'c' was
computationally very expensive. As when the mean squared error is required
to be calculated in equilibrium. In some cases. many thousands of iter.
ations are required before the system reaches equilibrium. which means
that the mean squared error at each iteration of the learning curve must

be computed as the mean square of this large number of error samples.

The computational effort required at step 'c' can be dramatically reduced
by using (4.39).

To use (4.39). it is required to calculate the LP coefficient

vector. a • at each iteration. The .correlation vector E and the matrix R-n
for the coloured noise must also be calculated as described in Section

3.3.3.2. For the LSP adaptive system. the equivalent LP coefficient vector
a can easily be obtained from the LSP coefficient vector at each iter--n
ation. The autocorrelation function which shows the long term character-
istics of the coloured noise. is only calculated once for the whole
learning curve. An accurate estimate of the autocorrelation function is

required in order to acquire a more accurate mean square error estimation.
Two methods can be used to estimate the'autocorrelation functions. The

simplest is to take a block of N coloured noise samples and compute

1 N·i-l
ri = t s sn+in

N-i-l n=O
i = 0.1.2•....•N-l (4.58)
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The disadvantage of this method is that N must be very large to obtain

an accurate estimate. Alternatively, the autocorrelation function can be

computed from the impulse response of the fixed filter. If the Gaussian

noise, g(n), has zero mean and unit variance, sen) is the convolution of

g(n) and the impulse response of the fixed filter hen). This is written
as

-. sen) = 1: g(j) h(n-j) .
j=--

(4.59)

Substituting (4.59) into (4.58), the autocorrelation function is

1 N-i-1
1: - ..

= I h(n-j) h(n+i-l) g(i) get) (4.60)
N-i-1 n=O j=-- t=--

Then

E[g(i) get)] = 0
= 1

Hence,

1 N-i-l
ri = I h hn+in

N-i-l n=O

j ~t
j = i..

i = O,l,2, .... ,N-1 (4.61)

For a stable system, hen) decays towards zero as n increases and therefore
the number of terms needed to provide a good estimate of r., using (4.61)

. 1

is generally not excessive. Typically a few hundred samples are more than

sufficient. If the variance of the Gaussian noise is aZ rather than unity

as wa~ previously assumed, the autocorrelation function ri' is

=
and the coloured noise power is or The autocorrelation function 2 ando
R can therefore be computed. Having found £ and R, they can be used to

compute the mean squared error at each iteration.
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The learning curves shown in Figures 4.9 and 4.10 were produced

by the method described above. They will be described in detail in the
following sections.

So far, a performance test method for an adaptive algorithm has

been described in detail. From this test, two system parameters, misad-
justment and learning time can be calculated for a particular value of
"I t" i d i bl t h ". 1"~. n prac lce lt s es ra e 0 c oose an optlma or preferred IIfor
optimal system performance. In the next section an empirical process to
choose a preferred II for a system is presented, and the performance of

the adaptive LSP system will also be evaluated.

4.3.4.2 Evaluation of the Adaptive LSP Scheme

A coloured noise signal was produced by passing zero-mean, white

Gaussian noise through a 4-th order all pole filter with pole positions

fixed at

IZll = 0.9,

IZ21 = 0.7,

arg(zl) = ± 20° ;

arg(z2) = ± 70°.

and

The variance of the Gaussian noise source was chosen as 0.25 and this
produced a coloured noise signal of variance 6.667. The coloured noise

signal was applied as input to an adaptive LSP filter as illustrated in

Figure 4.8. During the adaptation process, LSP filter stability was en-

sured by ignoring any coefficient set updates which would put the LSP

coefficients in an unstable order. Learning curves of the system for an

ensemble average of SO trails are illustrated in Figure 4.10. It may be

seen that the learning time becomes smaller as II is increased. For II

greater than 0.002, it is seen that the ensemble curves exhibit spikes;
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the spikes are increasing in frequency as U rises. The appearance of these

spikes is taken as an indication of instability or the onset of insta-

billty in the adaptive system. This is due to the value of u being too
large to guarantee coefficient convergence.

The dependence of misadjustment, N, and the learning time, Tt on
different values u, which were computed from the ensemble average of 50

learning curves, are plotted in Figure 4.11. Figure 4.llb shows how M
and T are related as u changes along the curve, and this is known as a
performance curve which is thought to be a good indication of the per~
formance of an adaptive scheme. To choose a preferred value of u, a com-

promise is needed between fast adapt ion and sma11 misadjustment. The

preferred value must not be large enough to incur a risk of instability.

From Figure 4.11, it was deduced that a value of u of about 0.003 should

give a reasonable compromise between the conflicting needs for small mi-

sadjustment and short learning time.

Using the preferred u , a learning curve of 250 iterations is
plotted in Figure 4.9. The broken curve is the learning curve of a Gaus-
sian noise sequence and the continuous curve is the ensemble average of

50 d d t'e~ hi."learning curves. The system i converge __ t e "lener m.m.s.e ..

However, it is apparent that the gradient estimates are very noisy, in this
example. This is because the gradient estimates of the IllSalgorithm are
obtained by taking the squares of instantaneous error samples as estimates

of the mean square error. Significant noise will thus be present in these
estimates during adaptation. For speech, this amount of gradient esti-

mation noise may be unacceptable. Reducing u reduces the noise in the

gradient estimates, but also results in a slower adaptation time and

possibly larger errors in tracking the changes in speech characteristics.
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In the next section, an enhanced adaptive LSP algorithm will be described.

This enhanced scheme improves the adaptation performance and dramatically
minimises the adaptation noise.

4.4 IMPROVED ADAPTIVE lSP AlGORITHM

The previous section described a simple adaptive strategy which
is in fact based on a first order Taylor series approximation for a
funct ion to be minimised [68]. This strategy could be improved if the

Hessian matrix, H, of the Taylor series could be provided, thus allowing

a second order method to be used to give a much faster convergence rate

than the first order method. Second order method are, however, computa-

tionally expensive, and for real time operation it is necessary· to con-

sider some form of approximation. A modified LMS algorithm is now proposed

based on such an approximation.

4.4.1 SECOND ORDER STEEPEST DESCENT METHOD

This enhanced method can be considered as an approximation to the

generalised Newton-Ra~on method [68]. The coefficient update formula for

the Newton-Ra~on method is
a + ~ H-l (- V )-n n (4.62)

where a is the coefficient vector, ~ is a scalar convergence factor, and

H is the Hessian matrix:
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H = hll hl2 .............. hlp (4.63)

h2l h22 .............. h.2p

hp2 .hpl
whose elements are

hpp

= (4.64)
aai aa

j

and E[e2(n)] is the mean square error. The gradient vector V is defined
n

by (4.43). It may be shown that [68] when evaluated at the m.m.s.e., H
is a positive definite symmetric matrix. Direct computation of (4.62) is

not practical in a real time implementation, because the Hessian matrix,.

which involves second derivatives, must be computed and inverted at each

iteration. However, it is possible to approximate H, by noting that

= E.[3
2e2 (n)]

aai 3aj

+ 2 .[.(n)
(4.65)=

=

aai aaj

[
ae(n) ae(n)]

2 E --.--
aSi aSj

By the principle of orthogonality[44], if the mean square value, E[e(n)],

of the residual is minimised, the residual e(n) is orthogonal to the past

filter inputs, s i' that isn-

E[ensn_i] = 0 for i = 1,2, ..... ,p. (4.66)

As a2_e(n)/aai aaj is a linear summation of the p delayed elements of the

input sequence, the second term on the right hand side of (4.65) can,
therefore, be neglected if it is assumed that the adaptive filter is

adapting near the optimum. .Hence, each element of the Hessian matrix can

be approximated by

= = (4.67)
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and the approximated Hessian matrix can be written as
HI = 2 E[ G G T 1-n-n (4.68)

where

Note that positive definiteness of H is an important factor to ensure the
stability of an adaptive system based on (4.62). If the true Hessian ma-

trix is not positive definite, as may be the case when it is evaluated
at a point other than the minimum, the adaptive process as given in (4.62)

may not converge. This situation is most likely to occur at some distance
from the minimum. However, if the approximated Hessian matrix is computed

as in (4.68), it can be proved that HI is always positive definite so that

convergence can be guaranteed. Hence, from the point of view of stabil-

ity, it may be argued that using the approximated Hessian matrix is safer

than using the true one.
Extending the idea to the LSP filter, with

a = ( c+n l,n
it follows that

c2 •••••,n c d dip,n l,n 2,n (4.69a)

(4.69b)

where fi(n) and gi(n) are the first order gradient estimates of the error

function, which have been described in the previous section.
Although the approximate HI is simpler than the true Hessian ma-

trix, the inversion of HI still requires a lot of computation. It has been

found "that a further simplification may be made by assuming that when the
adaptive system is near the optimum, the cross-correlation between two

first order gradient estimates will tend to be small.

Thus
for i = j (4.70)
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= 0 for i; j

With this simplification. the simplified Hessian matrix HI becomes a di-

agonal matrix, and the positive definiteness property is still main-

tained. The inverse of H', D. is also a diagonal matrix. and the diagonal

elements of 0 are the reciprocals of the diagonal elements of H' Thus.
o = [H,]-1 (4.7la)

and the diagonal elements of 0 are

= l/h .. '
l.J (4.71b)

The need to compute the inverse of the Hessian matrix has therefore been
eliminated. Equation (4.62) is then written as

a + J.I ReG-n n-n (4.72a)
or

3en
ai.n+l = (4.i2b)

fori =1.2, •.... ,p.

Comparing (4.72) with (4.46), the effective convergence factor of
this 2nd order method can be written as

J.I' = J.I rH (4.73)

which is adaptively changing according to the "second order" gradient
estimates, and the extra computations required for each iteration of this

second order method is

p x ( 2 multiplications + 1 division + 2 addition/subtraction).

4.4.2 EVALUATION OF THE 2ND ORDER AJAPTIVE LSP SeHEnE

The performance of the pseudo second order adaptive LSP method was

judged from the performance curve in Figure 4.12. In calculating the
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performance, the same all pole model was used as in the calculation of

the performance curve in Section 4.3.4.2. As r .. is equal to the recip-
II

rocal of the expectation of 2(3' e(n)/3a. )2 for i=l,2, ..,p, this was ob-
1

tained by averaging ten consecutive values of 1/[2(3 e(n)/3a. )%] stored
1

in a 10-sample sliding window. The preferred convergence coefficient as
estimated from the performance curve was

lJopt = 0.010 (2nd order LMS-LSP),
which gave 2% misadjustment at adaptation time n=108 samples. When com-
pared with the performance of the fixed lJ IJ-fS/LSPscheme with an estimated
optimal convergence coefficient

lJopt = 0.003 (fixed lJ IJ-fS/LSP),

which gave 2.0% misadjustment at adaptation time n=153 samples, the second

order method showed a faster convergence rate. The learning curves for

this pseudo second order adaptive LSP scheme using lJ = 0.015 are plotted

in Figure 4.13. The 'noisy' curve is the learning curve of a single

Gaussian noise sequence and the smoother curve is an ensemble average of
50 learning curves. When compared with the fixed lJ scheme as shown in

Figure 4.9,·the second order adaptive system shown in Figure 4.13 exhibits
a faster and much smoother adaptation than the fixed lJ scheme. In many

digital signal processing application, a smooth adaptation algorithm is

always desired.

Further enhanced schemes have also been investigated. It was found

that if (4.72) is modified to:

= (4.74)

for i = l,2, ..... ,p, where the effective adaptation coefficient is

11" = 11' E[e 2] ,n
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a remarkable improvement in performance over the fixed U and the 2nd order

method was obtained. The performance curve and learning curve of this

modified 2nd order method are respectively plotted in Figure 4.14 and

Figure 4.15 with curves of the other methods for comparison. The preferred
u of this method was

= 0.02 (modified 2nd order LMS/LSP)
that gave 0.83% misadjustment after 39 iterations. The improvement of this
method may be due to two actions being taken: firstly, the simplified
Hessian matrix assists the adaptive system to find a better path on the
error surface towards the minimum; secondly, the adaptation step size is

effectively controlled by (4.74) according to the decreasing energy of

the error signal. When the adapting error signal energy is large, which

means that the adaptation may be some distance away from the minimum, the

effective step size is proportionally enlarged so that the adaptation rate

is relatively large. When the error signal energy is relatively small,

the effective step size is proportionally reduced so that the coefficients
are being adjusted more slowly and smoothly.

There are many other well known LNS type adaptive filter schemes

[69], for instances, adaptive ladder filters, adaptive lattice filters
and adaptive IIR filters .Two common adaptive filter schemes, the adaptive

ladder and adaptive lattice filters, have been simulated for comparison

with the new adaptive LSP scheme.

The coefficient update equation for the traditional adaptive lad-

der as originally proposed by Widrow [67] is

a - a + U e x-n+l - -n n-n (4.75)

where a is the filter coefficient vector, u is the fixed adaptation co--n
efficient " e is the instantaneous filter error output and x is the de-n -n
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layed signal vector. The performance curve for this adaptive filter was

far away from the performance curves shown in Figure 4.14, and had a much

larger misadjustment at larger adaptation times. Hence, the performance

curve is not drawn in the graph as it is readily concluded that this

adaptive filter is nowhere near as good as the adaptive LSP scheme.

For the simulated adaptive lattice scheme used by Davis [70], the
reflection coefficients k. are updated by the formula:

1.

ki,n+l = ki + 2 lJif.,n l,n bi-l,n-l (4.76)

where lJi= lJ/(12.roi)' and roi = E[bi_l,n_12]. In (4.76), ki,n+l is,

the i-th stage reflection coefficient at time instant n+l, fi is the,n
forward error, b. is the backward error, lJi is the i-th stage conver-l,n

gence factor, and roi is mean square of i-th stage backward error. This
scheme is -referred to as the stage-by-stage LHS/ lattice as it aims to

minimise the total mean square error E[e2(n)] indirectly by successively

reducing the sum of the mean-square values of the forward and backward
errors at the output of each stage of a non-recursive lattice filter. The

convergence rate of this scheme is supposed to be one of the fastest

compared with many other adaptive filter schemes which use the UlS prin-
ciple. To ensure stability of this adaptive lattice filter scheme, the

values of the reflection coefficients must be bounded by ±1.

The performance curve for this st~ge-by-stage lattice adaptation

scheme is plotted in Figure 4.14, from which the preferred lJ is estimated

as 0.003. When the lattice adaptation scheme is compared with the fixed

lJ LSP scheme, both techniques exhibit similar adaptation performance in

the first 100 iterations, but for larger adapt ion time the LSP technique
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achieves smaller misadjustment. Using the preferred ~, the learning curve

of the stage-by-stage lattice method, as plotted in Figure 4.15b, shows

a smoother adaptation than the learning curve for the fixed ~ LSP tech-

nique in Figure 4.15a even when the preferred value of ~ is used. Thus,

the choice between these two schemes should depend on the des ign re-
quirements.

If the adaptive lattice scheme is compared with the modified pseudo
2nd order adaptive LSP filter scheme as described above, the latter is
superior in terms of misadjustment and convergence rate. However, the
computational effort of the modified 2nd order LSP method is more than
for the adaptive lattice method.

In this Section, a new adaptive filtering technique has been pre-

sented, and its performances has been compared with other well known

schemes. The results shows this new technique to be promiSing, since it

offers good adaptation and generates LSP coefficients directly, thus re-

moving the need for conversion at a later stage.

4.5 EVALUATION OF THE ADAPTIVE lSP ALGORITHN FOR THE APC-AB CODER

The performance of the adaptive LSP algorithm was evaluated by
applying it to the 16 kb/s APe-AB sub-band coder described in Chapter 3.

The LSP coefficients used in the original APC-AB coder [57] were derived

from the autocorrelation method via a transformation. This approach will
be referred to as the AUTO-LSP method. The modified pseudo 2nd order

adaptive LSP scheme was employed to replace the AUTO-LSP scheme without

changing other aspects of the speech coding algorithm. As the adaptive

LSP schemes described were based on a stationary signal with zero mean



Chap. 4 Line Spectrum Pairs (LSP) 172

and constant variance, the chosen preferred ~ for the described adaptive

system would be different for speech due to ·the speech signal having

different variance. A method of estimating the preferred values of ~ for

adaptive LSP filters as used in the new APC-AB sub-band speech cod~r will

be described in this section. The performance of this modified APC-AB
coder implementation will then be compared with the AUTO-LSP based APC-AB
coder by objective measurement and informal listening tests. The results

of this comparison indicate that the. adaptive LSP scheme can be made
comparable to the AUTO-LSP scheme in terms of objective and subjective
speech quality. A comparison of the computational effort required for.the

AUTO-LSP and the adaptive LSP method will also be given in this section.

4.5.1 ESTIHATION OF CONVEHGENCE FACTOH FOH APC-AB SPEECe CODEH

A method for choosing a convergence factor, ~, for a stationary

signal has been described in the previous section. The convergence prop-

erties, however, depend not only on the value of ~, but also on the sta-
tistics of the incoming signal. To achieve a desired adaptive performance

for a non-stationary input signal, e.g. speech, the value of ~ should be

carefully chosen. In this section, a simple strategy to estimate ~ for

speech is devised, which has been successfully applied to the APC-AB

speech coder •

.The APC-AB speech coder analyses speech in 3 subbands, each of

which is applied to a fourth order adaptive predictive coder where the

LPC parameters are represented by LSP coefficients. In the adaptive LSP

scheme employed in this experiment, the LSP coefficients of each subband

are extracted direct ly from blocks of subband samples, over which the
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speech is assumed stationary. The adaptation commences with the LSP co-

efficients chosen to produce an all-pass frequency response. Each 20 msec

subband sample block is successively applied to the corresponding adap-

tive LSP filters. The filter coefficients are adapted on successive sam-
pIes from each subband block. Upon receipt of the last samples in a
block. it is assumed that the filter coefficients are close to Wiener'

optimum values. The coefficients are then used in the short term predic-
tors within the APe. and the resulting error signals, along with the LSP
coefficients. are then quantised for transmission. As the speech charac.
teristics change relatively slowly between 20 msec frames. the adaptation

for a block can be started with the near optimum LSP coefficient set

computed from the previous block.

The problem in estimating a convergence factor for each subband

adaptive filter has been resolved by assuming that:

a) a 4-th order LPe model is suitable to model each subband speech

signal,

b) the convergence factor is inversely proportional to the applied
signal energy in each sub-band.

In choosing a convergence factor for a system adapting to speech. it is
Ipreferable to achieve a better performance for voiced than for unvoiced

speech. The frequency spectrum of the 4-th order model used in the pre-

vious section is typical of voiced speech. and. therefore. assuming (a).

the results obtained can be applied to the APe-AB coder. From previous

experiments described. in Section 4.4.2, the preferred 1J for a speech

signal with zero mean. and variance equal to 6.667 is 0.02 which gives

0.83% misadjustment and adaptation time of 39 iterations. Speech can be

considered as a zero mean process even within a short period, but the
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variation of the variance (or the energy) of speech can be very large

between frames, especially, at the transition between silence and voiced

speech. It has been observed that if a 12-bit AID is used to sample the

full band speech, the variations of the subband signal energy, s(n), are
as follows:

22 dB < E[s12(n)]
10 dB < E[s22(n)]

8 dB < E[s32(n)]

< 48 dB
< 40 dB
< 38 dB

for band 1

for band 2
for band 3 .

(4.77)

To achieve the desired convergence performance from the adaptive LSP
scheme, the ~ should therefore be varied with subband signal energy. The

assumption (b) is based on the argument that if a higher energy signal,

for example voiced speech, passed through the adaptive filter, the error·

output would also be increased. In this case, if ~he adaptation step size

is too large due to a large p, this may cause unstable adaptation and the

residual signal would probably be larger than the input speech. This

condition contradicts the minimum mean square error criterion and the

speech quality of the speech coder would severely be degraded. Hence, a

smaller convergence factor should be chosen for higher energy signals. This

implies that the argument of inverse proportionality between ~ and the

speech energy. i.e.,

1
p • (4.78)

is appropriate. From (4.78) and the results taken in the previous exper-

iment,

k
0.02 = and k = 0.1333 (4.79)

6.667
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where k is a proportionality constant. Using k equal to 0.1333 and the

range of subband signal energies from (4.77), the range of ~ for each
subband is

0.00084 < ~l < 0.000002 for band 1 (4.80)
0.013 < ~2 < 0.000013 for band 2
0.021 < ~3 < 0.00021 for band 3.

Based on the above arguments, if the value of u is fixed for each subband,
the smallest lJ should be chosen to prevent instability. The resulting

convergence time for low energy signals would, however, be large, and
therefore the corresponding adaptation would not reach a settling point

within one block of the signal. The distortion resulting from the far-

from-optimum prediction coefficients is, however, not perceptually im-

portant for low energy signals.

A difficulty with an adaptive algorithm arises during the analysis

of voiced speech. For such signals, the adapting coefficients are max-

imally perturbed at instants of the speech pitch pulses. This effect

causes temporarily retarded convergence, and poor signal modelling when
perturbed coefficients are selected for the short term APe predictions.

This problem, can be lessened by:
a) limiting coefficient changes between two iterations, and

b) using an appropriate average window size on the modified pseudo

second order LSP method.
In the experiment described in this section, the maximum LSP coefficient

change between two iterations was limited at 0.2, which is not so small
as to affect the convergence properties. For the averaging window, the

length should be short enough to avoid effects due to the non-stationary

speech signal. The window should also be long enough to average out large
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•
perturbations in the adapting coefficients due to rapid signal changes

at pitch pulses. Window length of 20 msec was chosen.

The smallest values of ~ from (4.80) were used initially. These

values were tested with lengthy segments of speech and the effect on the

adapting error signal in each subband of changing each value of ~ was
observed. It was found that the system showed better adaptation, with no

instability, with the following values:

~l

~2
1J3

Thus, these values were adopted for the three adaptive subband filters

= 0.000005
0.00003
0.00005

(4.81)
=

=

in the modified APe-AB coder.
Histograms of the computed LSP coefficients of each subband are

plotted in Figure 4.16, and their statistics are given in Table 4.1 as

shown in Figure 4.18. This data can be used to compare the statistics of

the LSP coefficients as derived by AUTO/LSP method with those obtained

by the adaptive LSP filter, and also for designing a suitable quantizer

for the LSP coefficients.

4.5.2 RESULTS AND DISCUSSION

The APe-AB speech coder was modified by replacing the AUTO/LSP

technique by the adaptive LSP technique with no other changes. The com-

puted LSP coefficients were encoded by differential encoding as described

in Section 3.3.3.2. The statistics of the LSP differences. obtained by

analysing representative speech segment, i.e. 30 seconds of male speech

and 30 seconds of female speech, are given in Table 4.2 (Figure 4.18).

These were used to design the quantizers.
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The modified coder was mainly tested by objective tests and in-

formal listening. To compare the performance of the AUTO/LSP and the

adaptive LSP algorithm, the long term SNR and segmental S~R were measured

using 2 second segments of male speech. The results of this comp?rison
for a typical segment were:

SNRI (dB)ong
SNR (dB)seg

AUTO/LSP
19.31

16.89

Adaptive LSP
18.79

16.47

Thus, the objective performance of the adaptive LSP technique was only

slightly worse than for the AUTO/LSP technique. The time variation of the

segmental SNR, or the SNR contour, obtained using the adaptive LSP tech-

nique is plotted in Figure 4.17. This should be compared with the S~R

contour for the AUTO/LSP technique shown in Figure 3.24. By comparing both

diagrams, it is clear that for the adaptive LSP technique the SNR is lower

during silence, but at some instants of high signal energy, the SNR is

higher than for the AUTO/LSP technique. This implies that for some voiced
speech, the adaptive LSP scheme could provide a better linear predictive

performance than the AUTO/LSP method. Informal listening tests have been

carried out on 30 seconds segments of male and 30 seconds segments of

female speech. The speech quality produced by both methods was very slm-
ilar .

.To compare the computational complexity of the AUTO/LSP and adap-

tive LSP methods, programs for deriving LSP coefficients by both methods

were carefully written so that the number of arithmetic operations were

minimized. The approximate number of arithmetic operation required for

both algorithms.are given in Table 4.3 (in Figure 4.19).
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For the AUTO/LSP method, the calculation of the LSP coefficients

from the LPC coefficients is based on Soong's root finding algorithm [49J,

and the computational cost of this method exponentially increases with

the accuracy required. Assuming that a 'multiply and add' or a 'cosine

table lookup' is counted as one arithmetic operation, the total arithmetic
operation count for the AUTO/LSP method can be obtained from Table 4.3a

to give:-

total operationsAUTO = 3p2/2 + p(N+4k-11/2) + 3(k+N-M-l) (4.82')

for p even. The k and M are accuracy factor that depend on the root finding

accuracy, TOL. If the LPC order, p, is 4 and the analysis frame length,

N, is 32 as in the APC-AB coder, and M=128, TOL=0.005 and k=70, the total

operationsAUTO is equal to 1169.

For the adaptive LSP algorithm, Table 4.3 only shows the required

arithmetic operations for one iteration, which can be approximated as:

total operationsadaptive = (4.83)

for p even. If the LSP coefficients are calculated by the adaptive LSP

scheme on a block by block basis, the total number of operations should
be the product of the block length, N, and the the number of required

operations for one iteration. For the APC-AB coder, if p=4 and N=32, total
operations for the adaptive LSP scheme is 1248, which is slightly higher

than the AUTO/LSP method as computed above. The computation cost of the

adaptive LSP scheme is largely due to the gradient estimation, but for

quasi-stationary signals, such as speech, the computation can be reduced
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by updating the gradient estimates for every two samples. However, the

adaptive LSP method does not require windowing, autocorrelation computa-

tion, matrix inversion and root finding as in the AUTO/LSP method. The

implementation complexity of the adaptive LSP technique is therefore much

less than the AUTO/LSP method.

4.6 CONCLUSION

This Chapter has presented the basic principles of LSP coeffi-
cients and the conventional AUTO/LSP method for deriving them from seg-

ments of speech. Adaptive schemes based on UIS-type adaptation [67] were

also described for calculating LSP coefficients directly from the analy-

sis speech, without recourse to conversion from other parameters. En-'

hancement to the basic LMS adaptation technique were proposed using an

approximation to the Hessian matrix.
A method of assessing the performance of adaptation schemes was

described. A performance curve for the 'LSP' adaptive filter was plotted

and from this a preferred convergence rate factor, ~, was estimated. A

drawback of this performance curve method is that it is based on an av-
eraging process which smooths out the sample by sample variation in error

signal power that occurs in each individual trial in. the ensemble of

trails. It is therefore necessary to examine the individual trails as well

as the overall learning curve to provide a reliable means of comparison
between different methods. The developed 'modified 2nd order' adaptive

LSP method shows smooth adaptation as well as fast convergence as shown

in Figure 4.15. Hence, the performance curve approach was found to produce

an appropriate value of ~.
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The adaptive LSP filter scheme has been compared with other known

adaptive ladder filter and adaptive lattice filter schemes [63,70]. The

results indicate that the adaptive LSP scheme performs much better than

the other methods in terms of the convergence rate.

The 2nd order adaptive LSP scheme was applied to the APe-AB coder

to replace the AUTO/LSP technique. Informal listening tests and objective
measurements showed that the adaptive scheme can be made comparable to

the AUTO/LSP scheme in terms of objective and subjective speech quality.
Furthermore, the adaptive LSP scheme can be implemented rather more sim-

ply.
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Figure 4.1 Linear prediction analysis/synthesis filters.
Ca) Ladder filter, (b) Lattice filter.
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Figure 4.2 Argumented lattice filter.
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Figure 4.3 Linear Prediction in LSP filter structure.
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(a) Analysis

~~ ~_'5~fn'

(b) Synthesis

Figure 4.4 Fourth order LSP ana1ysis/synthesis filters.
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Figure 4.5 Plot of LSP's and poles on the unit circle.
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Figure 4.6 A sixth order adaptive LSP filter to generategradient estimates.
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obtained by an 4-th order predictor to a correlated Gaussian noise
input signal generated by a four-pole recursive filter.
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Table 4.1 Statistics of LSP coefficients

BAND 1 BAND 2 BAND 3

°1 ("1 °2 ("2 °1 «'1 "2 ("2 Ul «'1 "2 «'2

Maximum 1.18 1.67 2.32 2.75 1.87 2.06 2.48 3.00 1.50 2.09 2.70 3.04
(inrad.)
Minimum 0.63 1.01 1.34 1.71 0.10 0.61 1.24 1.91 0.25 0.68 0.90 1.55
(in rad.)

Mean 0.93 1.27 1.82 2.17 0.62 1.20 1.85 2.49 0.84 1.28 1.93 2.58
(in rad.)
Std. dey. 0.06 0.10 0.18 0.21 0.19 0.24 0.20 0.19 0.15 0.17 0.23 0.23
(in rad.)

(a)

Table 4.2 Statistics of LSP coefficient differences

BAND 1 BAND 2 BAND ·3

Maximum 1.18 0.82 1.27 0.68 1.87 1.34 1.23 1.54 1.50 1.42 1.48 1.47
(in rad.)
Minimum 0.63 0.01 0.10 0.07 0.10 0.02 0.02 0.03 0.25 0.01 0.03 0.03
(in rad.)

Mean 0.93 0.34 0.55 0.35 0.62 0.58 0.65 0.63 0.84 0.44 0.65 0.65
(inrad.)
Std. dey. 0.06 0.10 0.18 0.11 0.19 0.19 0.20 0.17 0.15 0.17 0.22 0.22
(in rad.)

(b)

Figure 4.18 Statistics of LSP coefficients computed by adaptive LSP
scheme.
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AUIO-L,SP

@&<t> <t>/0 Others Remarks

Window N Eqn(3.6l)
Auto- (N-p/2)(p+l) Eqn(3.62)funs;t12D

Matrix 2(p-l) pep-I) (p2_l) pe Eqn(3.S9)egua!;12D Durbina to Lse k(2p+3)-M+2 (7+k)p-k k(p+l) (TLU) Ref. (49 I

( a )

Adap!;1ve-LSP (Eqn 4.74)

$/0 others Remarks

Error Signal (p+l) (2p+3) Eqn(4.48)
Gradient p(p/2-1)/2 p(p/2·1) Eqn(4.S4)

Ves;toJ.:update
Coe ffic hnt (p+3) (p+2) p e Eqn(4.73)

Ves;t2J::update

( b )

p ..
® ..
EB ..
TLU -
k ..
M -
J -

order of LPC model.
mUltiplication operation,
division,
cosine table look-up.
(M+p(J+ I) 1/2,
number of spectral pointl(typically M-128 for p..lO),
INT[log2[2~/(M.tol)IJ·l, INt - integer of •.
INT[log2(2~/(p.tol)I·1J,
an accuracy factor (typically tol..O.OOS for p-10).

® &(f) - multiply & add operation,
~/0 - addition or substraction,

tol -
Table 4.3 Comparison of the computation complexity.

(a) for a N·sample block of speech,
(b) for each adaption of the adaptive LSP filter.

Figure 4.19
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CHAPTER 5 AN ERROR PROTECTED SPEECH CODER FOR ffOBIlE RADIO CHANNEL

5.1 INTRODUCTION

Low bit-rate digital speech coders suit the current trend of ISDN
development [2,3,4], and are required for increasing channel capacity in

Land Mobile Radio (U1R) systems. The advantages of such coders have been
briefly described in Chapter 1. However, speech coding transmission over
U1R channels must be robust to channel errors, especially errors due to
Rayleigh fading. As the amount of information contained in each bit is
inversely proportional to the speech coding rate [35], each encoding bit,

therefore, becomes more important as the bit-rate is reduced. Thus, a very

small number of bit errors can corrupt the speech very severely and cause

roughness or missing information in the reconstructed speech. Channel

coding is a possible way of mitigating the harsh effect of frequent errors

in the LMR channel, but the added redundancy contradicts the aim of high

spectrum efficiency. Although the speech coding rate can be reduced to

balance the added redundancy, this in turn imposes more distortion in the

original speech quality. To be acceptable for an effective L~1R system,

the ~igital voice transmission must produce speech quality better than
or at least comparable to that of present analogue systems, and must also
have high spectral efficiency. To design a coding technique for such
systems, an understanding of speech coding schemes and channel coding

capability is essential to compromise between the degradation in speech
coder voice quality itself and the error correction effect of the channel

coding.

The thesis so far has described an U1R channel simulation, the

theory of a speech coding algorithm (APC-AB) and the properties of speech
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coding parameters including LSP coefficients. Using this knowledge, a

channel coding method based on the APC-AB speech coder is investigated
in this Chapter.

In our study, a 900 MHz FDMA single channel per carrier (SCPC) LMR

system is chosen. The gross bit-rate of the coding system for transmission

is assumed to be 16 kb/s. Consideration is given to transmission with zero
errors and to transmission in the presence of errors with error ratios

of 1:100 and 1:1000. For comparison with analogue FM system currently
in use in Western Europe, the bit error rates (BERs) of 1:100 and 1:1000
were equivalent to carrier to noise ratios, CIN, of 18 and 26 dB which

give 90% and 50% area coverage respectively [72].. With these assumed

conditions, the target is to develop a combined speech and channel coding

technique to achieve a satisfactory average performance with BER up to 1

The organisation of this Chapter is as follows: Section 5.2 is

concerned with measures of channel distortion caused by random and L~!R
fading burst errors. Speech coding distortion measurements at various

speech coding rates are also described. In Section 5.3, two forward error

correction (FEC) coding schemes, using Reed-Solomon codes and Hamming
codes, will be investigated. Based on the distortion measure results and
the error correction capability, a bit-by-bit error protection method 'is

developed. In Section 5.4, it will be shown that more reliable speech

transmission can be achieved if a "zero-redundancy" error correction
scheme i~ used, this being based on a good understanding of the'properties

of LSP coefficients.
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5.2 CHANNEL AND SPEECH CODER DISTORTION NEASURENENTS ON APC-AB

An LHR channel is a time varying channel which is affected by mo-

bile speed, ambient environment, motor noise etc. Analysis of the effect

of channel distortion on a speech coding system can be simplified by using

a model as shown in Figure 5.1, from which the total speech distortion,
0, over the channel can be expressed as

o = E[ ( sen) - s (n) )2r (5.1)
where sen) is the original speech sample and s (n) is the reconstructedr

speech sample at the receiver. Assuming st(n) is the reconstructed speech

over an error free channel, (5.1) can then be written as

0 = E[ ( sen) - st(n) + st(n) - s (n) )2 ] (5.2)·r
= a 2 + a 2 + 2pa as c s c

where a 2 = E[( sen) - st(n) )2] ands
a 2 = E[( st(n) - sr(n) )2]c

a 2 is the speech coder distortion~ and ac2 is the channel distortion dues
to channel errors. p is the cross-correlation coefficient between a ands
0c' which can be approximated to be zero (33). The total distortion, D,

is therefore simplified as
o = a 2 + a 2 •S C (5.3)

Once a speech coding scheme has been chosen for the U1R system, the total
distortion may be minimised by using antenna diversity, advanced modu-

lation schemes and error control coding in order to lower the probability
of channel errors. Error control coding is a powerful and flexible adjunct

to speech coding. However, due to the high channel error rates which occur

in mobile radio channels, only high red~ndancy error correction codes are

effective and these will decrease the channel capacity considerably.
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To minimise the total speech distortion at a fixed transmiss ion
rate, there is a trade off between a 2 and a 2. Speech quality degrada-s c
tion, as 2, can be decreased by using higher bit-rate speech coding method.

However, higher channel distortion would then be a problem as high re-

dundancy channel coding could not be accommodated. Contrarily, increasing

the number of redundancy bits for channel coding would reduce 0c2, but
this would have to be done by reducing the speech coding bit-rate thus
reducing the speech quality.

In various low bit rate speech coding schemes [11], such as APC-AB,
the transmission code consists of many different speec~ parameters. The

speech distortion which occurs due to channel errors will depend on which

parameters are most susceptible to corruption. Some speech parameters

may produce large speech distortion if received in error, whereas others

may produce relatively minor effects. Hence, an effective error· control

coding scheme could be achieved by protecting the individual speech pa-

rameters according to their sensitivity to channel errors. It may be
possible to have no protection for parameters for which the sensitivity

to channel errors is very low. Channel coding design using this approach

must be based on measures of the effect of channel errors on each type
of speech parameter. In our study. two time domain distortion measures,
the long term signal to noise ratio, SNR1 ,and the segmental signalong
to noise ratio, SNR , which have been defined in Section 3.4, will beseg
used to measure the performance of APC-AB in the presence of transmission

errors.
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5.2.1 CHANNEL DISTORTION ASSESSffENTSON APC-AB

The APC-AB speech coding system proposed by Itakura [31] has been

described in Chapter 3. Briefly, input speech is sampled at 6.4 kHz and

each 20 msec segment of 128 samples is encoded by 320 bits using natural

binary coding of a range of different parameters. Figure 5.2 shows a
320-bit transmission frame format of the 16 kb/s APe-AB coder. Each frame

contains an 8-bit synchronisation codeword for frame synchronisation, 80
bits of side information that consists of 6 different speech parameters,
and 232 bits of subband residual data. Before proceeding to consider any

error correction technique, we first investigate the performance of the

'unprotected' APC-AB coder in the presence of transmission errors. In the·

following, the results of three different channel assessments are pre-

sented from which a better understanding of the effects of channel errors

on the decoded speech can be gained.
The anticipated performance of a speech coder when used in a noisy

channel may be assessed by simulating the coder in software and intro-
ducing errors in the transmission code. In the first assessment, the ef-

fect of random channel error and LMR Rayleigh channel error are

investigated. For the Rayleigh fading channel assessment, noncoherent
frequency shift keying (NCFSK) is adopted as the mode of transmission.
The simulation of this system has been described in Chapter 2. At mobile

speeds of between 50 km/h to 100 km/h, bit error rates of 1:100 and 1:1000

are equivalent to CNRvalues of about 20 and 30 dB respectively. Figure

5.3 illustrates the performance of the APe-AB coder in those channels by

plotting the SNR against bit error rate (BER). The speech material usedseg .
is a 30 sec section of a low pitched male voice and a 30 sec section of

high pitched female speech.
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Figure 5.3 shows that the performance of the coder (measured in

terms of SNR in the random error channel was worse than its performanceseg
in the Rayleigh fading channel. This is because at fixed BER, the random

errors are evenly distributed over a given speech packet, whereas the

fading channel errors tend to be clustered together. As bit errors pro-
duced by LMR fading channels tend to be concentrated in a smaller number

of speech parameter codewords, this tends to cause less erroneous speech
parameters than occur in purely random error fading channels. Hence, the
coder degrades more severely in the random error channel than in the
Rayleigh fading channel.

By comparing the coder performance at two different vehicle speeds

as shown in Figure 5.3, it may be seen that the severity of the Rayleigh

fading depends on the mean CNR and vehicle speed. Table 5.1 (in Figure

5.13) gives the level crossing rate and the mean fade duration for a few

mean CNR values and mobile speeds which can be computed by Equation (2.23)

and (2.26). From Table 5.1, it is seen that at 900 ~1Hz and 50 km/h, if

the mean CNR is 15 dB, the carrier signal falls below the noise level
about 17 times per second and remains below that'level for about 2 msec

for each fade. Hence, the signal is in a fade approximately 10% of a
speech frame. The bit error rate in the fade depends on the modulation
technique and the depth of the fade. If the carrier frequency and the mean

CNR remain unchanged, and the mobile speed is increased to 100 km/h the

signal' is in a fade approximately 5% of a speech frame. However, the

fading rate increases to 35 fades per second and causes more erroneous

speech parameters. Thus, the speech distortion is higher and the SNR

performance curve at 100 km/h becomes closer to the random error channel

performance curve.
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Informal listening tests were carried out on the noisy channe 1

speech at BER 1:100. The quality of the reconstructed speech was severely
corrupted, and had substantial roughness, frequent pops and clicks, and

occasional reverberant sounds. Attempts were then made to identi;y the

nature of the distortion which is caused by errors in specific APe-AB

parameters, the aim being to discover which parameters were most sensitive
to channel errors. Random errors at BER 1:100 were introduced in a single
specific APe-AB parameter on a frame by frame basis. All the other APe-AB
parameters remained intact for each frame. For example, the effect of
errors in the pitch period parameter was evaluated by introducing random

errors in the 7-bit pitch period codeword as it occurs frame by frame.

This evaluation was repeated for all other APe-AB parameters. Figure 5.4

illustrates the results of these evaluations in the form of bar graph,

which shows the influence of errors in each parameter on SNR andseg
SNRl . The capital letters underneath the horizontal axis in Figure 5.4ong
indicate the speech parameters indexed as denoted in Table 5.1. The let-
ters Fl, F2 and F3 represents the 1st, 2nd and 3rd subband LSP coefficient

sets; and Gl to G7 represents the first seven KLT coefficients. As the

distortion of all the other KtT coefficients was somewhat similar to G6
and G7, they are not shown in the bar graph. The dotted line represents

.
the performance of the coder at 0% BER. It may be deduced that from the

graph that different parameters are error sensitive to different degrees

as measured in either SNR or SNR1 .seg ong
From informal listening tests, the speech distortion due to error

in e. F2. F3 or H was less annoying than the distortion caused by errors

in the other parameters and was more uniformly distributed throughout the

duration of the speech. The difference between the effect on SNR andseg
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the effect on SNRI for these parameters was relatively small. The ef-ong
fect of errors in the pitch gain parameter was relatively unnoticeable.

When random errors were introduced into parameters F2 or F3, low level

whistling noise was heard in the speech background. The effect of intro-

ducing errors into the coded residual CH) was to produce natural sounding
speech but with some roughness. Although Figure 5.4 is indicating a large

effect on SNR due to errors in H, the distortion appeared less distrib-
uting than that caused by errors in other parameters, for examples, F2

and F3. It was found that when the difference between SNR and SNR1 'seg ong
was large, for the parameters B, D, E, Fl and G, the distorted speech had

annoying features, such as frequent pops and clicks, and reverberant

sounds. The speech distortion due to errors in the pitch period parameter

(B) or errors in the sub-interval position (D) was reverberant sounding

because of the abnormal periodic propagation by the pitch predictors and

incorrect recovery of the adaptive bit allocations. Errors in the first

subband LSP coefficient (Fl) caused frequent pops and clicks, which pro-
duced a lower SNR and larger difference between SNR and SNRI .seg seg ong
Perceptually this was the most annoying form of distortion as compared

with the others. Errors in the first two KL! coefficients caused the
distorted speech to have a very loud warbling sound (as if spoken in wa-
ter), and errors in all other KL! coefficients resulted in low level

warbling sounds. When random error was introduced in the average energy

(D), the distorted speech had pops and clicks which was due to abnormal

amplification of some speech segments.
From the results of informal listening tests, speech distortion

due to the noisy channel can be categorised into two types: (i) transient

distortion perceived as pops, clicks and reverberant sounds, (ii) uniform
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distortion and general roughness distributed throughout the speech sig-

nal. In speech transmission, although the underlying speech quality may

be very good, the effect of transient distortion, causing occasional

strong pops and clicks can be to severely degrade the subjective quality

of the speech coder performance. From the previous two measurements, it
may be observed that for speech cont~ining the more subjectively annoying
transient distortion, the difference between the SNR and SNRl is. seg ong
large. It is known that [33,73] in general in an error-free channel, the
objective performance of a speech coder as measured by SNR is in betterseg
agreement with subjective assessments than would be the case with

SNRl . This is because when the distortion is not very large, theong
SNR is equally weighted for very large and small energy parts of aseg
speech signal. However, it was found that when the performance of a coder

is measured in a noisy channel and the distortion in some of the decoded

signal segments is very large, the SNRl seems to reflect high levelsong
of transient distortion better than the SNR . The speech parametersseg
which tend to produce transient distortion in noisy channels are B, D,

E, Fl and G. It is confirmed in Figure 5.4 that the SNR values seem lessseg
sensitive to transient distortion than SNRl . Therefore, it is con-ong
eluded that both objective distortion measures are useful in assessing

the performance of speech coders over noisy channels. SNR is moreseg
useful when the speech distortion is small, and SNRlon~ is more useful
when the speech distortion is large. Ultimately, performance must be
judged by formal subjective listening tests and there may be some dis-

crepancies between what is predicted by either objective measurement and

what is actually heard. Objective measurements are nonetheless useful

as they are predictable, easy to obtain and may be used for automated
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optimisation procedures which can continually monitor the system per-
formance.

From the previous channel distortion measurements, it is found

that errors in the side information tend to result in transient distortion

in speech; that is. subjectively disturbing pops and clicks or warbling

sounds tend to occur. A set of measurements referred to as the bit in-
version test is therefore introduced to test the importance of each bit

in the side information. In this test. a single bit in the side informa-
tion of every speech frame is inverted so that the distortion in the re-
constructed speech is only due to the inverted bit. This test was carried

out for each bit of the binary code for pitch period (B), pitch gain (C),

sub-interval position (D). average energy (E), KLT coefficients (G) and·

the most significant bits of every LSP coefficients (F'). The results of

this measurement are expressed in terms of SNR and SNRI ,and areseg ong
illustrated in Figure 5.5.

Figure 5.5 shows that B, DJ and G are equally important. probably

because these parameters are used to recover the bit allocation scheme
for the sub-band residual. If any bits of these parameters become erro-

neousJ the bit allocation calculation at the decoder would be severely

corrupted. When bit inversion was tested on most significant bits (~!SBs)
of the second and third LSP coefficients of the 1st sub-band. and ~!SBs

of the first two LSP coefficients of the second sub-band. high levels of

pops and clicks were detected. This is because the LSP coefficients are

impliCitly controlling the formant location and formant bandwidth. A bit

inversion on the MSB of an LSP coefficient would be very likely to cause

two or more LSP coefficients· to become too close to each other and hence

would tend to over-emphasise a speech formant.
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It was also found that when the most significant bits of the first

two LSP coefficients in the second sub-band were inverted, frequent loud

squeaking noises were heard. This kind of deterioration in the decoded

speech seems to be shown more prominently in the long term SNR measure.

Errors in the average energy code (E) have different effect. Bit
inversi~n tests on the first two MSBs resulted in unintelligible speech,
bue the degradation in the reconstructed speech is barely noticeable when
the last 2 bits are inverted.

When errors were introduced into the pitch gain (C), distortion
was barely noticeable in the reconstructed speech.

By comparing the conclusions of informal listening tests conducted

to assess the effects on bit inversion and objective measurements, it was

concluded that the SNRl again indicates the severity of the transientong
distortion more reliably than SNRseg

5.3 AN ERROR PROTECTED nETHOD FOR APC-AB CODER

LMR channels can show very poor error rate performance. When the

transmitted data is received in an error burst, the bit error rate (BER)
can be as high as 1:2. From the channel distortion measurements described

in Section 5.2.1, it is apparent that the performance of the 16 kb/s

APC-AB coder degrades very rapidly when the mean channel BER is higher

than 1:1000. Especially, at BER of 1:100, the decoded speech becomes very
distorted and unnatural sounding and intelligibility is lost occa-

sionally. Methods of using error correction coding and interleaving has

been investigated in various publications [e.g.74,7S,76], for mitigating

the fading channel effects. With a view to improving the coder performance



Chap. 5 Error Protected Speech Coder 207

at fading BERs of the order of 1:100, this section presents a bit-by-bit

error control method, using error correction coding and interleaving, for

the APC-AB coder under the constraint of keeping the channel transmission

rate at 16 kb/s.

5.3.1 ERROR CONTROl CODING AND INTERlEAVING

There are two major types of error control coding methods: block

coding and convolution coding. A block encoder produces a block of n
output symbols which depend only on k input symbols in any given time

unit. In convolutional encoders, however, each encoded block depends not

only on the corresponding k message symbol block at the same time unit,

but also on previous message blocks.
Considering the APC-AB coder, the binary output data stream has a

well defined block structure with block length of 320 bits. Each of these

blocks may be further divided into subblocks representing, for example

different side information parameters and residual parameters. These

sub-blocks pertain to information of unequal relevance to the process.

It seems reasonable to favour block codes for encoding APC-AB digitized

speech because this will make it easy to assign different degrees of
protection to different blocks. We have therefore adopted block. coding

in this work •
.The set of all possible encoded messages output from the block

encoder is called a codebook, and each encoded message is called a code-

word. The purpose of the code is to maximise the probability of correct

decoding. It is thus desirable to ensure, as far as possible, that the

transmitted codeword is not converted to another during transmission
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[77]. This can be achieved by making the codewords as different as pos-
sible.

Error control coding generally takes on one of two forms:

(i) Automatic Repeat Request (ARQ). If the decoder detects errors
in a block, it asks for a re-transmission of that block. ARQ sys-
tems become less efficient as the channel error rate increases.

(ii) Forward Error Correction (FEC). The decoder corrects a certain
number of errors per block, thus eliminating the re-transmission
time delay and obviating the need for a return channel. However,
greater redundancy is needed and the decoding equipment is more
complex in general.

As the ARQ process requires additional delays and feedback information

for re-transmission. and this, especially. will not be very efficient for

high error rate channels, FEC methods are, therefore, to be adopted to

protect the APC-AB coder.

The error structure of the Uffi channel tends to be in bursts as

described in Chapter 2 and in Section 5.2.1, because the fading affecting

the channel is of long enough duration to affect several bits of data.

Simple FEC systems such as Hamming code designed to detect or correct

errors may nott'ble to deal with burst behaviour, so some degree of burst ~.
error correction is needed. An effective technique for applying FEC on a

burst error channel is to use interleaving. A simple interleaving tech-
nique for use with block codes can be visualised as a rectangular array

with I rows and N columns. The vertical dimension of the array, I, is
called the interleaving degree. If an error burst lasts for b code sym-

bois and b is less than I, the interleaver is required to produce at most

a single error in b consecutive codewords. With this approach, a burst

error channel is transformed into afrandom error channel, which may allow ~

many effective FEC coding techniques to 'be applied. Selection of I usually
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depends on the expected error burst lengths, and care must be taken when

channel disturbances are expected to produce periodic errors.

The use of interleaving can totally randomise a burst error chan-

nel, but at the expense of considerable delay which may be unacceptable

for speech channels. For the APC-AB coder, it is therefore necessary to

limit the degree of interleaving, an4 this will mean that some burst er-
rors will remain in the interleaved code - but to a lesser degree than
before interleaving. Because of the existence of these remaining burst

errors, it is advantageous to adopt a more sophisticated error protection
scheme than the simple single error correction code ref~rred to earlier.

The scheme to be used is the well known Reed-Solomon coding scheme which

has the advantage of correcting multiple-bit errors.

In the following section, a well known single error correction

code, the Hamming code, and an optimal burst error correction code, the

Reed-Solomon code, will be described. They were applied for the APe-AB

coder to protect the speech code from fading channel error. Then, the use

of interleaving techniques will be described in greater length in Section

5.3.3.

5.3.2 FORWARD ERROR CORRECTION CODING

Before proceeding to describe the function of block coding meth-

ods, it is necessary to define a useful parameter known as Hamming dis-
tance. The Hamming distance between two codewords is defined as the number

of symbols in which they differ. If d is the minimum distance between any

pair of codewords in a codebook, then the maximum number of correctable
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errors, t, and detectable errors, e, must obey the following inequalities
[77] :

e S
t S

d - 1
Cd - 1)/2

(5.4)
(5.5)

Clearly, tSe, since an error must be detected before it can be corrected.

Normally, an error correction code capable of correcting t errors is de-
noted by Cn,k,t), where n is the overall block length and k is the in-

formation block length. The efficiency or the rate of the code is given
by

R = kin (5.6)
which indicates the degree of required redundancy for the code.

Possibly the simplest and most efficient error correcting code is

the Binary Hamming code [78] which has a minimum distance of 3, and can

therefore correct one bit error in each n-bit block. If the added number

of "parity" check bits, m=n-k , is greater than or equal to 3, there exists

[79] a Hamming code with the following parameters:

n = 2m - 1
k = n - m
t = 1 .

(5.7)

Then, the rate of the Hamming code is:

R = (n-m)/n = 1 - min (5.8)

As the error pattern produced by an UfR channel tends to be in

bursts, the use of Hamming code may not be powerful enough for this

channel since it can correct only one error per block even after a limited

degree of interleaving. A more sophisticated "burst error correction"

coding scheme- is therefore required. In theory [77], the number of parity

check symbols that must be introduced to allow a single burst of b con-

secutive symbol errors within a block of n symbols to be corrected is at

least 2b. Therefore,
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n - k ~ 2b (5.9)
Any burst error correction code which satisfies the inequality:

bSINT[(n-k)/2], where INT[.] is the integer of, are said to be optimal.

Reed Solomon (RS) code [80] is considered as the best type of block code

for dealing with bursts of errors in codewords. RS code is a symbol error
correction code. Instead of coding blocks of individual bits, as the
Hamming code does, the RS code encodes blocks of symbols each symbol re-
presenting a group of say t bits. An RS code is denoted by the parameters

(n,k,t) when n is the block length, i.e., the number of t-bit encoded
symbols to be transmitted, and k is the number of t-bit symbols. The en-

coded RS code is a block sequence of Galois field (or finite field) sym-

boIs [77], each symbol being represented by a sequence of t bits. Each

symbol is an element of a finite field of 21 symbols referred to as a

Galois field or GF(2t). The encoding and decoding process for RS code

requires finite field arithmetic, and therefore the complexity of the RS

codec is higher than the Hamming codec. For t-symbol error correcting RS
tcode over GF(2 ), as denoted by (n,k,t), with each symbol represented by

1 bits, it follows that [77]
n = 21 - 1 symbols =
k = n - 2t symbols =
d = 2t + 1 symbols.

t(21-1) bits
t(n-2t) bits

(5.10)

Therefore, a burst error of length of t symbols, or t successive erroneous

symbols, can be corrected. For example, if (15,9,3) RS code over GF(2~)

is considered, 36(=k.l) bits of information are grouped into 9 4-bit
symbols, where each symbol formed is an element of an alphabet of 2~

symbols. Then, 9 symbols are encoded to 15 channel symbols, and 3 sue-

eessive symbol errors (=12 bit error burst) can be corrected. However, a

burst error of length (t-1)t+1 bits or less, which is equal to 9 bits in
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this case, can affect t(=3) successive symbols. Hence, the maximum length

of the correctable bit error bursts is not strictly ~.t(=12) bits but in

the worst case is (t-l)t+l(=9) bits. The rate of the R-S code is given
by

R = (n-2t)/n = 1 - 2t/n . (5.12)
Normally, the rate of an RS code is lower than that of a Hamming code but
the Hamming code can only correct one error in a n-bit block.

~fethods for implementing Hamming codes and the RS codes are de-
scribed in many standard text books [77,78] and no attempt is made to
describe them here. For the block coding methods described above, if t

or less errors are detected, at the decoder, the received codeword can

be perfectly corrected. When a codeword is received with more than t er-

rors, the decoding process is not only unable to correct errors but will

also erroneously decode codewords received correctly and may cause more

errors in the decoded data. For some systems, additional error detection

capability is desired to alleviate the erroneous decoding conditions. It

can be shown that [77] most block code can be extended by adding a minimal
amount of redundancy to provide additional error detections capability.

For example, a (15,11,1) binary Hamming code can be extended to (16,11,1)
by adding an overall parity check bit to provide error correction of all

single bit errors plus detection of all double errors (detect
2,4,6,8,10,12,14,16 errors). After error detection, the received data may

be discarded or some other action may be taken.

When using error correction codes, an important fact must be taken

into account [77]. If the channel error rate exceeds the correction ca-

pability of the code, the error correction coding technique will adversely

affect the transmission quality. The transmission quality will generally
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be worse than without error correction coding. Hence, the degree and type

of error correction coding should ideally depend on the channel error

characteristics. As mentioned in Section 5.2.1, L~lR speech coders are

often required to operate in conditions where fade duration can extend

up to 10% of a speech frame (320 bits). This means that there could be
up to 32 bits in a fade. Thus, the error correction coding system is re-
quired to be capable of correcting a burst error with length of at least
32 bits.

Consider the use of a Hamming code to cope with error burst of
32-bits or longer in the 320-bit frame length of an APe-AB codec. The

320-bit frame must be split into smaller blocklength for convenient cod-

ing. The choice of the Hamming code block-size has an important influence;

the smaller the block length the less probable is the occurrence of an

error in a block, but the coding of small blocks by the addition of re-

dundant bits is less efficient than the equivalent redundancy coding

spread over a ~arge block. To correct error bursts of at least 32-bits
within a 320-bit frame, the frame must first be randomised by an inter-

leaving technique so that the errors are uniformly distributed within the

frame and are isolated so that the probability of having groups of con-
secutive bits with more than one error remains small until the group size

approaches 10(=320/32). Clearly, at least 32 Hamming coded blocks will
be needed and therefore a (7,4,1) binary Hamming code (see Equation 5.1)

is an appropriate choice. If a 320-bit frame is divided among 45 7-bit
subblocks and each subblock is protected by a (1,4,1) Hamming code, more

than 32 bit errors can be corrected when they are evenly distributed be-

tween each block. The burst behaviour of 'the LMR channel can be randomized

by interleaving the Hamming encoded speech frame at a depth of 45. Hence,
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in principle one channel error is intended to be trapped in b Hamming

encoded subblock after de-interleaving, and can be corrected by Hamming

decoding. As the number of parity check bits is equal to three for each

subblock, the total number of redundant bits per frame is 135 bits. To

maintain the transmission rate at 16 kb/s, the net speech coding rate has
to be reduced from 16 kb/s to about 9..25kb/s. Speech quality at this rate
will be degraded.

From the channel error distortion measurements for the APC-AB co-
der as described in Section 5.2.1, it was deduced that some of the APC-AB

speech parameters are less sensitive to channel errors than others, as

measured by the effect on the final speech quality. Hence, instead of

protecting the entire bit stream of a speech frame, excessive overhead

for redundancy can be avoided if error protection bits are only allocated

to protect the bits or speech parameters which are most error sensitive.

Based on the channel error distortion measurements in Section 5.2.1, a

bit-by-bit protection scheme is described in the following section.

5.3.3 AN ERROR CONTROL HETeOO ON APC-AB

From informal listening tests it was found that the most undesir-
able effect in the decoded speech was the transient distortion. The effect

is fairly prominent when some side information is affected by channel

errors; especially errors on the LSP parameters. Bit error rates of 1:100
on the residual bits only cause general roughness distributed throughout

the decoded speech. To minimize the transient distortion high redundancy

error correction coding can be applied to minimize the error probability

on the error sensitive speech parameter. However, to keep the transmission
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rate constant at 16 kb/s, the error correction code must be carefully

applied to the error sensitive bits or speech parameters so that the
amount of additional redundancy can be kept to a minimum.

To balance the additional error correction coding redundancy, the
net speech coding rate must be reduced. The net speech coding rate can
easily be changed by adjusting the mean residual bit rate, R, as given
in (3.82). A simple experiment was performed to investigate the perform-
ance of the coder when R is varied from 0.875 to 1.88; equivalent to net

speech coding rates from 9.6 kb/s to 16 kb/s. The objective performance
is shown in Figure 5.6. Then, informal listening tests showed that good

quality speech was still maintained at 12 kb/s (R=1.25). Below this rate,

slight roughness was heard in the decoded speech. Thus, it is desired that

the additional redundancy should not more than 4 kb/s.

LSP coefficients change relatively slowly between frames [61],

which means that the LSP information has a fair amount of redundancy when

compared over a number of frames. Thus, instead of using highly redundant
FEe (forward error correction) codes, less redundant error detection

codes may be used. If errors are detected in the LSP coefficient set for

a frame, the previous LSP coefficient set may be used without incurring
excessive distortion. For the 'protected I APe-AB coder being investi-

gated, two (16,11,1) extended binary Hamming codes are used to protect

the three sub-band LSP coefficient sets. The LSP coefficients of the

APe-AB' codec are quantized at 3 bits per. coefficient. Figure 5.4 indi-

cates that the overall speech quality is more sensitive to the first

sub-band LSP coefficient, Fl, than to the second and third sub-band LSP

coefficient, F2 and F3 respec t ive Iy , because Fl usually contains more

important speech information than other sub-bands. The bit inversion test
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results as depicted in Figure 5.5 suggests that the following scheme for

protecting the most sensitive LSP coefficient bits will be reasonably
efficient.

(i) A first (16,11,1) Hamming code applied to all the LSP coefficients
in band 1 except the last bit of the last LSP coefficient;

(ii) A second (16,11,1) Hamming code applied to

a) the two most significant bits of the first three LSP coefficients
and the most significant bit of the last coefficient in band 2,

b) the most significant bit of all the LSP coefficient in band 3.
If errors are detected in the first Hamming code, the erroneous first
sub-band LSP coefficients are replaced by the corresponding coefficients
from the previous frame. If errors are detected in the second Hamming

code, band 2 and band 3 LSP coefficients from the previous frame are used ..

All the other LSP bits are left unprotected as they are not too sensitive

to channel errors.

Apart from the LSP coefficients, there are another 44 bits of side

information including pitch period, pitch gain, sub-interval position,

average energy and KLT coefficients. Figure 5.4 and Figure 5.5 shows that
speech quality is not very sensitive to channel errors in the pitch gain,

the least two significant bits of the average energy and the least sig-

nificant bit of the pitch period. Errors in the remaining 38 bits seem
to cause a similar degree of distortion as measured objectively and sub-

jectively, because all these bits are very important for the residual bit

.allocation computation at the decoder. To achieve smaller error proba-

bility on these inter-related bits, a burst error correction code Reed-
Solomon (15,9,3) code is found to be appropriate. The details of this code

were briefly described in a previous section. The side information bits

to be protected by the RS code are as follows:

a) the first 6 bits of the pitch period,
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b) the 5-bit sub-interval position,
c) the first 3 bits of the average energy, and
d) all the KLT coefficients except the least significant bits of

the first two KLT coefficients.

The total number of bits for the side information, the redundancy

bit and the synchronisation codeword is 122 bits (=80+34+8 bits). Then,

the total number of bits that can be allocated for the residual samples
is 320-122=198 bits. Hence, the mean residual bit rate is 1.547 (=198/128)

bits/sample; this is equivalent to a net speech coding rate equal to 12.9
kb/s. Then, the encoded speech format can be as shown in Figure 5.7.

As given in (5.11), the (15,9,3) RS code can correct a b i (=9)m n
bit burst. The Hamming code can correct 1 error and detect every double

error. A typical burst length in LMR channels is 32 bits, and therefore

this long burst error can easily destroy the function of the error cor-

rection code. Hence, an interleaving technique must be used to break up

the burst to enhance reliability of the FEC decoding. Various interleaving

structures were tested. The one that was found to be more efficient is

shown in Figure 5.8. Basically, the interleaver is designed to separate
the RS code symbols as far as possible within a speech frame. Also the

error burst should be randomized to avoid burst error in the de-inter-

leaved Hamming code. To achieve this aim, the width of the interleaver
is set at a length of 15 symbols. In the interleaving process, the frame

synchronisation codeword is not interleaved and is always situated at the

beginning of a frame. The 15 4-bit symbols are first read into the in-

terleaver by rows, and all the remaining bit symbols fill up the inter-
leaver by rows. After all the symbols have filled up the interleaver,

the interleaved symbols are read out by columns for transmission. The

transmission sequence for a frame can be depicted as follows:

SYNC R1 69 84 .... 309 R2 70 85 ........• 301 R15 83 •... 308
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where R stands for the RS code symbols. In this way, the RS code can

correct an error burst of at least 43 bits, and burst errors are less

likely to occur in the de-interleaved Hamming code.

The 'protected' APe-AB coder was tested using the simulated Ray-

leigh fading channel for mobile speeds of 50 km/h and 100 km/h. The per-
formance was measured in SNR against bit error rates (BER) in the range

of 1:1000 to 1:100, as the SNRl was shown to be a better performanceong
measure than SNR for testing the coder in a noisy channel. The S~Rseg . long
and SNR measures are plotted in Figure 5.9 and Figure 5.10 for com-seg
parisons.

Figure 5.9 also shows the performance of the protected coder in

the simulated channel when interleaving is not applied. By comparing

Figure 5.9 and Figure 5.3, it may be seen that the error-free performance

of the protected coder was reduced by about 1 dB, because the net speech

coding rate was reduced to 12.9 kb/s. However, the SNR performance ofseg
the protected coder was improved by about 1.5 dB at mean BER of 1:100.
From the SNR1 performance graph in Figure 5.9, it may be observed thatong
the coder behaves better at higher mobile speed when the speech code is

not interleaved. This may be because in an UIR channel, as the mobile
is moving slower, the mean burst duration will be longer. At mobile speeds
of about 50 km/h, the mean fade duration is equivalent to about 32-bit

duration, but the RS code can only correct up to 12 bits of burst error.

Hence", the RS correction is very likely to be destroyed in this environ-
ment. When the mobile speed is higher and the mean fade duration is cor-

respondingly shorter, the RS code is likely to have a higher tolerance.

The protected coder was also tested in"a random error channel. The per-

formance is objectively and subjectively better than in an U1R channel.
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Its SNR measures are also plotted in Figure 5.9. This random error test

can be considered as indicative of the performance of a protected coder

when it is perfectly interleaved. To attain this performance in an L~IR

channel, the transmission speech code may need to be interleaved between

many speech frames which would then increase the codec delay dramatically.

As interleaving between frame$ introduces more codec delay, in our
experiment interleaving was only performed within each individual speech
frame as described previously. Figure 5.10 shows the SNR measurements of
the protected coder with the use of interleaving. Comparing the perform-
ance curves in Figure 5.9 at BER of about 1:100, the. effect of inter-

leaving is improved by the introduction of error correction coding, and

this improvement is more pronounced at lower mobile speed; at 50 km/h the

SNRI value is improved by about 4 dB. However, at BER of around 1:1000,ong
the SNRI value is reduced by 1 dB by the use of interleaving. Referringong
to Table 5.1, a BER of 1:1000 corresponds to a CNR about 30 dB. The mean

fade duration is about 0.303 msec at 50 km/h which is approximately

equivalent to a s-bit time duration. Therefore, error bursts of about

5-bits are to be expected. The RS code being employed is capable of

coping with s-bit error bursts even without interleaving, and the combined

Hamming code will perform better with interleaving. Hence, it appears that
the 1 dB degradation at BER of 1:1000 is caused mainly by errors in the

residual data rather than by errors in the APC-AB side information. This
is beciause at lower BER the occurrence of transient distortion will become

very infrequent as the side information is well protected by error cor-

rection code. However, an error burst will be randomly dispersed in its

effect on the residual bits after the de-interleaving process. This causes

a higher word error rate on the unpro~ected residual samples. For example,
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one short burst (affecting say 5 consecutive bits) may originally affect

one residual sample, whereas the same burst error dispersed by inter-
leaving may generally cause more erroneous residual samples.

The residual signal has higher resistance to channel errors and,

perceptually, errors in the residual should not cause disastrous effects

in the final speech quality. When Figure 5.9 and Figure 5.10 are compared

at mean BER 1:100, the SNR1 values are seen to be greatly improvedong
after the interleaving process. This may imply that there is less tran-

sient distortion in the decoded speech. From informal listening tests for
the 'protected' APe-AB coder, it was concluded that the'speech quality

at BER 1:100 was improved compared with the 'unprotected' coder. The de-

coded speech became more stable and intelligible and the transient dis-

tortion effects were greatly reduced. Therefore, it is concluded that

error correction coding and interleaving are very useful in speech coding

for transmission in LMR channels ••

5.4 'ZERO-REDUNDANCY' ERROR CONTRO!; I1ETHOD FOR APC-AB

Although error correction coding and interleaving techniques can
improve the quality of digitized speech transmitted in Rayleigh fading
environments, the degree of improvement is limited by the amount of ad-

ditional redundancy that can be accommodated and the amount of codec de-

lay, as needed by the error correction coding and interleaving schemes,

that can be tolerated. However, with an understanding of the properties

of the transmitted speech p~rameters, it is possible to devise a scheme

which achieves more robust speech transmission in high BER environments

at no additional cost in terms of bit-rate and delay. This section pre-
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sents an example of such a scheme which may be applied to LSP coefficient
transmission. The scheme will be referred to as the 'zero-redundancy'

error control method and is based on the properties of LSP coefficients

which allow a degree of error detection and 'correction' without intro-

ducing additional redundancy.

5.4.1 LSP QUANTIZATION NETHODS

LSP coefficients provide an alternative representation of the
short term spectra of speech segments and may be extracted from blocks

of speech according to a minimum mean square error (m.m.s.e.) criterion

as described in Chapter 3. Using these coefficients, a block of speech

samples is transformed into a block of residual samples which can then

be more efficiently encoded. If the LSP coefficients are corrupted by

channel errors, the m.m.s.e. criterion is destroyed, and also the inverse

transformation from the residual signal back to speech using erroneous
LSP coefficients may cause a range of different effects such as transient

distortion in the reconstructed speech. The LSP encoding technique used

so far is based on Soong's LSP difference encoding technique [49], which

was described in Section 3.3.3.2. The advantages of this method are:
a) the dequantized LSP coefficients are always in stable order,

b) it is more efficient than the direct LSP quantization method

with respect to quantization noise.
The direct LSP quantization method individually encodes each LSP coeffi-

cient by a scalar quantizer. The major drawback of the direct method is

that the histograms of the LSP coefficients overlap each other as shown
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in Figure 3.14 so that the de-quantized LSP coefficients may cross over

and thus fail to obey the ordering condition for stability.

In noisy channel environments, the disadvantage of the LSP dif-

ference encoding method is that if an LSP difference value is corrupted

by channel errors, this error will propagate and effect all the LSP co-
efficients up to and including the last of the frame. One very simple way

of detecting such error propagation is to examine the value of the last
LSP coefficient. If this value is greater than or equal to 180°, it is
clear that channel errors have seriously affected the LSP difference code.

, In such a case, the previous stable set of LSP coefficients may be used

to replace the erroneous set. However, in many cases, the last coefficient·

will not exceed 180° even when channel errors have occurred. An alterna-

tive method is therefore required to cover a wide range of errors.

Returning to the direct LSP quantization method, each coefficient

may be quantized by Max's quantizer (34) whose design is based on a

knowledge of the mean and standard deviation of each individual LSP co-
efficient as given in Figure 3.13. If each coefficient is finely quan-

tized, the quantized coefficients will not cross over and will satisfy

the stability criterion of LSP coefficients as:
o < f ' < f ' < •.•• < f ' < .•.. < f ' < w1 2 n p

(5 ..13)

where p is the LPC order in each sub-band, and an odd index and even index

of f' corresponds respectively to a e and a w coefficient as given inn n

(3.64). However, if channel errors occur, the corrupted LSP coefficients

may cross over after decoding. Fortunately, this crossing over of coef-

ficients can be detected, and corrective action can be taken without ad-

ding any transmiss ion redundancy redundancy. This approach is further

investigated and described below.
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For the APC-AB coder, it was found that [311 it is sufficient to

encode each coefficient by 3 bits. However, problems can occur with direct

quantization the distance between a pair of adjacent coefficients is very

small. In this case, the quantized LSP coefficients may fail to be cor-

rectly ordered for stability due to the effects of quantization. LSP co-

efficients are highly correlated with speech formant frequencies and
bandwidths. A slight change in one of the LSP coefficients changes the
spectral shape of the speech mainly around its particular frequency. The

introduction of unstable ordering by quantization at the encoder must be
avoided by perturbing the crossed over coefficients slightly until the

LSP coefficient set is stable.
Assume that p scalar quantizers for the p LSP coefficients are

predesigned for the direct LSP quantization method, and let fi,j',
i=l,2,oo,p, j=l,2, ..,sbi, denote the jth reconstruction level of the

quantizer operating on the ith LSP coefficient. bi is the number of bits

allocated to the ith coefficient. A typical vector (fl, f2, ..., fp) of

LSP.coefficients should be quantized to a vector (f1,j', f2,j', ... ,

f ') of reconstruction levels. After quantization, the stable orderingp,j
of -the quantized LSP coefficients should be tested. If a pair of coef-

ficients fails to satisfy the stable order condition:
> (5.14)

then f 'is taken as a reference coefficient. The distances betweenHl
fi+l' .and fH2 " and between fi+l' and fi-1' are measured as

du = fi+2' - fi+1' (5.15)

dt = fi+1' - fi_1'
According to the LSP property, if dt is'smaller than du' the speech for-

mant peak near fi-1' is higher than near fi+2'. To avoid speech formant
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over-emphasis after reordering, the reconstruction level of f.+l.' is
1 ,J

if d isu
moved up one level higher to fI+L, j+1'. On the other hand,
smaller than d", the reconstruction level of f. .' is moved one level

JI. 1, J

lower to fi,j-l'. After the re-ordering of the quantized LSP coefficients,
the ordering check is repeated until all the quantized LSP coefficients
are in a correct order for stability. Then. the code for each re-ordered
quantized value will be sent to the receiver. Figure 5.11 presents a
comparison of the two quantization methods: the LSP difference method (red
curve) and the direct method (green curve). for each subband of the APe-AB
coder for a 2 second segment of speech. The black curve illustrates the

unquantized LSP coefficients. It may be seen that the red curves follow

the black curve better than the green curves. which implies that. quan-

tization-wise. the LSP difference encoding method performs better than

the direct LSP quantization method. However. in informal listening tests,

the direct method was still able to maintain good quality speech for the

16 kb/s APe-AB coder. and only slight degradation was heard compared with

the LSP difference method. The speech quality was also measured in terms
of SNR • and it was found that only 1 dB degradation was caused by usingseg
the direct LSP quantization method for a 16 kb/s 'protected' coder.

5.4.2 'ZERO-REDUWDANCY' ERROR COWTROL NET90D FOR LSP COEFFICIENTS

. The above method guarantees that the quantized LSP coefficient set

is in stable order before it is transmitted to the channel. If 'crossover'

coefficients are, however. detected after de-quantization at the decoder,

this indicates that the received LSP parameters must have been affected

by channel errors. A simple technique for ensuring LSP parameter stability
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is to use the previous 'stable' set of LSP coefficients, once 'crossover'

is detected. Figure 5.11 shows that the LSP coefficients change relatively

slowly between frames, which means that the LSP coefficients may be

strongly correlated between frames. Hence, a better method for improving

the 'crossover' situation is to replace just the individual erroneous LSP

coefficient by the same coefficient from the previous frame instead of
replacing the whole set. However, the erroneous LSP coefficient may not
correctly be identified, as a crossover condition involves at least two
coefficients. A better detection method is to use the knowledge of LSP

coefficients gained from previous frame.

Assume that a vector of LSP coefficient (fIn', f2n', ..., f ')pn
is received, where n is the frame index. If a pair of decoded LSP coef-

ficients I fi and f'+1 fails to satisfy the stable ordering condition:,,n 1 ,n

f.l,n > f 'i+l,n for some i I

the distances between the n-th frame coefficients and the (n-l)th frame

coefficients are then measured as
d =If '-f 'Ii,n i,n i,n-l

=

With the assumption that the LSP coefficients change fairly slowly between

frames, if di is larger than d'+l ,the i-th LSP coefficient is more,n 1. ,n
likely to be corrupted by channel errors than the (i+l)th coefficient.

In such a case I fi 'is set equal to fi 1'· On the other hand I if d.+1. ,n .n- 1 ,n

is larger than di,n' then fi+1,n' is set equal to fi+1,n-l'. This 'zero-
redundancy' algorithm is implemented as follows, assuming that p is the

order of the LPC analysis:

Step 0 Initialisation Set i = 1.
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Step 1 If i ~ p then EXIT (error 'correction' finished).
Step 2 Error detection :

IF f. '~f'+l 'then goto Step 3,l,n l,n
else increment i by 1 and goto Step 1.

Step 3 Error 'correction':
If !fi,n'-fi,n-l'! ~ !fi+l,n'-fi+1,n-l'! then

set f '= f 'i.n i,n-1
else set f ' = f 'i+l,n i+1,n-l
Set i equal to 1 and go back to Step 1.

This algorithm was applied to the APC-AB coder simulation, and its
performance was test~d at a random bit error rate of 1:100. Figure 5.12

illustrates the performance of the algorithm (green curve), and compares

this with the LSP difference encoding technique (red curve). The black

curves show the unquantized LSP coefficients. The red curves exhibit a

number of 'spikes' when compared to the unquantized LSP coefficients these

being caused by channel errors. With the help of the 'correction' strategy

adopted for the direct quantization method, the green curves are closer

to the unquantized LSP coefficients. The modified APe-AB coder was tested
over a simulated Rayleigh fading channel at mean bit error rate 1:100 at

mobile speed 50 km/h. The speech quality was improved and transient dis-
tortion was reduced. When compared with the LSP difference encoding method
under the same channel conditions, the direct LSP quantization method

improved the SNRl value by approximately 1 dB. Hence, it is concludedong
that for high error rates the derived direct LSP quantization process as

described above performs better than the LSP difference method.
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5.5 CONCLUSION AND DISCUSSIONS

A bit-by-bit error control method for the APC-AB coder has been

presented in this Chapter. The protected coder was tested over simulated

LNR channels and random error channels. In designing error control coding

for the coder, mean level crossing rate and mean fade duration of the

Rayleigh type L~IR channel were considered. From informal listening tests
and objective measurements for the 'protected' APe-AB coder, it was con-

cluded that forward error correction (FEe) coding is able to enhance ro-
bustness of the coder in high BER a LNR channel, and also interleaving
is particularly useful when high redundancy FEe coding becomes difficult

to apply.

The three channel distortion measurements described in Section

5.2.1 are found to be useful, especially for designing FEe code for a low

bit-rate speech coder. The information conveyed by individual bits be-

comes very important for a low bit-rate coder and the selection of a

bit-selective error protection process is crucial and should be based on
the minimisation of some channel distortion criterion. An optimization

algorithm has been used to dec Ide:' how much FEe redundancy should be ap-

plied to each bit in a speech frame according to an objective test meas-

urement considered suitable for testing low-bit coded speech transmitted
over noisy channels.

It was found that at high bit error rates (BER), the decoded APe-AB

speech will generally suffer from severe transient distortion which would

lead to very poor performance in subjective tests. Elimination of tran-

sient distortion is, therefore, essential for a robust speech coder. From

our tests, SNRI seemed to provide a better indication of the severityong
of transient distortion than the SNR measurements. This is because popsseg



Chap. 5 Error Protected Speech Coder 228

and clicks in some badly corrupted speech segments do not show up promi-
nently in SNR measurements. The SNRl measure is thus a better mea-seg ong
sure than SNR for noisy channel speech tests.seg

FEC codes can alleviate but not totally eliminate the occurrence

of transient distortion. Zero-redundancy error correction methods. by

exploiting the properties of speech parameters. can greatly reduce and
even eliminate transient distortion without increasing the required bit-

rate. In this thesis. a 'zero-r~dundancy' error control method was derived
for LSP coefficients. This method was applied to each APC-AB subband re-
sidual. If a pair of 'crossed over' LSP coefficients are detected, the

previous frame of LSP coefficients may be re-used or a simple correction.

strategy can be applied. As LSP coefficients are closely related to speech

formant locations and bandwidths [81], an even better correction strategy

can be devised, based on a formant estimation method [81].

From experiments with the 'zero-redundancy' method, it was found

that error detection plays a very important part in robust speech coder
design, because a 'post-detection' strategy such as error correction or

muting, can avoid the danger of decoding sets of severely corrupted speech

parameters. Hence, if the Reed-Solomon (RS) code used to encode the pitch
period, subinterval position and KL! coefficients is extended [77] by
adding one more RS code symbol (4-bit) to gain additional error detection

capability, a more robust speech coder is obtained by using a suitable

'post-detection' strategy. For example, a correction scheme based on a

knowledge of pitch synchronous features in speech could be devised.
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Coder
LMR Oe-

cod er
Srln)1---SIn)

CHANNEL

De-
coder

AWGN

Figure 5.1 Block diagram for channel distortion analysis.

A ) SYNC (synchronisation codeword) 8 bits
B ) Pitch period 7 bits
C ) Pitch gain 3 bits
D ) Sub-interval position 5 bits
E ) Average energy 5 bits
F ) tsp coefficients 36 bits
G ) Kt! coefficients 24 bits
II ) Sub-band residual 232 bits

H

Figure 5.2 Frame format of 20 msec speech code.
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Figure 5.6 Rate-Distortion curve of APC-AB coder.

S :-
RS :-
H1 & H2 :-
U :-
R

synchronisation codeword (8 bits).
Reed Solomon code (60 bits).
the two Hamming codes (16 bits each).
'unprotected' side information bits (22 bits).
residual bits (198 bits).

eo 85 107 123

RRS

Figure 5.1 Format of a 'protected' APC-AB speech frame.
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SYNC
R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 Rll R12 R13 R14 R15
69 70 71 72 73 74 75 76 77 78 79 80 81 82 83
84 85 86 87 88 89 90 91 92 93 94 95 96 97 98
99 100 101 102 103 104 105 106 107 108 109 110 111 112 113
114 115 116 117 118 119 120 121 122 123 124 125 126 127 128
129 130 131 132 133 134 135 136 137 138 139 140 141 142 143
144 145 146 147 148 149 150 151 152 153 154 155 156 157 158
159 160 161 162 163 164 165 166 167 168 169 170 171 172 173
174 175 176 177 178 179 180 181 182 183 184 185 186 187 188
189 190 191 192 193 194 195 196 197 198 199 200 201 202 203
204 205 206 207 208 209 210 211 212 213 214 215 216 217 218
219 220 221 222 223 224 225 226 227 228 229 230 231 232 233
234 235 236 237 238 239 240 241 242 243 244 245 246 247 248
249 250 251 252 253 254 255 256 257 258 259 260 261 262 263
264 265 266 267 268 269 270 271 272 273 274 275 276 277 278
279 280 281 282 283 284 285 285 286 287 288 289 290 291 292
294 295 296 297 298 299 300 301 302 303 304 305 306 307 308
309 310 311 312 313 314 315 316 317 318 319 320

SYNC is the 8-bit frame synchronization codeword.
R1 - R15 are Reed-Solomon code symbols (4-bit per symbol).

Figure 5.8 Structure of an interleaver for APC-AB coder. Speech codes
are read into the interleaver by rows, and read out by columns for
transmission.
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mobile mean level mean fade
speed (km/hr) crossing rate (Hz) duration (msec)

.15 dB 30 dB 15 dB 30 dB

50 17.99 44.35 1.73 1. 10
100 35.98 88.70 0.86 0.55

Table 5.1 Fade statistics for two mean CNR and mobile velocities at
900 MHz carrier frequency.

Figure 5.13.



CHAPTER 6 CONCLUSION AND FUTURE WORK

6.1 CONCLUSION

In this thesis a detailed study of APC-AB subband coding is pre-

sented: the aim of this work was to produce a robust 16 kb/s speech coder

for mobile radio applications. The work involved mobile radio channel
simulation. speech coding and error control coding analysis. Through the

study of mobile radio channel characteristics, a IJIR channel error simu-
lator was developed based on a theoretical knowledge of the Rayleigh
fading effect, the random FM effect and the effects of space diversity.

The theory of the APC-AB coder, as published by Honda and Itakura [31],

was presented, a new adaptive LSP filter algorithm was described and a

'zero-redundancy' error correction scheme was developed for the trans-

mission of LSP coefficients.

Traditionally, speech coding and error control coding have been

considered as related but essentially separate problems. When separately

optimised speech coding and error control coding schemes are used together
to achieve robust digitized speech transmission over a noisy channel, the

combination is normally overdesigned or underdesigned in some aspects.
An optimal error control coding scheme may use an interleaving algorithm
which introduces an unnecessarily long delay and which may only slightly

improve the decoded speech quality when the transmitted bit stream is

subject to burst errors. A high redundancy error correction code may also

result in poor speech coding performance at low error rates. An optimal

speech coding scheme may involve parameters which are highly sensitive

to channel errors especially as the object of speech coding is to remove

as much redundancy from the speech as possible.
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A common approach to error protection for speech coding parameters

[33] is to assume that the highest sensitivity lies in the most signif-

icant bits of each speech parameter and therefore to protect these bits

more heavily than less significant bits. This simple approach is n~t al-

ways optimal and a better allocation of error protection bits can often

be devised depending on the coding algorithm. This was demonstrated by

the result of the bit inversion test reported in Chapter 5. Figure 5.5
illustrates that all the bits of the pitch period parameters and sub-in-
terval position parameters are equally important. This is because a bit
error may corrupt the whole bit allocation calculation at the receiver.

The work presented in this thesis attempts to bridge the gap, to

some extent, between speech coding and error control coding. It has been

shown that simple channel parameters such as mean level crossing rate and

mean fade duration statistics provide sufficient information for choosing

appropriate error control schemes and interleaving depth. Instead of

using high redundancy error correction coding schemes to combat high error

rate channels, low redundancy error detection schemes with appropriate
'post-detection' was found to be efficient for high error rate L}IR chan-

nels. As some error correction codes or some speech parameters may be

sensitive to either random errors or burst errors, interleaving can be
operated in mixed mode: bit interleaving and symbol interleaving can be
combined to achieve a better interleaving efficiency. Coding techniques

which are considered efficient for noise free channel transmission are
not necessary well suited to noisy channels. Alternative speech coding

techniques can often be proposed which are better suited. For example.

the LSP difference encoding method ~s an efficient way of quantizing LSP

coefficients, but the direct LSP quantization method has been found to
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be more robust because a degree of error detection or even 'correction'
is an inherent property of this technique.

This thesis has suggested various techniques for combining speech

coding and error control coding. It is believed that with fine tuning and

the introduction of appropriate 'post-detection' techniques, a more ro-

bust APe-AB coder can be expected. Furthermore, the design criterion can
also be applied to other speech coding systems.

6.2 FUTURE WORK

As digital e=r»:will dominate future LHR telecommunication r
networks, there will be ever increasing interest in digitized speech

transmission, especially for the second generation of digital mobile ra-

dio systems, for which the speech coding bit rate, including error cor-

rection coding should be around 11 kb/s. Much more research for lower bit
rate and more robust coding schemes will certainly be necessary. Further

to the work reported here, there is scope for deriving a general optimi-

sat ion scheme for determining the optimal speech coding rate and error

correction coding rate subject to a channel distortion minimization cri- ~ .

terion.
As well as the improvements in speech quality obtained by using

error· control coding, the transmission of speech signals digitised by
methods such as subband APe-AB coding, can be further improved by meas-

uring the characteristics of the channel and using these measurements to

decide how severely degraded the received data is likely to be. For ex-

ample, channel field strength information can be used for deciding when

to use interpolation of the 'residual signal during unreliable periods of
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transmission. Interpolation can be performed between 'reliably' received

segments, or an elegant but complex 'waveform substitution technique' can
be used [83,84].

The work extended from the adaptive LSP filtering scheme [64]

discussed in Chapter 4 opens a new area for adaptive filter algorithms.

More research can be carried out in ~xtending the work perhaps to higher
order filtering systems. Improved methods for calculating adaptation co-
efficients for the adaptive LSP filter would be useful.

The Rayleigh fading channel simulator was employed to test the
performance of the APC-AB coder. This channel simulat~on can, in fact,

be further used to investigate the fading channel behaviour such as the

statistics of burst error length and interburst length, or the relation-

ship between other burst error channel models [85,86,87]. This knowledge

will be useful in gaining a better understanding of the LMR. channel

characteristics, or in selecting suitable error correction schemes to

protect the transmitted code.
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APPENDIX 1 QUADRATIC INTERPOLATION FOR PITCH DETECTION ALGORITHff

As the autocorrelation function (ACF) calculation in the pitch

detection process requires a number of multiply and add operations, the

pitch period is, therefore, estimated after the decimation process to

reduce the computational cost. In this case, the computation is reduced

approximately by the :decimation factor, 0, but unfortunately the time
resolution of the estimated pitch period is also reduced by D. To achieve

a better time resolution of the pitch period estimation from low time
resolution, quadratic interpolation can be applied at points near the

autocorrelation peak. This section describes a quadratic interpolation

technique which requires only minimal computation to recover a better

resolution of the pitch period estimation.
An example of 2 to 1 interpolation on a time scale is illustrated

in Figure A.l.l. A more accurate estimation of the pitch period may be

obtained by a quadratic polynomial approximating the autocorrelation

function for values of t close to to'
f(t) = a.t2 + b.t + C (A.l.l)

To solve for the polynomial coefficients, a, band c, the un-interpolated

pitch peak estimate at to and adjacent terms at t_2 and t2from the ACF

calculation are used to form the following set of equations.

a.t_2 2 + b.t_2 + c = f(t_2) (A.1.2)
2 + b.to + c = f(tO)a.to
2 + b.t2 + c = f(t2)a.t2

Since the original signal is decimated by a factor of 2, the corresponding

re-scaled pitch period at to is equal to 2.1 " where I ' is the pitchp p

period estimated from the decimated signal. Hence, the re-scaled times

at t_2 and t2are 2.1p'-2 and 2.1p'+2 respectively. They can be written

as:
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t = 2.1 , 2--2 P
to = 2.1 ,

p
t2 = 2.1 , + 2.p

By using the relations in (A.lo3), (A.lo2) can be solved as:

(A.1.3)

a = f(2.I '-2)/8 - f(2.I ')/4 + f(2.I '+2)/8 (A.1.4)p p p
b = -(2.1 '+1).f(2.I '-2)/4 - I 'f(2.I ') - (2.1 '-1).f(2.I '+2)/4

P P P P P P
c = I '(I '+1).f(2.I '-2)/2 - (I '%-1).f(2.I ')

P P P P P+ I '(I '-1).f(2.I '+2)/2
P P P

To find the value of t when f(t) reaches maximum, f(t) is differentiated
with respect to t and the resulting expression is set to zero. Hence, the

differential coefficient of f(t) is

(t-2.I '-1).f(2.I '-2)/4 + (1 '-t/2).f(2.I ')p p p p
+ (t-2.I '+1)/4 =0

P
Rearranging CA.1.5), the maximum point of fCt) is

(A.loS)

f(2.I '-2) - f(2.I '+2)
p p

= 2.1 ' + ---------------------------------p
(A.lo6)

f(2.I '-2) 2.f(2.I ') + f(2.I '+2)P .. P p.

= 2.1 ' + A
P

where A is a pitch period correction factor. Hence, (A.1.6) gives a better

estimation for the pitch period than is obtained without interpolation.

As an integer value of pitch period is required, the corrected pitch pe-

riod, Ip is therefore written as

I = 2.1 , + 1 if A ~ 0.5 (A.lo7)
P P

I = 2. I , - 1 if A S 0.5p p
I = 2. I , otherwise.p p

The division in calculating A can be avoided by putting

Then,
2.Dd ~ Nd for
2.Dd S -Nd for

A ~ 0.5, and
A S -0.5.

Hen~e, a more accurate pitch period estimation can be written as in

(3.27).
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t

Figure A.I.I Illustration showing 2 to 1 interpolation about the un-
interpolated pitch peak estimate, to' and adjacent terms t.2 and t2 of
the ACF function.



APPENDIX 2 FILTERS OF PHASE-SHIFTERS FOR APC-AB CODER

250

Referring to Section 3.3.3.1, the non-integer delay line of each

sub-band pitch predictor can be implemented by a phase shifting circuit

[45). Due to different interpolation and decimation processes for the

phase shifters in different sub-bands, different phase shifter filters

are required. The following presents' the filter coefficients and their

equivalent frequency responses used in the APe-AB coder simulation. These

scribed in [82].
filters were designed by the Windowing method (Hamming window) as de-
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Figure A.2.1.a

Odrd 1 phase-shifter filter

h(OI • h(321
hili • hl311
h(21 • h(301
h(31 • h(291
h(41 • hl2BI
h(SI • h(27)
h16) • h(261
h(7) • h125)
h(OI • h(2~)
h(91 • hl231
hIlO)· 11122)
hill)· h(211
hI12)· h120)
h113)· h(9)
h(l4)· hllB)
h(l5). h(17)
h(6)·

• 0.0
• -0.001330
• -0.002610
• -0.002722
• 0.0
• 0.005B09
• 0.011563
• 0.011238
• 0.0
• -0.020209
• -0.0)7912
• -0.035743
• 0.0
• 0.069074
• 0.1532BO
• 0.222651

0.249509
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Bauu 3 phase-an if ter f i1ter
h(O) • h(32)
i.rn • h(31)
h(2) os h(30)
h(3) • h(29)
h(4) • h(28)
hIS) • h(27)
h(6) • h(26)
h(7) - h(251
h(8) • h(21)
h(9) - h(23)
h 1101- h (22)
hill)· h(21)
h(12)- h (20)
h(13)· h(19)
h(11). h1l8)
h(ls)· h(17)
h(16)·

• 0.0
- -0.000550
a 0.002604
- 0.006556
- 0.0
• -0.013990
- -0.011535
- 0.0046440
• 0.0
• -0.008351
- 0.037822
• 0.086085
• 0.0
- -0.166363
• -0.152916
• 0.92006

0.248916

Band 2 phase-shifter filter
h(O) • h(16)
h(ll • h(1s)
h(2) • h(14)
h(3) • h(131
h(4) • h(121
h(5) • nun
h(6) - h(101
h(7) - h(9 )
h(81 -

• 0.0
- 0.005221
• 0.0
• -0.023132
• 0.0
- 0.075847
• 0.0
• -0.30665

0.499168
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