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ABSTRACT 

This thesis presents the design, construction and results from field exper

iments of a versatile experimental TDMA digital transmission system oper

ating at 1.80Hz. OMSK modulation with BT= 0.3 was used and the data 

rate was 500 kb/s. The field experiments were conducted in a typical urban 

area with a maximum 1 km separation between the transmitter and the re

ceiver. Real time channel impulse response and baseband quadrature 

waveforms were recorded and analysed later in the laboratory. Represen

tative channel impulse responses were selected and related to the bit error 

statistics. Adaptive Decision Feedback Equalisers utilising the fast Kalman 

algorithm and Maximum likelihood Equalisers using the Viterbi algorithm, 

both implemented in computer software, were used to process the recorded 

data. It was concluded that the DFE with 3 forward and 3 backward delay 

taps is the most cost effective technique. Future research work is suggested. 
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CHAPTER 1 INTRODUCTION 

The recent release of radio spectrum around 1.8 G Hz for the Personal Com

munication Network (PCN) has signified another major step forward, after 

the standardisation of the Pan-European GSM (Groupe Special' Mobile) 

digital cellular radio system, in meeting the fast growing demand for mobile 

radio communications [1, 2]. The PCN is a system concept developed to ease 

the telecommunication traffic within a large GSM cell by providing extra 

channels, which arc dedicated to local communications, through micro

cellular structures [3]. As a result of this double coverage concept, the PCN 

system is likely to adopt the Time Division Multiple Access (TDMA) tech

nique used by the GSM system to enable users to access both systems with 
. .' 

compatible radio telephones. 

In addition to TDMA, there arc other multiple access techniques existing in 

the present mobile radio services, such as the Single Channel Per Carrier 

(SCPC) Frequency Division Multiple Access (FDMA) techniques used in 

radio paging systems and in the analogue cellular radio telephone system 

T ACS (Total Access Communication System). Advancemefl-tS in technology 

have made the spread spectrum mUltiple access technique, which was previ

ously exclusive to the military applications, a practical contender in the design 

of a future civilian mobile radio system. Frequency Hopped Spread Spectrum 

(FHSS) and Direct Sequence Spread Spectrum (DSSS) multiple access tech

niques can be adopted in order to combat the multipath propagation exhib

ited in the mobile radio channel [4,5]. Looking beyond the PCN, most of the 

different techniques and approaches are set to merge into a single 

infrastructure, such as the Universal Mobile Telecommunication System 

(UMTS) under development by the European Commission's RACE (Re

search into Advanced Communications for Europe) project, which will pro-
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vide a common air interface to support various types of mobile radio 

communications [6,7]. 

A more fundamental question about the compatibility between the GSM and 

peN systems however, is whether the quality of data transmissions at 1.8 

GHz will be comparable to that at 960 MHz, due to the possible differences 

between the propagation characteristics at the two frequencies. This is be

cause, at higher frequencies, the basic attenuation will be greater and the 

scattering and diffraction from obstacles along the propagation path will be 

different The fading of the received signal envelope which is caused by the t 

arrival of multiple delayed waves at the receiver antenna is likely to be 

characterised by a Rayleigh distribution, as at lower frequencies, but the 

fading rate and signal spectrum will be different. 

Experimental investigations [8,9] have been reported recently, where the radio 

wave propagation characteristics inside buildings at carric;r frequency of 1.7 . ~ 

GHz were studied. However, they were not extended to include investi

gations of the quality. of digital transmissions, c.g. Bit Error Rate (BER). 

Furthermore, the propagation characteristics inside buildings may be differ

cnt from those outside, because the larger physical distances between the 'ob

stacles outside will increase the time delays in the reflected waves. If such 

delays become comparable to the data transmission bit period, they will cause 

InterSymbol Interference (lSI), which will increase the BER in a digital 

transmission. Although computer simulations based upon various statistical 

models can provide a general assessment of the quality of the data trans

mission, there may be specific situations in real time digital transmission 

where the models could not be sufficiently accurate. 

Such a concern provides the motivation for an experimental investigation at 

1.8 GHz, in order to assess the performance of a digital communication sys

tem in terms of the statistics of the bit errors. Such an investigation should 

be extended to include a comparison of various channel equalisation tech

niques to determine how the channel distortions arising from multipath 

propagation can be mitigated. 
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This thesis presents the results of work on the design and implementation of 

an experimental system which consists of both hardware and software, to

gether with the results of analysing data obtained from field trials made in the 

University of Liverpool precinct. The thesis is organised as follows. 

Chapter 2 reviews spectrally efficient digital modulation techniques and the 

demodulation of such signals in the presence of interference which is modelled 

as Additive White Gaussian Noise (AWGN). Two aspects of the mUltiple 

signal delays arc discussed. Firstly, the effect of signal fading caused by the 

constructive and destructive combination of the delayed signals is outlined, 

and secondly, the lSI introduced by the delayed signals is included. The dis

cussion is specifically orientated toward TDMA systems where the data 

transmission rate is high (e.g. 500 kb/s) and the transmission duration is 

short (e.g. 0.5 ms). The purpose of Chapter 2 is to identify the sources which 

cause degradation to a system utilising a specific modulation and demodu

lation technique, as some of these sources can be controlled by the system 

designers (e.g. modulation index) whereas others depend upon the radio 
.. -.. .. .' 

channel (e.g. channel impulse response). :The characteristics of the latter 

must be estimated and modelled statistically, so that signal processing tech

niques can be developed to minimise their effects. This chapter discusses, in 

particular, why the channel impulse response should be measured and related 

to the average BER. 

Chapter 3 describes the design, construction and laboratory calibration of a 

versatile coherent TDMA experimental system. As the exact specifications 

of peN were still under review, the experimental system designed for the in

vestigation is flexible, in order to accommodate various data transmission 

parameters (Le. modulation technique, transmission rate, transmission format 

etc.), as well as the carrier frequency. The system records the demodulated 

quadrature waveforms, which are sampled simultaneously at a bit trans

mission period T, together with the measured signal strength and the esti-

. mated channel impulse response at the start of data transmission period. The 
.. 

investigations of· the effectiveness of the equalisation techniques arc carried 

• 1.3· 



out by implementing equalisers in computer software and processing the re

corded data in the laboratory. 

Chapter 4 presents the results from field measurements made in areas around 

the University of Liverpool precinct at a carrier frequency of 1.8 G Hz using 

Gaussian Minimum Shift Keying (GMSK) modulation with the normalised 

bandwidth BT of the baseband shaping filter equal to 0.3. These results in

clude the statistics on real time mobile channel impulse responses, signal 

strengths and bit error distributions. 

Chapter 5 discusses various channel equalisation techniques in order to de

termine which is the more efficient in reducing the bit error rate caused by the 

channel distortions. The effects of these equalisers on the bit error distrib

utions are determined. The adaptive Decision Feedback Equalisers (DFE) 

using Fast Kalman Algorithm (FKA) with variable length of forward and 

backward delay lines, and Viterbi Equalisers (VE) with various state lengths 

are implemented in software to process the experimental data. The parame

ters of each type of equalisers are varied to investigate their effects on the 

improvement of the bit error disfribution. Comparisons betWeen the two 

types of equalisers are made on the basis of performance with the different 

types of channels encountered during the measurement. 

Chapter 6 draws conclusions from the results presented in the thesis and 

suggests topics for future study. 
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CHAPTER 2 DIGITAL SIGNALLING IN A 

TDMA MOBILE RADIO SYSTEM 

2.1 INTRODUCTION 

Digital signalling in a cellular radio system involves a compromise between 

spectrally efficient modulation techniques, which reduce adjacent channel in

terference, and the average BER in the presence of signal fading and multi

path signal delays. 

The radio spectrum is a natural resource which, as far as industrial services 

are concerned, has become increasingly scarce. It is therefore important, both 

i~ technical and commercial terms, to utilise this spectrum efficiently. "Al

though the spectrum allocated to the cellular radio system is very limited, it 

can be efficiently utilised by a combination of the following methods. The 

first method is to select an efficient multiple access technique to maximise the 

number of users who are sharing the total available spectrum. There are 

many such techniques available, for example, the FDMA technique, where 

each user is assigned a given bandwidth or channel for communication; the 

TDMA technique, where a user accesses a single channel intermittently in 

order to share it with other users in the time domain; the DSSS technique 

which assigns unique code sequences to individual users so that simultaneous 

communications can take place over the same channel. The second method 

is to adopt spectrally efficient modulation techniques. The spectral efficiency 

of a digital modulation technique is determined by the ratio of the spectral 

power of the modulated carrier inside the main lobe ( in which the majority 

of the spectral power is contained) to that in the side lobes. As an example, 

Figure 2.1 shows the power spectrum of Binary Phase Shift Keying modu-
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lation. Increasing this ratio will improve the spectral efficiency, because very 

low power level in the spectral side lobes enables the main lobes occupied by 

individual users to be brought very close to each other in order to attain a 

higher overall spectral efficiency. The third method is to pre-process the in

formation data from each user in order to reduce the width of its main lobe, 

so that more users can be included in the original bandwidth. 

This chapter concerns digital transmissions in a TDMA mobile radio system. 

It starts by generally reviewing spectrally efficient modulation techniques in 

section 2.2 and discusses why Continuous Phase Modulation (CPM) is par

ticularly favourable. Section 2.3 discusses the theoretically calculated average 

BER in the detection of CPM signals subject to Additive \Vhite Gaussian 

Noise (A \VGN), which is used to model the total interference in a cellular 

radio system. The degradation in BER caused by the carrier phase offset and 

sampling time offset are considered.. In section 2.4, the effects of multiple 

signal delays in a mobile radio channel, in terms of both selective and non

selective signal fading, are then included in the calculation of the average 

BE~, with the assumption that the radio transmitter is stationary while the 

receiver is mobile. Section 2.5 discusses special concerns related to a TDMA 

system in the mobile radio environment and an experimental investigation is 

suggested. 

2.2 SPECTRALLY EFFICIENT DIGITAL 

l\10DULATION TECHNIQUES 

Digital modulation is a process which maps the binary information symbols 

{-I ,I} onto the amplitude, phase and frequency of a radio wave carrier. This 

process has been studied extensively in the literature and there are four major 

categories of digital modulation techniques available [1-4], They are listed as 

follows. 

ASK Amplitude Shift Keying, where the amplitude of the carrier 

varies according to the information symbols. 
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FSK Frequency Shift Keying, where the instantaneous frequency of 

the carrier is shifted by a predetermined amount from the nomi

nal carrier frequency according to the information symbols while 

the amplitude of the carrier is kept constant. 

PSK Phase Shift Keying, where the instantaneous phase of the carrier 

is proportional to the information symbol while the amplitude 

and frequency of the carrier are kept constant. 

OTHERS The combination of both amplitude and phase modulation (eg. 

Quadrature Amplitude Modulation.) 

The bandwidth occupied by the main lobe of the spectrum of the modulated 

carrier is directly proportional to the information symbol rate liT. In order 

to reduce the occupied bandwidth, N of the binary information symbols are 

grouped together and one of their ,\I PI = 2N) combinations is used to shift 

the amplitude, frequency or t~e phase of the carrier. This is referred to as 

M-ary modulation. The width of the main lobe of this type of modulated 

carrier is reduced by a factor liN. 

One of the advantages of constant amplitude modulation techniques is that 

they do not require a linear power amplifier at the transmitter, which requires 

a constant direct current bias in its operation [5]. The non-linear power am

plifiers used for constant amplitude modulation systems are generally much 

more efficient in power consumption. This feature makes constant amplitude 

modulation a favoured technique for adoption in the new digital cellular ra

dio systems. Constant amplitude modulation techniques are now briefly re

viewed. 

The general form of the constant amplitude modulated signal can be ex

pressed as 

s(t) = A cos(wt + p(t» (2.1) 
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where (J) is the' angular carrier frequency and pet) is the instantaneous phase 

of the modulated signal corresponding to the information symbol(s) . A is the 

amplitude. 

In a real communication system where the data transmission starts at time 

reference zero, a sequence of binary information symbols can be represented 

as: 

00 

d(t) = Ian u(t - nT) 
n=O 

where an = + 1, and U(t) is the unit pulse function, which is defined as 

U(t) = 
{

I, 

0, 

for O:$; t ~ T 

otherwise 

The binary information symbol duration is equal to T. 

(2.2) 

For Binary Phase Shift Keying (BPSK) modulation, the phase of the carrier 

is defined as 

p(t) = ~ d(t) (2.3) 

When N( N ~ 2 ) information digits are grouped together, the d(t) becomes 

00 N-l 

d(t) = I<2::i a;)U(t - nT) (2.4) 
n=O ;=0 

where 0 < t < NT, and n = 0, N, 2N, .... The corresponding phase shift in 

every NT interval is 

pet) = n d(t) 
2N- 1 

(2.5) 

This modulation is referred to as M-ary PSK or MPSK, where M = 2N• 

As an example, if two information symbols are grouped together, i.e. N = 2, 

then 
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As an example, in the binary Fast Frequency Shift Keying (FFS K), the car

rier is rapidly swiched between two preset frequencies, hence there is no 

longer a unique main lope in the power spectrum of the modulate.d signal, 

and its bandwidth is greater than the data transmission bandwidth lIT. Al

though FFSK is easy to implement in practice, it is not so efficient in terms 
" . 

'of spectrum efficiency. More reference can be found in [1-4] . 

. , , 
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d(t) = an U(t - nT) + 2 an+l U(t - (n + 1)7) (2.6) 

Where n = 0,2,4, ... , the phase of the carrier changes every 2 T period by 

p(t) = ~ d(t) (2.7) 

This modulation is the commonly used Quadrature Phase Shift Keying 

(QPSK) . 

The phase modulated signals described above have considerable spectral 

power contained in the side lobes because of the abrupt phase shifts in the 

time domain. 

If p(t) in equation (2.1) is kept constant and w is allowed to vary with d(t), 

i.e. 

W = W 0 + ~w d( t) (2.8) 

where Wo is the nominal angular frequency of the carrier and ~w is the an-
, 

gular frequency deviation, this is termed Frequency Shift Keying (FSK) 

modulation. Once again the spectral power outside the main lobe is large,' 

due to the abrupt frequency shifts. 

The spectral power in the side lobes will interfere with the ~odulated signal 

in an adjacent channel separated by ;r in frequency, and therefore a high 

order spectral shaping filter must be used to attenuate the out of the band 

energy to an acceptable level. 

The spectral power in the side lobes can also be controlled by passing the in

formation symbols through a pre-modulation baseband shaping filter, which 

has an impulse response of q(t), in order to smooth the abrupt transitions in 

the time domain. For simplicity, this filter will be referred to as the 

'baseband shaping filter' in the following text. The phase change corre

sponding to the filtered symbols is expressed as 

, Please refer to opposit page.' ·2.5 -



p(t) = 2nh Joo d(-r) q(t - T) d-r: 
-00 

(2.9) 

where h is the modulation index, which determines the maximum phase shift. 

When the impulse response q(t) is represented by k sampled values \vithin a 

time duration of LT where k > 2L, for L = 1,2,3, ... , and the convolution of 

equation (2.9) is performed discretely in time, then p(t) also becomes discrete, 

i.e. 

00 

p(,) = 2nh I d(i7) q(~ - i7) (2.10) 
i=-oo 

Where e = nLT/k (n = 0, + I, ± 2, ... ). This modulation technique is called 

Digital Phase Modulation (DPM) [6]. DPM with L :2: 3 reduces the spectral 

energy outside the main lobe substantially compared with QPSK, however 

the discrete digital filtering process generates spurious spectral clements at 

multiples of its sampling Jrequency, which must also be suppressed by a 

spectrum shaping filter. 

If k in the DPM is made to approach infinity and the filtered information 

symbols are accumulated from -00 to the present time, the phase transition 

becomes continuous. This process is expressed as 

p(t) = 2nhf 
-00 

00 

I dun q(, - in de 
i=-oo 

(2.11 ) 

Because of the continuous phase transition, this type of modulation is called 

Continuous Phase Modulation (CPM) [7, 8]. CPM retains the advantage of 

DPM in having very low side lobe spectral energy, and in addition it docs not 

generate any spurious spectral components. Therefore CPM is a .. spectrally 

efficient modulation technique which is favoured in digital cellular radio sys

tems. 
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The impulse response q(t) can take many forms in order to occupy a different 

number of symbol duration$ T. In order to simplify the theoretical analysis 

that follows, only the modulation index h is chosen to be a variable, and the 

time integral of each of the forms of q(t) in the time domain of - 00 to 00 is 

defined to be 0.5, i.e. 

JOO q(t) dt = 0.5 
-00 

(2.12) 

Q. 
The lower time limit in the integral allows a convwient time origin to be se-

lected during the analysis. 

When the duration of q(t) is longer than T, the smoothness in the phase 

transitions of the modulated carrier increases. Although these smoother phase 

transitions can restrict most of the spectral energy to within the main lobe 

without using any additional spectral shaping filter, the complexity of the 

demodulator can be substantially increased as the duration of q(t) in the time 

domain becomes excessive [8]. 

In practice the modulation index is chosen to be 0.5 and the impulse response 

q(t) of the shaping filter is finite for a duration less than 4 T. The advantage 

of having h equal to 0.5 is that the carrier phase will move ± ~ each time 

an information symbol has passed through the shaping filter and a simple 

quadrature type of demodulator can be used in the receiver. 

Three practical phase modulation techniques are summarised below in order 

to illustrate their spectral efficiency. 

QPSK Quadrature Phase Shift Keying, where there is no baseband shaping 

filter and two consec;utive information symbols are grouped together 

to define the carrier phase. 

l\1SK Minimum Shift Keying [2, 3], where q(t) is a unit pulse defined as 

q(t) = 
{

I, 

0, 

for 0 ~ t ~ T 

otherwise 

- 2.7-
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GMSK Gaussian Minimum Shift Keying [9], where q(t) is given by 

where p = nJ 2 BT 
In2 

where BT is the normalised 3 dB bandwidth of the filter. 

(2.14) 

A comparison of the phase transitions in QPSK, MSK and GMSK with 

BT = 0.3, according to the same binary information sequence, is shown in 

Figure 2.2. The corresponding normalised power spectra of the three types 

of modulation are shown in Figure 2.3. GMSK with BT = 0.3 is clearly much 

more efficient in utilising the frequency spectrum. 

Apart from the spectral efficiency, the tolerance of a specific modulation 

technique to interference in a communication system must also be considered. 

This subject will be discussed in the following section. 

2.3 COHERENT DETECTION OF A CPl\1 SIGNAL 

2.3.1 COIIERENT DETECTION IN TilE PRESENCE OF A\VGN 

The compact spectral distribution of communication channels and the short 

physical distances between radio base stations generate two types of interfer

ence in a cellular radio system. The first is due to energy in channels adjacent 

to that occupied by the wanted signal, this being known as adjacent channel 

interference. The second is energy in the channel occupied by the wanted 

signal. This energy is generated by transmitters in cells some distance away 

which use the same set of frequencies, and is termed as co-channel interfer

ence. 

In order to analyse the effects of the interference on the detection of a CPM 

signal, the modulated signal is written here in a quadrature form as: 
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... 

This assumption is not generally true in real cellular systems, where co

channel interferences are stricky controlled by using transmission 'power 

control' at both base station and mobile, sectorised directional base station 

antenna with controlled down tilt in order to increase frequency reuse dis

tances, etc .. The adjacent channel interferences are controlled by separating 

channels with sufficient frequency (eg. 27 channel spacing in TACS and 3 

channel separation in GSM). To charaterise the tot~l interference is bcyound 

the scope of this thesis, therefore the more generalised assumption (Le. 

AWGN) was used herc,_and it may not represent the worst casc. 
. • ~_ ~."I _ ,. -~- .• ~- -•• -- ' .. _....,w ~ 



set) = A cos(wt + pet»~ 
(2.15) 

= I(t) cos wt - Q(t) sin rot 

where 

I(t) = A cos pet) (2.16) 

Q(t) = A sin pet) (2.17) 

are the baseband inphase and quadrature waveforms which correspond to the 

mapping of the information symbols onto the carrier. Figures 2.4, 2.5 and 

2.6 show such quadrature waveforms and the corresponding phase transitions 

of QPSK, MSK and GMSK with BT = 0.3 modulation respectively, for the 

same binary information sequence. The demodulation process concerns hO\v 

to detect correctly the transmitted waveforms in the presence of the interfer-

encc. 

The interference may come from several different directions in a cellular radio 

system, and in a linear communication channel ( Le. where the superposition 

principle applies) they all add to the transmitted signal at the input of a re

ceiver to become a resultant vector ret). The received signal plus the total in

terference at the receiver is 

ret) = set) + net) (2.18) 

Where net) represents the total interference. By the Central Limit Theorem, 

when a sufficient number of interferers are added together, the net) becomes 

a zero-mean Gaussian process, with a constant two-sided power spectral 

density which equals to No/2. Hence it is rcferred to as Additive \Vhite 

Gaussian Noise (AWGN).~ The probability distribution function of such a 

process is given by 

p(y) = k cxp( - //No) 
1tNo 

(2.19) 

Where y is the amplitude of the random process, and 

1 Please refer to opposit page. - 2.9-



2 No 
<y > =-

2 

where < • > denotes the ensemble average. 

(2.20) 

The coherent detection of the received signal r(t) can be represented by the 

block diagram shown in Figure 2.7, where r(t) is multiplied individually by 

the in-phase and quadrature components of a locally re-generated carrier, 

and integrated over a 2T interval. ,This interval is selected because the 

baseband quadrature waveforms are orthogonal over such a period. Intervals 

longer than 2 T can be selected [8] at the expense of increased complexity in 

receiver structure, which offers limited improvement in the output signal lev

els. The detectors in the inphase and quadrature branches take samples from 

the output of the corresponding integrators at time instants 

2nT and (2n - l)T respectively ( where n = 0, + I, ± 2, .... ), and decide 

which binary symbol has been transmitted. The performance of the coherent 

detector is assessed by the probability of making incorrect decisions, or errors, 

in the presence of the A \VON. 

The detection of a MSK modulated signal will be discussed first. Figure 2.5 

shows that for MSK modulation, the phase transition equals + 1t over a 2T 

interval, and taking advantage of the symmetrical property of the trigonom

etry functions, the phase of the modulated carrier can be written as 

p(t) = ±~t 
2T 

Hence the modulated signal is 

set) = A cos(wt ± 21tT t) 

-T< t< T (2.21 ) 

-T<t<T (2.22) 

In the absence of the AWON, the sampled value XI from the integrator in the 

in-phase branch, which is used to remove the 2w frequency component from 

the multiplier output, is 
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J
T 11: 

Xs = A cos(wt + 2T t) cos wt dt 
-T 

which has two possible values, viz 

. A 
xs.+l = + -n 2T 

A x 1=--2T 
S.- 11: 

(2.23) 

(2.24) 

(2.25) 

where subscript + 1 denotes the polarities of the sampled values. The noise 

power at the output of the integrator is calculated as 

(2.26) 

Since n(t) is a white Gaussian process, it has the property 

N 
< n(r)n(C) > = -f b(r - C) (2.27) 

Hence equation (2.26) becomes 

JT No 2 d No 2T 
Ns = T cos wt t = 4 

-T 
(2.28) 

Since the integration is a linear process, the probability density distribution 

of the noise at the output of the integrator remains Gaussian. The sample 

value taken from the output of the integrator contains both signal and noise 

components. Let this sample be represented by Xi, and let nJ represent the 

noise sample, then 

(2.29) 

The detection of XJ.+I and XJ.-I from Xi can be carried out by calculating their 

likelihood functions, which are defined as 
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(2.30) 

(2.31 ) 

Where p and q are the probabilities of transmitting XS.+1 and Xs.-l respectively. 

The detector makes a decision based on the values of the likelihood functions. 

as 

d' = 
{

+l' 
-1, 

if p( xi I xs.+l ) ~ p( Xi I Xs.-1 ) 

if p( Xj I xs.+l ) < p( Xj I xS.-l ) 

where d' is the detected binary symbol. 

(2.32) 

Assuming that the probabilities of transmitting XJ.+I and XJ.-l are equal, i.e. 

p = q = 0.5, then the probability of making an incorrect decision, or the 

average Bit Error Rate (BER) Pe , is given by 

(2.33) 

where 

(2.34) 

is the optimum detection threshold. By evaluating the integral in equation 

(2.33), the average BER of coherent detection of MSK signal can bc ex

pressed as 

1 x S.+1 - xs.-l 
Pe MSK = -2 erfc ( j2N; ) 

• 2 2N s 
(2.35) 

where erfc (x) is the complimentary error function, which is defined as 
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2 Joo 2 erIc (x) =. F x exp( -y ) dy (2.36) 

Substituting equation (2.2.t), (2.25) and (2.28) into equation (2.35), the av- . 

erage BER is calculated as 

(2.37) 

The energy of the transmitted signal s(t) within T interval is calculated as 

(2.38) 

Substituting Eb into equation (2.37), which gives 

. ~. 1 8Eh 1 0.81 Eh 
P,,,IISK = T erfc( ~) '" T erfc ( N ) ~7N; 0 

(2.39) 

where Eb/No is the signal-to-noise ratio (SNR) within the period T. An iden

tical expression can be obtained for the detection in the quadrature branch 

of the coherent detector at time interval 0 to 2T. Assuming the probabilities 

of making a decision error are equal in both branches, then equation (2.39) 

represents the average BER in coherent detection of the MSK modulated 

signal in the presence of A WON. 

The average BER in the coherent detection of a QPSK modulated signal can 

be calculated in a similar way, except that both integrators will now integrate 

over the same 0 to 2T period and the outputs are sampled simultaneously at 

mUltiples of 2T intervals. The QPSK modulated signal is represented as 

s(t) = A cos(wt + ~1l) ,2nT ~ t ~ 2(n + l)T (2.40) 

Where n = 0, ± 1, ± 2, ... and m = ± 1, ± 2. Figure 2.4 shows the phase and 

baseband quadrature' waveforms of such a signal. The two possible sampled 

values from the output of the in-phase integrator are therefore given by 
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1r JfA 
xs.+ 1 = A cos "'4 T = + 2 T 

5rr x =Acos-T = s.-I 4 
JfAT 

2 

(2.41 ) 

(2.42) 

The noise power after each integrator is the same as in equation (2.28). 

Substituting equations (2.41), (2.42) and (2.28) into equation (2.35) and using 

Eb as expressed in equation (2.38), the average BER in the coherent detection 

of QPSK modulation is obtained as 

(2.43) 

For coherent detection of a CPM signal, when the baseband shaping filter 

has an impulse response which occupies LT time intervals ( where L:5: 3 ), 

the simple coherent detector shown in Figure 2.7 can still be used. Although 

the optimum detector with a much more complicated structure exists [8], the 
/ 

improvement in the SNR is limited. As it will be discussed later, the received 

signal levels in a mobile radio channel may fluctuate over a wide range, hence 

the adoption of a simple detector with a marginal SNR degradation can be 

justitied. This degradation is caused by the baseband shaping filter in the 

modulator, which causes the differences between the smoothed carrier phase 

transitions, over a T interval, to be occasionally less than ± ~ . Hence the 

values of p(t) at the sampling instance t = nT will deviate from multiples of 

~ , and the corresponding amplitudes of XS.+1 and Xs.-l will be less than A. 

Such amplitude reductions can be observed from Figure 2.6, which shows the 

phase and baseband quadrature waveforms of OMSK modulation with 

BT = 0.3. The average BER is bounded by the worst case where the maxi

mum phase deviation from multiples of ~ occurs at t = nT. If Amin denotes 

the minimum amplitude, the two possible sampled values from the in-phase 

integrator become 

Amin 
xS .+1 = + -rr- 2T 

- 2.14-
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. Amin 
x 1=---2T S,- n (2.45) 

The noise power after the integrator is the same as in MSK or QPSK. The 

worst case HER is calculated by substituting equations (2.44), (2.45) and 

(2.28) into equation (2.35), which gives 

(2.46) 

The average HER is limited by the worst-case HER as 

PeGMSK:::;: Pe, worst-case (2.47) 

For a given baseband shaping filter, the maximum phase deviation can be 

calculated by passing combinations of binary sequences through the filter, 

and evaluating the phase differences from {O, ± ~ , n} at t = nT. 

The maximum phase deviation in GMSK modulation with BT = 0.3 was 

evaluated by a computer program to be approximately ± 26°, which results 

in a worst-case Amin ~ O.9A The average HER is therefore limited by 

(2.48) 

A more accurate calculation on PeGMSK should be carried out by evaluating 

the probability Pi of occurrence of amplitude Ai in the baseband waveforms, 

and then take the average as [23] 

M 

. PeGMSK=+ LP;erfc(.j8Ai/rr2No) 
; 

(2.49) 

where AI is the number of different amplitudes. Observing from Figure 2.6, 

the maximum phase deviation occurs when the adjacent information symbols 

are different. Therefore between two consecutive symbols, the combination 

(-1,1) and (1,-1) will result the minimum amplitude Amin, whereas the combi

nations (-1,-1) and (1,1) result the same baseband quadrature waveforms as 
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in MSK. Assuming the four combinations occur with equal probability 0.25 

then the average BER can be calculated from equation (2.49) as 

(2.50) 

Figure 2.8 shows comparisons between the theoretically calculated average 

BER in coherent detection of QPSK, MSK and G MSK with BT = 0.3 

against Eb/No• This figure shows that for a given BER, GMSK with 

BT = 0.3 will require approximately 1 dB more SNR than MSK, or 2 dB 

more than QPSK. In a cellular radio system, this degradation can be easily 

compensated by the much lower adjacent channel interference due to the 

higher spectral efficiency. Therefore G MSK modulation with BT = 0.3 is a 

good choice for cellular radio systems. 

2.3.2 TilE EFFECT OF CARRIER PHASE OFFSET ON TilE HER 

In the previous section the average BER associated with the coherent de

tection of QPSK, MSK and GMSK signals was discussed. The locally re

generated in-phase and quadrature carrier signals were assumed to have zero 

phase offset to that in the transmitter. In a practical system this local carrier 

signal is obtained by processing the received signal which contains noise, and 

it may therefore have a phase offset compared with the carrier at the trans

mitter. Let this phase offset be represented by cf>o, then equation (2.23) be

comes 

JT n 
Xs = A cos(wt + 2T ) cos(wt + cf>o) dt 

-T 

The two possible sampled values from the in-phase integrator are 

2AT 
xS.+1 = + -n-cos cf>o 

2AT 
xS.-1 = - -n-cos cf>o 

- 2.16· 
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Assuming that - ~ ~ 4>0 ~ ~ , and substituting equations (2.52), (2.53), 

(2.28) and (2.38) into equation (2.35), gives 

(2.54) 

The same expression applies to the quadrature integrator output in the time 

interval 0 to 2T. Therefore, equation (2.54) represents the average BER as

sociated with the coherent detection of an MSK signal when 

- ~ :::;; cPo:::;; ~ • The average BER for coherent QPSK and OMSK with 

BT = 0.3 can be derived in a similar way as 

For QPSK 

(2.55) 

For G MS K with BT = 0.3 

(2.56) 

where - ~ ~ cPo ~ ~ • Figure 2.9 shows the average BER against phase 

offset at two SNRs. 

In situations where ~ ~ 4>0 ~ 3 ~ , the polarities of the integrator outputs 

are reversed. S.tatistically the detector will make erroneous decisions with the 

same probability as in - ~ ~ 4>0:::;; ~ , except the detected binary symbols 

are inverted ( i.e. -1 becomes 1 and vice versa ), which causes ambiguity to 

the digital circuit that follows the detector. Such an ambiguity can be re

moved by diff~rentiating the two adjacent symbols from the detector, in order 

to eliminate the absolute polarity(the data stream in the transmitter must 

therefore be differentiated over a two bits period before being sent to the 

modulator). Figure 2.10 shows the structure of the differential detector, 

where the current detected symbol is added in modulo-2 to the previous one. 

The disadvantage of using the differential detector is that the current de

tection error will affect the following detected symbol, hence the probability 
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of errors at the output of the differential detector is twice that of the average 

BER derived in equations (2.54) to (2.56). 

The practical implementation of a system in resolving the phase ambiguity 

will be discussed in detail in Chapter 3. 

2.3.3 TilE EFFECT OF SAl\lPLING Tll\lE OFFSET ON TilE HER 

The offset in the sampling time intervals during the coherent detection proc

ess is another source which contributes to the detection error. Let this time 

offset be denoted by ilT, then for coherent MSK detection, equation (2.23) 

becomes 

fT+/l T rr 
Xs = A cos(wt + 2 T t) cos wt dt 

-T+~T 

The two possible sampled values from the integrator are 

2AT (rr T) xS.+1 = + -rr- cos 2T ~ 

2AT .( rr xs.-1 = - -rr- cos 2T ~T) 

(2.57) 

(2.58) 

(2.59) 

where 0 ~ ~T ~ T. Substitute equations (2.58), (2.59), (2.28) and (2.38) into 

(2.35), the average BER in coherent detection of MSK subject to timing offset 

~T is obtained as 

The average HER for coherent QPSK and OMSK with BT = 0.3 can be ob

tained in a similar way, 

For coherent QPSK 

(2.61 ) 
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For coherent OMSK with BT= 0.3 

(2.62) 

for 0 ~ ilT ~ T. Figure 2.11 shows the above average BER against timing 

offset, at two SNRs. 

The theoretical analysis of the a\·crage BER presented in this scction assumcs 

the signal amplitude is constant, therefore Eb is fixed. The sources of crrors 

arc AWON with constant spectral powcr density No/2, carrier phase offset 

4>0 and sampling time offset ilT. In a mobile radio communication environ

mcnt, the amplitude of the rcceivcd signal changcs with time, ther~forc the 

SNR changcs accordingly. The average BER in these situations will be ana

lysed in the following section. 

2.4 TRANSl\lISSION OF CPl\l SIGNALS OVER A 

l\IOBILE RADIO CIIANNEL 

2.4.1 INTRODlJCfl0N TO TilE 1\IORILE I~ADIO CHANNEL 

A radio wave travelling between a transmitter and a receiver is diffracted and 

rcflected by obstacles so that at a particular location in space a number of 

wave fronts with random phases, time delays and amplitudes arrive to form 

a resultant signal vector. When they all add in-phase the amplitude of the 

resultant is large, and when they add in anti-phase the amplitude of the re

sultant is small. In an area where the environment is stationary, a standing 

wave pattern is formed. As the receiver moves through this area, it experi

ences a fluctuation or fading in the received signal amplitude, as well as a 

random phase shift [10, 11]. If the time delays between the mUltiple 

wavefronts arc negligible compared with the information symbol period T, 

then there is no lSI. The fluctuation of the amplitude over a long time du

ration (e.g. a few seconds) can be statistically modelled and used to calculate 
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the average BER. This type of signal fading is termed as non-selective or flat 

fading, because all frequencies are affected in a similar way. If the delay be

tween the multi-wavefronts are comparable to the symbol period T, then the 

delayed waveforms become echoes to the waveforms that follow and cause .. 
I 

lSI. This type of signal fading can be described by the estimated channel 

impulse response. This impulse response also varies against time as the re

ceiver moves relatively to the transmitter. This is referred to as frequency 

selective fading. 

Both types of signal fading disperse the energy of the transmitted signal, 

therefore the energy per symbol period Eb will be reduced. If A WG N is 

present, the average BER will increase. The effects of these two types of 

signal fading on the average BER in the coherent detection of CPM signals 

will be discussed in the following sections. 

2.4.2 THE EFFECT OF NON-SELECTIVE (FLAT) SIGNAL 

FADING ON HER 

This is the situation where the time delays between the multipath signals are 

shorter than the data transmission bit period. If there is no dominant re

ceived signal (e.g. a line-of-sight signal), the amplitUde r of the resultant sig

nal r(t) in the absent of AWGN can bemodelcd by the Rayleigh distribution, 

the PDF is 

p(r) = 2~ exp( _ r2/(12) 
(1 

(2.63) 

\Vhere 

(2.64) 

and 0< r< 00. 

In areas where there is a dominant signal component, the amplitude of the 

received signal r is Rician distributed, i.e. 
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.. 

(2.65) 

Where lo[y] is the modified Bessel function which is defined by 

(2.66) 

and A is the amplitude of the dominant signal, which is in the form 

s(t) = A cos(wt + 4>0) (2.67) 

Assuming the coherent receiver tracks the phase of the received signal cor

rectly, then only the fluctuations in amplitude of the received signal affect the 

average BER. The general expression for coherent detection of QPSK, MSK 

and G MSK with BT = 0.3 modulated signals can be written as 

(2.68) 

where 'Y = Eb/No and '1 takes values of 1.0, 0.81 and 0.66 for QPSK, MSK 

and GMSK with BT = 0.3 respectively. No/2 is the power spectral density of 

the AWGN, which is independent of signal fading. Therefore 

(2.69) 

and P, must be averaged over squared amplitudes of the received signal from 

zero to infinity. This process is carried out firstly by transformin~ the prob

ability density function of r to that of y. For the Rayleigh distribution, the 

transformation yields 

p(y) = ~o exp( - 1'/1'0) (2.70) 

where Yo = (J2/2No is the average received SNR over fading. 

The average BER is then calculated by averaging equation (2.68) and (2.70), 

i.e. 
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100 1 C 1 
Pe = 0 T erfc (" tly ) Yo exp( - y/Yo) dy (2.71) 

which gives· 

(2.72) 

For the Rician distribution, which is defined by equation (2.65), the trans

formation of the probability density function from r to y can only be carried 

out numerically, because the direct transformation of the Bessel function is 

not available. 

Figure 2.12 shows the average BER for coherent detection of QPSK, MSK 

and G MSK with BT = 0.3 modulated signals before and after the Rayleigh 

fading. 

The average BER in non-selective fading, subject to carrier phase offset and 

sampling time offset can also be evaluated by averaging equations (2.59) to 

(2.61) with equation (2.69) in a similar way. The results are shown in Figure 

2.13 and 2.14 respectively. 

2.4.3 TilE EFFECf OF FREQUENCY SELECTIVE SIGNAL 

FADING ON TilE HER 

The arrival of multiple signal waveforms with random time delays at the re

ceiver causes lSI to the demodulated quadrature waveforms when the infor

mation symbol period T is comparatively shorter than the delays. In this 

situation, portions of the previous transmitted waveforms are delayed and 

added, constructively or destructively, to the present waveform. This causes 

lSI and the levels of the outputs from the integrators in the coherent detector 

are reduced. The effect of lSI can be illustrated by recursively plotting the 

received baseband quadrature waveforms over a 2T period to form an 'eye 
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pattern'. Figure 2.15 shows the eye pattern for OMSK with BT = 0.3, in the 

absent of A WON and lSI. The occasional smaller opening in the eye pattern 

is due to the phase deviation ( caused by the baseband shaping filter in the 

modulator) from +; at nT intervals, which leads to a.reduced amplitude 

Amin, as discussed in section 2.3. The sampled values are taken at time in- . 

stants where the eye patterns open at the maximum to achieve the minimum 

BER. 

Figure 2.16 shows eye patterns where selective fading occurred in the absence 

of A \VO N. The opening .of the eye patterns become smaller occasionally as 
l1f~ 

a result of lSI. Hence innrcccnceof AWON, detection errors will be greater 
Jif . 

on these occasions. 

In order to calculate the exact degradation, the channel impulse response 

c(t) must be estimated so that the channel output s(t) corresponding to the 

modulated signal s(t) can be calculated from 

;(t) = Joo s(t - T) C(T) eft 
-00 

(2.73) 

The baseband quadrature waveforms X.t.+1 and X.t.-I can then be evaluated 

from s(t). Such channels can also be modelled in the baseband by finite 

tapped delay lines with the tap coefficients equal to the estimated channel 

impulse responses [12, 13]. 

2.4.3 SUl\l1\lA RY 

The previous discussion has shown that there are four key clements which 

affect the average BER in coherent detection of a CPM signal over a mobile 

radio channel, in the present of AWON. 

(I) The normalised bandwidth BT of the baseband shaping filter in the 

modulator. As the BT becomes smaller, the modulated phase p(t) de

viates from of {O, ± ; ,n} at t = nT, so that the amplitude of the 
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quadrature waveforms reduces, hence the average BER increases. The 

bandwidth of the shaping filter can be controlled by the system designer 

at the system planning stage in order to compromise between spectral 

efficiency and the minimum allowable signal amplitude. 

(2) The offset caused by the A \VGN in the re-generated carrier phase and 

sampling time. As this offset becomes non-zero, the signal power at the 

input to the detector decreases, hence the average B ER increases. The 

A WGN can be reduced by adopting the optimum filter in the receiver. 

This will be discussed in Chapter 3. 

(3) The non-selective (flat) fading of the received signal amplitude, which 

reduces the average signal to noise ratio at the recei\'er, and increases 

the average HER. 

(4) The imperfect channel impulse response in the form of frequency selec

tive fading, which introduces lSI to the received signal so that the am

plitudes of the demodulated baseband -quadrature waveforms are 

further reduced. This leads to a higher BER. 

The last two clements are environment-related and hence are not controllable 

by a radio system designer. However their statistical characteristics can be 

estimated so that appropriate signal processing techniques can be devised to 

mitigate their effects. 

2.4.4 COl\lPUTER Sll\lULATION 

A computer simulation was conducted in order to demonstrate the degrada

tion in a digital communication system subject to signal fading and lSI such 

as exist in the mobile radio channel. Figure 2.17 shows, in terms of functional 

blocks, how a generalised digital mobile radio transmission system was simu

lated by using a digital computer. In the simulation the total interference was 

modelled by AWGN with zero mean and a given power. The digital modu

lation used in the simulation was G MSK with BT = 0.3. The information 
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was transmitted at 500 kb/s. The radio channel is represented by a tapped 

delay line, which has tap coefficients equal to the sampled values of an esti

mated channel impulse response [13]. Each coefficient represents the average 

energy of multiple radio waves arriving at the receiver antenna with a fixed 

time delay. The amplitude of the resultant signal at each fixed time delay is 

assumed to be Rayleigh distributed. This assumption is not strickly accurate 

for the situations where a receiver travels over a large distance ( eg. I km ), 

and the average power of the received signal becomes log-normal distributed 

[13]. If the receiver only travels over a short distance( eg. 50m ), then the 

average signal power and the channel impulse response can be regarded as 

stationary, i.e .. it does' not change against time, therefore only a small 

amount of data (eg. 100000 bits) is required in the simulation in order to 

reduce computing time. The estimated channel impulse response used in the 

simulation was obtained from [13], which was measured at 837MHz and 0.1 

liS resolution in Liverpool University precinct. Figure 2.18 shows the sam

pled values of this impulse response. The Rayleigh distributed amplitude was 

generated by using the method' described in [10], where 8 sinusoidal signals, -

each with its own independent amplitude and phase, are combined together 

in order to simulate the arrival of multiple wave fronts. The maximum fre

quency of these sinusoidal signals was set to 40 Hz in order to simu13te the 

Doppler frequency shift .. The receiver was assumed to be in complete phase 

and clock synchronisation with the transmitter. This assumption is made 

because the simulation was intended to serve as a demonstration of degrada-

tion (which is caused by the Rayleigh fading and the lSI introduced by the 

mobile radio channel) in the performance of a digital mobile radio system. 

Simulations on carrier and clock recovery techniques arc beyond the scope 

of this thesis. 

I 

The average BER ~obtained from the computer simulation are presented in 

Figure 2.19, which shows that the average BER remains high as the average 

SNR increases. This is because the eye pattern has already been closed by 

the lSI in the absence of AWGN, and if the received signal is faded a slight 

amount of A WON can cause a large number of errors. Because the BER is 
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high the bits errors may occur in a group (or an crror burst). IEEE dcfines 1 

an error burst as a group of bits in which two consccutive erroncous bits are 

always scparated by less than a given crror free gap lcngth. An error free gap 

length (or gap length for simplicity) is defincd as the number of corrcct bits 

between two errors. For example, lct 'e' and 'c' reprcscnt a correct and cr

roncous bit respectively, then a bit stream ' ... ecccccccc ... ' will havc a gap 

length of 7. An investigation on the error free gap length distribution will 

help the system designer to determine the realistic error burst length, and if 

this length is long, a more complicated, hencc morc expensivc, signal 

proccssor (e.g. an error-correction coder-decoder or an equaliser ) should be 

used in order to reduce the BER. Figure 2.20 shows the gap length distrib

ution from the computer simulation. From this graph it was found that 70 

percent of the gap length are under 10, and 90 percent of the gap length are 

under 20 etc .. 

It should be emphasised again that this simulation only serves as a demon

stration, 

2.4.5 1\lETIIODS FOR REDUCING HER 

The avcrage BER may be reduced by the following methods. 

(I) Selecting an optimised modulation-demodulation tcchnique which 

compromises between the maximum SNR and high power spectral 

efficicncy. 

(2) Using divcrsity techniques either in space, time or frcquency to re

ducc the cffccts of non-selective signal fading [10]. 

(3) Using channel equalisation to canccl the lSI in the rcceived 

baseband signals [1,4]. 

1 IEEE Dictionary of Technical Terms 
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(4) Introducing error control codes after channel equalisation to further 

reduce the BER [15]. 

Specific knowledge of the channel for a given transmission frequency and 

data rate are essential and must be available before an optimum communi

cation system can be designed. Estimation of the statistical distributions of 

the signals amplitudes will aid the selection of suitable diversity techniques 

whereas from the estimated channel impulse responses the most effective 

channel equalisation strategy can be planned. Finally, the bit error statistics 

can be obtained from equalised data so that an appropriate error correcting 

code can be devised. These important parameters should be estimated 

through an experimental investigation. 

2.5 SPECIFIC REQUIREI\IENTS FOR A TDI\IA 

SYSTEl\1 

2.5.1 BASIC TDl\IA STRUCTURE 

In a TDMA system, a single radio channel is shared sequentially by a certain 

number of users in short time durations, or time bursts. As a consequence, 

each user will transmit and receive high speed data intermittently via a buffer 

memory. Figure 2.21 shows the timing relationship in a 7-user TDMA sys

tem, where bursts from each user with equal time duration are organised in 

a TDMA frame. The frame begins with a reference burst RBO, which is sent 

out by a radio base station in order to establish the synchronisation of the 

TDMA frame. User 1 will then access the channel at time t( with a burst 

UBI, user 2 at t2, with UB2 and so on. 

Due to the delays in propagation of radio waves, a user who is nearer to the 

radio base station will respond to the reference burst quicker than those who 

are further away. In order to prevent the bursts from overlapping, a 'guard 

period' is attached at the end of each burst, where no signal is sent. For ex

ample, the GSM system uses a guard period which is equivalent to 8.5 bits 
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[16]. Also in a practical TDMA system such as GSM, frames carrying con

trol data are multiplexed with the frames that carry information [16], in order 

to perform supervisory tasks such as 'power control', 'handover' etc. The 

signal conditions in a TDMA system will be discussed in the following sec

tion. 

2.5.2 S\VITCIIING NOISE IN A TDl\lA SYSTEl\l 

The switched mode transmissions in a TDMA system cause sudden transi

tions in the time domain, hence it will generate spurious spectral energies over 

a wide bandwidth. When these energies spread to the adjacent TDMA 

channels, they appear to be noise power so that the average BER in that 

channel will increase. 

This switching noise can be reduced by adopting a time domain window on 

the transmission burst to restrict the on-off transitions [17], and by using 

bandpass filters in the receiver to reduce the admitted noise. The selection 

of such a filter in the receiver will be discussed in Chapter 3. The disadvan

tage of using the window and filter is that the first few information symbols 

in a transmission burst will be distorted. Therefore extra protection symbols 

which do not carry information are put in front of the data sequence. These 

protection symbols are referred to as 'tail bits'. For examplc, the GSM sys

tem uses 3 tail bits [16]. 

2.5.3 TilE CHANNEL ll\lPULSE RESPONSES 

The data transmission rate in a TDMA systcm is generally high ( e.g. 270 

" .kb/s: in GSM ), therefore the transmission is more vulnerable to the multiple 

signal delays exhibited by the channel. The channel impulse response can be 

regarded as the same within a transmission burst because of the short time 

duration, but it may vary from one transmission burst to another, depending 

upon the relative movement between the transmitter and the receiver. 
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2.5.4 DISTRIBUTION OF TilE AI\IPLITUDES OF TilE 

RECEIVED SIGNAL 

In a practical TDMA system, the burst length is very short ( e.g. 0.5 ms in 

GSM ). The relative movement between a transmitter and a receiver during 

this interval is negligible, hence the received signal amplitude can be regarded 

as unchanged. As the receiver moves across an area where a standing wave 

pattern exists, the amplitudes measured at each burst interval can be re

garded as sampled values of the standing wave. Within a certain observation 

space, these samples form a stationary random process with constant mean 

~nd variance, therefore they arc expected to have the same amplitude proba

bility density distribution as a continuous transmission. 

2.5.5 AN EXPERIl\IENTAL INVESTIGATION 

The signal fading and channel impulse responses discussed in the previous 

sections are related to the carrier frequency and environment. The statistical 

models adopted in the theoretical analysis represent a general situation, where 

a large number of samples were collected for lengthy periods of time in order 

to form a random process. 

Although a computer simulation of the performance of digital transmissions 

over a mobile radio channel can be conducted based upon the result from 

propagation measurements, it only provides a general assessment of the sys

tem performance, or a boundary of performance, because of the generalised 

statistical models used in such simulations. In reality, there may be excep

tional circumstances during a high bit rate TDMA digital transmission over 

a real time communication channel ( e.g. at 1.8 GHz carrier frcqucncy ), 

where the general statistical models would require modifications in order to 

maitain a certain degree of accuracy. These modifications arc normally made 
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based upon results from experimental investigations over a real time mobile 

radio channel. 

Experimental investigations of the propagation characteristics at a frequency 

around 1.7 GHz have been made recently [18, 19], but they were not extended 

to include the quality (e.g. in terms of BER ) of data transmissions. It would 

be useful to systematically investigate the performance, in terms of the aver

age BER and bit error distribution, of a TDMA system operating in the real 

time mobile radio channel at 1.8 G Hz. Such an investigation can be extended 

to include estimation of the real time channel impulse response and the am

plitude of the received signal in order to relate such parameters to the meas

ured BER. Furthermore, channel equalisation techniques can be applied in 

order to investigate their ~ffects on the bit error distributions. The bit error 

~istributions after the channel equaliser will provide valuable information in 

the selection of cost-effective error-correcting codes. , 

In order to carry out such investigations, it is necessary to develope a dedi

cated experimental system. The design of this system can be divided into two 

parts. 

The first part of the system should be able to estimate and record parameters 

in the real time communication channel, such as signal level, demodulated 

waveforms and channel impulse response from the field trials. As it was 

mentioned in Chapter I, there arc many contenders for the future digital 

mobile radio system ( eg.PCN is likely to adopt the GSM standard of using 

GMSK modulation and TDMA transmission). In order to assess their per

formances in a real time communication channel, the experimental system 

should be versatile so that it can accept different modulation techniques, with 

,i variable data transmission bit rates and at different carrier frequencies, and 

it should not be limited to using the TDMA format alone. For example, the 

SCPC FDMA technique ought to be accepted as an alternative. 

The recorded data can then be transferred to the second part of the system, 

which is a computer, where data analysis can be carried out to extract statis

tical information, such as distributions of the received signal level, delays in 
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the estimated channel impulse response, average HER and error-free gap 

distribution etc., from the measurements. In addition to the statistical data 

analysis, more sophisticated signal processing techniques can be tested. For 

example, channel equalisers with different structures and various parameters 

can be implemented in computer software. Their performance in terms of 

HER and error free gap distribution after the equalisation can be compared 

in order to determine which is more efficient. 

The development of such an experimental system will be presented in Chap

ter 3. 
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CHAPTER 3 DESIGN AND 

IMPLEMENTATION OF A VERSATILE 

TDMA EXPERIMENTAL SYSTEM 

3.1 INTRODUCTION 

The effects of various parameters on the average BER in the coherent de

tection of digital transrriission over a mobile radio channel have been re

viewed in Chapter 2. Special attention was directed toward the TDMA 

system, where information symbols are transmitted in short bursts with a 

high bit rate. The two environmental and frequency dependent parameters 

were identified as the imperfect channel impulse response, which introduces 

lSI, and the fading of the received signal amplitude, which reduces the SNR 

(Eb/No) in the presence of AWGN. It was emphasised that these parameters 

and their effects on the average BER should be estimated and analysed be

fore a cost effective communication system can be designed. The design and 

implementation of a versatile experimental system to carry out such esti

mations will be presented in this chapter. The results from a laboratory cal

ibration of the system are also included. 

3.2 OVERVIE\V OF TilE SYSTEM 

Digital transmission over a mobile radio channel may take place within a 

wide range of the radio spectrum, with various bit rates, and utilise different 

modulation techniques. An experimental system, therefore, should be adapt

able to a specific requirement with minimum modifications. The exper-
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imental system presented in this chapter consists of two major parts, i.e. a 

transmitter and a coherent receiver, which is intcrfaced to a digital tape re

corder via a computer controlled buffer. The block diagrams which represent 

the transmitter and receiver are shown in Figure 3.1 and Figure 3.lt respec

tively, and their functions will be discussed in detail in the following sections. 

In general, the transmitter is able to accept various digital modulation t?ch~ 

niques and to transmit binary data at a variable bit rate, either continuously 

or in short time bursts, within a wide range of radio frequency spectrum. The 

coherent receiver includes a radio frequency down converter, an I F carrier 

recovery circuit, a clock recovery circuit and a digital complex channel im

pulse response estimator. This system can estimate, in real time, the received 

signal power ( which is also referred to as the received signal level) and the 

channel impulse response. The in-phase and quadrature demodulated 

waveforms arc sampled by the recovered clock. The estimated signallcvcl and 

the demodulated samples arc digitised and recorded with the estimated im

pulse response for off-line signal processing ( using computer software ), at a 

later stage of the experiment. The arrangement of the hardware and the 

software combination provide a cost effective solution to testing a vast num

ber of digital signal processing algorithms in real time mobile radio channels. 

The experimental system is versatile in two aspects. The first is that it can 

adopt various digital modulation techniques by simply re-programming the 

Erasable Programmable Read Only Memory (EPROM) in the modulator, 

through a dedicated computer program. The second is that coherent de

tection is performed at a variable Intermediate Frequency (I F), where the 

carrier re-generating circuit is able automatically to track the slow phase 

variations, which are either due to the Doppler shift associated with relative 

movement between the transmittcr and receiver, or the relative phase drift 

between various frequency sources used in the experimental system. Since 

various types of radio signal generators with very low phase-noise, general 

purpose radio frequency amplifiers and balanced mixers are commercially 

available, which can operate over a wide range of frequencies, the modulated 

IF signal can be up-converted, by utilising the above equipment, to any re- . 

quired experimental frequency. The experimental system can also provide a 
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wide range of timing sequences ( e.g. frame period, burst duration, etc. as 

defined in Chapter 2 ) for the TDMA specification, or it can be switched to 

continuous transmission. 

In the following sections the operational principle, design, implementation, 

and test results of each part of the system, represented in the functional 

blocks, will be presented. 

3.3 TilE TRANSl\lITTER 

3.3.1 GENERAL DESCRIPTION OF TilE TRANSI\IITTER 

" 
The transmitter consists of three fundamental b~ilding blocks which are, a 

timing control circuit, a versatile digital modulator and a frequency up con· 

version section, as shown in Figure 3.1. The timing control circuit generates 

timing sequences to set the transmission format of the modulator so that- the 

transmitter can either continuously or intermittently transmit information 

with variable bit rates. The versatile modulator modulates the information 

symbols onto an I F carrier with the specific digital modulation technique re· 

quired for the experiment. The frequency up conversion section converts the 

modulated I F carrier to the experimental frequency band. 

3.3.2 TilE Tll\lING CONTROL CIRCUIT 

The timing control circuit derives three timing sequences ( clocks) from a 

temperature compensated 10 MHz crystal oscillator by using cascaded Tran· 

sistor Transistor Logic (TTL) programmable dividers. These timing se· 

quenccs determine whether the system will operate in burst (TDMA) or 

continuous (FDMA) mode. These sequences are illustrated in Figure 3.2 and 

their functions are described as follows. 
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As mentioned in section 2.5, the TDMA bursts are organised in frames. The 

first timing sequence ( sequence A in Figure 3.2(b) ) generates the frame pe

riod, and it is referred to as 'frame'. Since the experimental system only has 

one user, the frame sequence is also used to set the burst duration. When the 

frame period is set to zero, a continuous transmission is achieved. 

The second sequence ( sequence B in Figure 3.2(b) ) decides the transmission 

bit rate, lIT. 

The third timing sequence ( sequence C in Figure 3.2(b) ) sets the over

sampling rate. In the experimental system, the baseband quadrature 

waveforms, which were described in section 2.3, are pre-calculated and sam

pled N ( where N = 2,3,4, ... ) times within a T bit interval. These samples 

are stored sequentially in two EPROM's. During the data transmission, they 

will be retrieved at a rate of NIT in order to restore the modulation 

waveform. This rate is referred to as the over-sampling rate and it was set 

to 10 times the bit rate lIT during the experiment. Figure 3.3 shows how the 

over-sampling clock is used to read the data from the EPROM's. 

These sequences can be changed by pre-loading the programmable dividers. 

As an example, the experimental results presented in this thesis used a burst 

transmission mode, with a burst duration of 512 J.1s, and the frame was 40 

ms. The data transmission bit rate was set to 500 kb/s; with an over sampling 

rate of 10. The reason for selecting the parameters listed above is as follows. 

The 40 ms frame period is the due to the limitation on the recording speed 

of the digital tape recorder used in the experiment. The 500 kb/s:. bit rate 

was selected ( which is nearly twice the bit rate of theGSM system) in order 

to test the effectiveness of different equalisers. One of the objectives of this 

experimental study is to find which equaliser is most effective to combat the 

lSI. Since at a higher bit rate the effect of lSI on the system performance 

becomes more severe, the improvement of each equaliser at 500 !kb/s is ex

pected to be more noticable, hence easier to be compared. When the recorded 

data are processed by various channel equalisers at a later stage the most ef

fective equaliser structure can be determined. A burst duration of 512 J.1S is 

selected because 256 iriformation bits are transmitted in a burst in order to 
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estimate the channel impulse response, which will be discussed in detail in 

section 3.4.7.· 

3.3.3 TilE QUADRATURE 1\10DULATOR 

This modulator, as shown in the block diagram in Figure 3.3, modulates the 

phase of a synthesised I F carrier by addressing the contents of two look-up 

tables, \~'hich contain the pre-calculated baseband quadrature waveforms 

corresponding to the information symbols. This modulator has three main 

sections, which are baseband quadrature waveform look-up tables, 

quadrature IF balanced mixers and a 45 to 90 MHz frequency synthesiser. 

The operational principle of this quadrature modulator in generating a CPM 

signal is as follows. The CPM signal at a carrier angular frequency ro can 

be expressed as 

s(t) = A cos (cot + p(t)) 

= A cos pet) cos cot"- A sin p(t) sin rot 
(3.1 ) 

where A and p(t) are the amplitude and phase of the carrier respectively. In 

order to generate this waveform, the cos cot term is derived from the· I F fre

quency synthesiser, and its 90 degree phase-shifted version is the required 

sin rot. In a linear system with a finite impulse response, the baseband 

quadrature waveforms A cos p(t) and A sin p(t) are defined within the infor

mation symbol duration T, and they can be pre-calculated as appropriate, 

according to each binary information symbol or a finite number of combina

tions of binary information symbols. The pre-calculated values can then be 

sampled and stored in a memory. When the transmission starts, the infor

mation symbols are accumulated to generate the address of the memory lo

cation so that the corresponding baseband waveforms can be retrieved and 

converted to analogue voltages by Digital to Analogue Converters (DAC). 

Finally the quadrature balanced mixers will combine the quadrature 

baseband waveforms and the carrier to obtain the modulated waveform s(t). 
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GMSK modulation with BT = 0.3, which was discussed in Chapter 2, is 

spectrally efficient and does not produce excessive degradation in terms of 

average BER, compared with coherent QPSK and MSK modulation, in the 

presence of AWGN. These advantages make this modulation technique a 

favoured contender for mobile radio systems, and it was therefore selected 

initially for the experimental investigation. The implementation of this mod

ulation technique, by the versatile modulator, is described below. 

For GMSK modulation with BT= 0.3, as described in section 2.2, the phase 

p(t) is gi\'en by 

f
t 00 

. p(t) = 2rrh I aj q(t - iI) dt 
-00 ;=-00 

(3.2) 

where h is the modulation index(equal to 0.5), and q(t) is the impulse response 

of the Gaussian baseband shaping filter, which is defined as 

(3.3) 

where P is a constant which is related to the normalised 3 dB bandwidth BT 

by 

p=rcJ 2 BT 
In 2 

For BT::;:; 0.3 the impulse response of the Gaussian filter is given by 

q(t) = 0.4516 exp( - 2.5631 t2
) 

(3.4) 

(3.5) 

where aj takes values from {I, -I}. By exchanging the order of integration 

and convolution in equation (3.2), and taking into account that the impulse 

response of the Gaussian filter in equation (3.4) can be truncated into a finite 

time duration LT ( where L> I is a positive integer ), once its value falls be

low the quantisation noise level in the digital representation of the quadrature 

waveforms, the pet) can be approximated as [2] 
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n n-L 

pet) = 2nh I ajg(t - i7) + nh I a; (3.6) 
i=n-L+l ;=-00 

for nT s t s (n + I)T. The get) is the integral form of q(t) which is 

get) = f q(t) dt 
-00 

(3.7) 

The summation in the first term of equation (3.6) only includes L discrete 

samples, because get) = 1/2 for t ~ LT. The second term in equation (3.6) 

takes values from {O, ±; and n}, depending upon the summation of all the 

previous information symbols. Figure 3.4 shows the impulse response q(t) of 

a Gaussian filter with BT = 0.3, which is defined by equation (3.5), and its 

integral form get), which is given by equation (3.7). 

If the quadrature waveforms arc digitised into 8-bit binary words, the values 

of get) will be masked off by the quantisation noise for I tI > 2 T, i.e. L· 4. 

Hence in equation (3.6), there are 16 combinations in lhe first term and 4 . 
initial phases in the second term. 10 sample values of pet) are calculated 

within an interval T for each of the combinations. The digitised quadrature 

waveforms are obtained by taking cos(. ) and sin(.) of these samples plus 

one of the four initial phases {O, + ~ ,1t}. These waveforms are then digitised 

into 8-bit binary words. Two EPROMs are used to store the pre-calculated 

quadrature waveforms as look-up tables. The storage space of each EPROM 

is divided into four blocks corresponding to each of the four initial phases. 

Each block contains 160, 8-bit words which are the 10 sample values in the 

16 combinations. Two EPROM's are addressed simultaneously in the real 

time data transmission by passing a stream of information symbols through 

a Serial Input and Parallel Output (SIPO) shift register, so that the four most 

recent information symbols are used to locate the memory spaces containing 

10 out of the 160 sampled values in both EPROM's. All the previous infor

mation symbols are accumulated through a feedback logic circuit, which 

generates four addresses in order to locate one of the four memory blocks, in 

each EPROM, which are associated with the four initial phases. The 10 ad-
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dressed samples from each EPROM, which represent the quadrature 

baseband waveforms in a T interval, are clocked out at the over-sampling 

rate and converted into an analogue voltage by a DAC. The analogue volt

ages are then low-pass filtered to remove any harmonics above the over sam

pling frequency. The lowpass filtered waveforms are then multiplied by the 

in-phase and quadrature components of the IF carrier, and the two products 

are combined by a power combiner to gi\'e the desired modulated carrier 

s(t), which is then amplified by a linear amplifier to deliver a 3 dBm (dBm 

denotes dB relati\'e to I mW) output power. 

A specially-selected 256-bit binary sequence was used to form the information 

symbols, which are stored in a separate EPROM. This sequence will be dis

cussed in section 3.4.7 with the channel impulse response estimator. The 256 

bits are read from the EPROM during the transmission burst. The address 

of the EPROM is generated by counting the 'symbol' clock from the timing 

circuit, through two cascaded 4-bit output TTL binary counters, which pro

vide 256 addresses. 

A synthesiser covering the frequency range of 45-90 MHz was designed and 

constructed to allow a suitable I F to be adopted in the experiment, especially 

in the situation where a bandpass filter for the receiver is commercially 

available, with the desirable bandwidth but centred at a different IF. The 

block diagram of the synthesiser is shown at the bottom of Figure' 3.3. The 

syn thesiser uses a 0.1 M Hz reference frequency which is derived from the 

temperature-compensated to MHz crystal oscillator used in the timing con

trol circuit. The output from the Voltage Controlled Oscillator (VCO) is di

vided, in frequency, by N (e.g. for 70 MHz, N = 700 ) through cascaded 

Emitter Coupled Logic (EeL) and TTL dividers. The divided output is fed 

into a digital phase comparator, which compares the rising edges of the di

vided VCO waveform to that in the 0.1 MHz reference. A current-pump 

circuit is switched by the phase comparator in order to either charge or dis

charge a capacitor. The voltage across the capacitor is filtered by a loop filter 

and fed back to control the VCO. 
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Minimisation of the phase noise of the synthesiser is important because any 

such noise will be added to the modulated phases, and consequently reduce 

the SNR as discussed in Chapter 2, section 2.3.2. The phase noise of this 

synthesiser was controlled by reducing the bias current of the transistors in 

the VCO and careful planning of the circuit layout. Cables carrying radio 

frequency and control voltage were screened and kept apart. The veo and 

digital circuit had separate regulated power supplies to prevent the break 

through of the pulses from the logic circuits. 

The output signal of the synthesiser has a frequency range from 45 MHz to 

90 MHz in 0.1 MHz steps, and a maximum output power of 3 dBm. The 

second harmonic is 35 dB below the main carrier output level. The phase 

noise was measured on a commercial spectrum analyser as 75 dBc/Hz below 

th~> carricr lc\'cl, at a frequcncy offsct of 200 Hz. Figure 3.5 shows the 

measured spcctrum at 70 MHz. 

After accurately balancing the phase as well as the amplitudes of t~e input 

and output of the quadrature mixcrs by using matching networks, a GMSK 

modulated IF signal was generated. Figure 3.6 shows the power spectrum 

of a G MSK modulatcd 70 M Hz carrier with BT = 0.3, in a continuous 

transmission mode, from the ,versatile modulator. The information symbol 

rate was 500 kb!~ and there is no additional IF bandpass filter used at the 

output. Figure 3.7 (a) shows the baseband quadrature waveforms to illus

trate the reduced signal distances in terms of the reduced eye pattern, and 

Figure 3.7 (b) shows the phase trajectory of the same waveforms to demon

strate the constant envelope feature. 

Generally, this versatile modulator can accommodate MSK and QPSK mod

ulation, as well as ePM with its impulse response of the baseband shaping 

filter extended up to 4T. The maximum data transmission bit rate, which is 

limited by the access time of the EPROM's used in the modulator, is 3 Mb/s. 
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3.3.4 FREQUENCY UP CONVERSION SECTION 

The block diagram of this section is shown in Figurc 3.8. Thc modulated 70 
. I 
MHz IF signal is mixed with a 1720 MHz frequency source, and the upper' 

sideband of the mixed signal is bandpass filtered and amplified before it is 

sent to the antenna for transmission. The 1720 MHz signal sourcc uscd in 

the experiment was a Rohde & Schwartz SMH signal generator, and 

synchronisation between the generator and the 70 MHz IF synthesiser is not 
" , 

"" 

requircd. This is because the relativelyslow ( i.e. less than few Hertz at maxi-

mum) frequency drifts between the two frequency sources, and later on the 

third one in the receiver, will be automatically corrected by thc IF carrier re

cO\"cry circuit in thc receiver ( this will be discussed in section 3.4.5). The 

mixer was a Mini-Circuits device ZFM-2000, the power amplifier and 

bandpass filter were from Microwave Modules Ltd. The frequency response 

of the bandpass filter is shown in Figurc 3.9. Thc power amplifier had a 

maximum output of 34 dBm ( 2.5\VaUs ). 

Figurc 3.10 shows the power spectrum of the signal that was used in the ex

periment. The strong carrier component is duc to the transmission of a con

tinuous sine wave between the information bursts in order to assist the carrier 

recovery circuit in the receiver to acquire the carrier phase. 

3.4 TilE RECEIVER 

3.4.1 GENERAL DESCRIPTION OF TilE RECEIVER 

The receiver has eight major sections as shown in Figure 3.11, they are 

(I) Frequency down conversion section. 

(2) IF bandpass filter-limiter section. 

(3) I F logarithmic signal level monitor. 
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(4) IF carrier recovery circuit. 

(5) Baseband clock recovery circuit. 

(6) Coherent quadrature demodulator. 

(7) Real time channel impulse response estimator. 

(8) Computer-controlled data buffer and digital tape recorder interface. 

The received signal is first converted down to an IF. ( in the experiment it was 

70 MHz), which is then bandpass filtered and split into two parts. The first 

part goes to a logarithmic monitor where the received signal power ( in unit 

of dBm ) is converted to a DC voltage. The second part of the signal is 

ba~dpass filtered and amplitude limited. It is then divided into two parts 

again with one going to a carrier recovery circuit and the other to the coher

ent quadrature demodulator, where the quadrature baseband signalling 

waveforms are recovered. A clock recovery circuit is used to extract the data 

transmission clock from these baseband waveforms. The quadrature 

baseband waveforms are then sampled by the recovered clock at multiple T 

intervals and then digitised by Analogue to Digital Converters (ADC) into 

6-bit binary words, which are buffered and transferred to the digital tape re

corder through a buffer control circuit between the transmission bursts. 

These 6-bit words are also passed to a digital channel impulse response esti

mator so that real time channel impulse responses can be 'estimated and re

corded at the same time. The details of each receiver section are described 

below. 

3.4.2 TilE FREQUENCY DO\VN CONVERSION SECfION 

The block diagram of this section is shown in Figure 3.12 (a). The received 

signal from the antenna is amplified by two pre-amplifiers, and bandpass fil

tered before it is multiplied by a synthesised 1720 MHz unmodulated sine 

wave. It is not necessary for this sine wave to be in phase synchronisation 
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with the received carrier, because of the automatic phase tracking provided 

by the IF carrier recovery circuit, which will be described in section 3.4.5. A 

ZFM-2000 mixer and two ZHL-1042J amplifiers each with 28 dB gain and 

5 dB noise figure, all manufactured by Mini Circuits Ltd, were used as the 

pre-amplifiers. The 1720 M Hz signal was provided by a Farnell SSG-2000 

signal generator. The bandpass filter was a Microwave Modules' combline 

filter. The freq uency response of this filter is shown in Figure 3.12 (b). 

3.4.3 LOGARITIIl\lIC SIGNAL Al\lPLITUDE l\10NITOR 

The down-converted IF signal is lowpass filtered and further down converted 

to 10.7 MHz, as shown in Figure 3.13 (a). Two ceramic bandpass filters with 

1~:7 MHz centre frequency and 300 kHz,3 dB bandwidth are used to reject 

any unwanted harmonics before the signal is passed to a logarithmic ampli

fier, which has a linear output voltage proportional to the power of the input 

signal measured in dB. A second digital frequency synthesiser ( which is 

similar to the one used in the modulator ), with a 59.3 MHz output is used 

here to convert the 70 MHz IF signal down to 10.7 MHz. Figure 3.13 (b) 

shows the frequency response of the 10.7 MHz bandpass filter. A logarithmic 

amplifier manufactured by PascalI Ltd was used in the monitor. The output 

voltage of the monitor against the input signal amplitude in decibels is shown 

in Figure 3.13 (c). 

3.4.4 IF BANDPASS FILTER-LIMITER 

Figure 3.14 shows the block diagram of this circuit. The received I F signal 

from the frequency down conversion section is bandpass filtered and ampli

tude limited by this circuit. The bandpass filter plays an important part in 

optimising the receiver performance. This filter has two functions. The first 

is to reject any spurious spectral components outside the down converted IF 

signal bandwidth. The second is to restrict the power of AWGN. The anal

ysis carried out in Chapter 2, section 2.3, assumed the noise source is A WGN, 
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which has a constant two-sided power spectral density No/2. The noise power 

within a given bandwidth Bn is then given by 

(3.8) 

where N, is the noise power after the filter, and Bn is the equivalent noise 

bandwidth of the filte~. In the analysis discussed in Chapter 2, section 2.3, 

the Bn was assumed to be infinity. After applying the filter, the noise power 

admitted by the receiver will be reduced from No/2 to N,. Since the bandpass 

filtering is a linear process, it does not change the probability density function 

of the noise. Hence the distribution of the noise at the output of the filter 

remains Gaussian. The bandpass filter can also reduce the switching noise 

level associated with the TDMA burst transmission. The narrower the 

equivalent noise bandwidth Bn, the less noise power will be included in the 

receiver IF". However, this bandwidth can not be made too narrow. This is 

because the Bn is directly proportional to the 3 dB bandwidth of the filter, and 

as this bandwidth reduces, the tilter will introduce lSI to the quadrature sig

naling waveforms. Hence the eye pattern ( \\'hich was discussed in Chapter 

2 section 2.4.3, ) of the waveforms will be closer. In the present of additive 

noise, the average BER will increase. Therefore an optimum 3 dB bandwidth 

exists for a given type of bandpass filter, subject to a specific modulation 

technique. A method for optimising a Gaussian filter for coherent detection 

of MSK signal was presented in [4], and it is reviewed here for optimal de

tection of G MS K signal. 

The impulse response of the Gaussian filter is defined as 

F . Tt2 2 
h(t) = -a- cxp( - -2 t) 

a 

and its equivalent baseband frequency response is given by 

H(f) = exp( - a2/> 

(3.9) , 

(3.10) 

where a is a constant. The 3 dB bandwidth B, and the equivalent noise 

bandwidth Bn of this filter are calculated from the following two equations 

respectively, 
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and they are expressed as 

B 2 
l/l( -f)1 1 

2 

rJ.B = fK ~ 1.2533 
.n "";T 

(3.11 ) 

(3.12) 

(3.13) 

(3.14) 

Therefore the 3 dB bandwidth of the Gaussian filter is related to the equiv

alent noise bandwidth through 

B, = 2 J Inn 
2 Bn ~ 0.938? Bn (3.15) 

Since the optimisation is concerned with minimising both lSI and the equiv-

alent noise bandwidth, the lSI caused by the filter is calculated first. The 

maximum I~I will occur when the spectral components of the signal have the 

maximumscparationfrom the filter's centre frequency. Therefore a worst case· +

signal waveform can be selected, and Figure 3.15 shows the quadrature 

baseband waveforms for GMSK modulation with BT = 0.3. Both inphase 

and quadrature waveforms will be affected by the filter in the same way, but 

for simplicity only the inphase waveform is used below in the analysis. The 

inphase waveform from Figure 3.16 can be written as 

Si(t) = A cos( 2nfm t) (3.16) 

where fm is the frequency of the inphase waveform, which in terms of the bit 

period Tis 

1 
fm = 4T 

Using equation (3.10), the filtered in phase waveform is 
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where cPo is a constant phase delay and 

(3.19) 

Assuming the coherent detector has both carrier phase and clock 

synchronised to the transmitter, then the SNR at the output of the filter is 

A,2 _ A 2T' _1_ _") 2 ~) 
Yf= 2 N B-2 N B T exp( .. IX 1m 

o non 
(3.20) 

Substituting equations (3.15) and (3.16) into equation (3.19), and noting that 

the SNR per symbol period(which is 2 7) before the filter is 

(3.21 ) 

the SNR per symbol period after the filter can be expressed as 

!lfl2 I In 2 ] 
y,=YoV~-1t- B,T eXP[-4B;T2 . I 

(3.22) 

A degradation factor can be defined as 

. degradation 
Y, 

(3.23) =-
Yo 

Figure 3.16 shows the degradation factor as a function of the normalised 3d B 

bandwidth of the filter. The minimum degradation is -0.14 dB, which occurs 

at B,T = 0.59 [4]. This result shows that the optimum filter introduces negli

gible degradation, and therefore if the noise source is AWGN, it is not nec

essary to use such an optimum filter. However, in a practical system, the 

dominant noise can be very strong adjacent channel interference, which must 

be attenuated below an acceptable level. The spurious spectral components 

from the frequency down converter must also be suppressed. These require~ 

ments make the optimum filter an essential part of the receiver. 

The frequency response of the optimum Gaussian filter is shown in Figure 

3.17. 
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A Gaussian filter is used in the above analysis because it is mathematically 

convenient to use in the theoretical optimisation process. In practice it can 

be approximated closely by cascading Inductor Capacitor (LC) tuned IF 

amplifiers. 

In a TDMA system, the optimum filter also restricts the switching noise as

sociated with the transmission bursts. The impulse response of the tilter will 

distort the first few symbols, because of its limited bandwidth. This dis

tortion is avoided by adopting the 'tail bit' before the information sequence, 

as it was mentioned section 2.5. 

The bandpass filter used in this experiment is a Surface Acoustic Wave 

(SA \V) filter, manufactured by Siemens Ltd. Figure 3.18 (a) and (b) shows 

the frequency response and passband phase characteristics of this filter. This 

filter is a close approximation to the optimum Gaussian filter discussed 

above, and it can be assumed to introduce no additional degradation. 

The bandpassed IF signal is then passed through an amplitude limiter. This 

is because the' amplitude of the received signal plus noise in a practical mobile 

radio system can vary over several orders of magnitude, and in order to not 

exceed the dynamic range of the balanced mixers in the circuits that follow, 

it is necessary to limit the amplitude of the signal. For an ideal amplitude 

limiter, only the SNR at its output is affected. Let the input signal to the 

limiter be 

s(t) = A cos(wt + p(t» + n(t) (3.24) 

where n(t) is the Gaussian noise after the optimum tilter discussed previously. 

The noise power is N,. It was shown in [5] that the SNR at the output of the 

limiter can be approximately given by 

A2 
Yout = rt N 

. r 
(3.25) 

where n/4 < rt ~ 2 is a constant dependent upon the SNR at the input of the 

limiter. The lower bound is reached for very low input SNR and the upper 

bound for very high ratios. Theoretically a 3 dB increase in SNR at the 
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output of the limiter can be obtained if the received SNR is high and the 

corresponding average BER will be reduced. On the other hand, if the SNR 

is low at the input of the limiter, the SNR will be worsened at the output, 

which leads to an increased BER. In practice the average SNR at the output 

of the limiter can be regarded as the same as that at the input. 

This limiter was constructed using a multi-stage amplifier configuration, the 

output of the last stage was clamped by diodes connected back to back. The 

output will be saturated when the input signal level exceeds a threshold of 

- 60dBm. Figure 3.18 (c) shows the input output amplitude response of the 

amplitude limiter. 

3.4.5 TilE CARRIER RECOVERY CIRClllT 

The block diagram of this circuit is shown in Figure 3.19 (a). Its basic struc

ture is a a Costas loop [5-9]. The purpose of this circuit is to track the aver

age carrier phase. Between two adjacent data transmission bursts, the 

transmitter sends out an unmodulated carrier to assist the carrier recovery 

circuit to acquire phase synchronisation. The bandpass limited signal from 

the bandpass limiter circuit is split into two equal phase portions and multi

plied by the in-phase and quadrature components of a locally generated sine 

wave from a VCO. The received I F signal between the bursts can be written 

as 

s(t) = A cos(wt + t/J(t» (3.26) 

where t/J(t) is the phase of the IF carrier. s(t) is then multiplied by the 

quadrature waveforms from the VCO, which differ from s(t) by a phase angle 

cp(t). The outputs from the multipliers are 

v(t) = Acos(wt + t/J(t» cos(wt + <J>(t» 

= ~ cos(<J>(t) - t/J(t» + ~ cos(2wt + <J>(t) + l/J(t» 
(3.27) 
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\1'(1) = A sin(wl + t/J(t» COS(WI + c/>(I» 
(3.28) 

= - ~ sin(cJ>(I) - t/J(I» + A2 sin(2wI +c/>(I) + t/J(I» 
2 . 

The terms with double frequency 2w in v(t) and w(t) are removed by lowpass 

filters and the terms containing the phase difference (</>(/) - t/J(/» are multi

plied together to give an error signal c(/), which is 

. 2 

c(t) = - ~ cos(cJ>(t) - t/J(t» sin(cJ>(t) - "'(t» 

A2 
= - -8- sin 2( c/>(t) - "'(t) ) (3.29) 

A2 
= - - sin 2~c/>(t) 8 . 

where ~cp(t) is the phase error. e(t) has negative gradients in the region 

I I 
(fl - 4" )1t < ~cJ>(t) < (n + 4" )1t 

where n = 0, + I, ± 2, + 3, .... The negative gradient is used to provide a 

negative feedback control to the VCO sO that it will cophase with the input 

signal s(t) when n = 0, ± 2, ± 4, + 6, .... In other words the veo is in phase 

lock with the input signal s(t). However, when n = + 1, + 3, ± 5, ... , there is 

a 180 degree phase difference between the two signals, which creates a phase 

ambiguity. In Chapter 2, section 2.3.2, the method of using differential de

tectors to remove such an ambiguity was discussed, which causes the average 

BER at the output of the differentiator to be doubled. 

If the baseband quadrature waveforms are subjected to pre-detection proc

essing (Le. signal processing before hard decision), such as channel estimation 

and equalisation ( which will be discussed in section 3.4.7 and Chapter 5 re

spectively ), the phase ambiguity must be removed before the signal 

processor, and differential detection can not be used. Hence the following 

method is proposed here to remove the phase ambiguity. 

Assuming the transmitter sends out a training sequence and a copy of the 

sequence is stored in the receiver, after receiving the first 3 samples from the 

- 3.18 -



lowpass filtered quadrature waveform wet), their polarities are compared in

dividually with those stored correspondingly.l The results are represented by 

logic symbols as: 'I' if it is the same, '0' otherwise. A majority voting is then 

performed, so that the phase ambiguity is decided to be 0 degree if at least 

two 'I' occurred, and 180 degree otherwise. The 180 degree ambiguity, if it 

exists, will be removed by inverting the lowpassed quadrature waveform 

wet). Since the waveforms are sampled and digitised by the Analogue to 

Digital Con\'erters (ADC) before they are passed to the signal processor, the 

inverting of the quadrature waveform is equivalent to taking the 2's compli

ment) from t~e output of the ADC in the quadrature branch. Let Pamb rep

resent the probability of making an incorrect decision on the phase 

ambiguity, then according to [10] 

.. (3.30) 

where Ci is the combination of taking 2 samples out of 3, and P, is the aver

age BE R. This probability can be reduced if more bits are included, at the 

expense of loosing information content during the transmission. 

The consequences of making an incorrect decision on the phase ambiguity 

depends upon the structure and algorithm used by the signal processor which 
~ 

follows the decision circuit. InAcase of a correlation estimator ( which will be 1"-

discussed in section 3.4.7 ), a wrong decision in phase ambiguity will cause 

the correlator output to become random noise, which could then cause the 

Viterbi equaliser ( which. will be discussed in Chapter 5 ) that follows to 

produce a large number of errors. Nevertheless, since p. is generally small, 

e.g. p. < 0.05, Pi will be much less. In cases where p. is large, e.g. P. = 0.2, 

the training sequence will be severely distorted, therefore, any estimation de-

rived from such a sequence will become less reliable. 

2 w(t) is used here because it is sensitive to the 180 degree phase ambiguity. 

3 The 2'5 compliment of a binary number is obtained by inverting each bit to form a new number and 

then adding ( binary addition) 1. 
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Other design considerations include the loop filter after the baseband multi

plier, which has a very narrow lowpass bandwidth so that the veo can only 

respond to slow phase variations. This filter is designed to be a second order 

type to eliminate the steady state error [5]. The overall time constant of the 

closed loop circuit is about 10 ms to allow a maximum Doppler frequency of 

100Hz, caused by the movement of the receiver, to be cancelled. During the 

burst data transmission, the rapid phase variations are eliminated by this fil

ter so that only the average phase of the modulated carrier will be used· to 

control the veo. The lowpass filters in the quadratur~ ~r~nches are active 

types, and were designed to have 3dB bandwidth of 100 :kHz:. This 100 _kHz 
I 

bandwidth is used to compromise between the capture range of the phase lock 

loop and reduces the total noise power admitted into the circuit. The veo 
must be coarsely tuned by a D.C.voltage to within + 100 kHz: from 70 MHz, 

in~order to stay inside this capture range. Figure 3.19 (b) shows the spectrum 

of the veo in phase lock with a sine wave input at frequency of 70 MHz. 

Figure 3.19 (c) shows the situation where the input signal power was de

creased, which leads to an increase in the phase noise of the input signal. It 

can be seen that the phase noise power in the veo output was substantially 

reduced within the closed loop bandwidth. The circuit layout was also care

fully planned in order to minimise the phase noise. The veo has the same 

low-noise design as the one used in the modulator. 

3.4.6 TilE QUADRATURE DEMODULATOR AND TilE 

BASEBAND CLOCK RECOVERY CIRCUIT 

This circuit returns the baseband quadrature signalling waveforms and ex

tracts the timing pulses, or clock, used for transmission of the information 
.. 

symbols. The block diagram of this circuit is shown in Figure 3.20. The 70 

MHz IF signal from the bandpass filter-limiter is divided into two parts and 

multiplied by the inphase and quadrature components of the recovered IF 

carrier. The outputs arc represented as 
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v(t) = A cos (rot + p(t» cos rot 

= ~ cos p(t) + ~ cos( 2rot + p(t» 
(3.31) 

w(t) = A cos (rot + p(t) ) sin rot 

= - ~ sin p(t) + ~ sin( 2wt + p(t)) 
(3.32) 

where p(t) is the modulated carrier phase. The output signals are lowpass 

filtered in order to remove the double-frequency terms. The demodulated 

haseband quadrature signalling waveforms are 

.~ cos p(t) and -; sin p(t) respectively. The data transmission timing 

sequence is recovered by mUltiplying the baseband quadrature waveforms 

together. The lowpass filtered version of this product contains a frequency 

component at the data transmission rate; in the experiment it is 500 kHz. 

The direct clock extraction method was used because it is much simpler than 

a digital phase-locked loop. In order to reduce the effect of thc additive noise 

on the recovered clock phase t the baseband quadrature waveforms in the 

transmitter were tarefully selected to have maximum fluctuations t in ampli

tudc t at the bcginning of each burst transmission. The output of the multi

plier is lowpass filtered and the first 3 cycles are used to find the average 

phase in a logic circuit in order to reduce the phase noise. This circuit then 

generates a control pulse to synchronise a crystal oscillatort from where the 

500 kHz I sampling clock is derived. The initial three cycles accumulated by 

the logic circuit are also used to sample the output from the logarithmic 

monitort so that the signal strength at the beginning of the burst transmission 

can be recorded. The demodulated quadrature waveforms are sampled si

multaneously by the recovered clock and digitised into 6-bit binary words. 

3.4.7 THE CHANNEL II\1PULSE RESPONSE ESTll\lATOR 

~ 

The baseband quadrature waveforms at~)Utputs of the coherent demodulator 

can be regarded as baseband quadrature signalling waveforms passing 

through a linear mobile' radio channel with amplitude and phase distortions 
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and additive random noise. The amplitude and phase distortion of the chan

nel can be represented by a baseband complex impulse response defined as 

c(t) = cit) + jcit) (3.33) 

where cc(t) and c.s(t) are the baseband in-phase and quadrature components 

of the channel. The baseband signalling waveforms can be represented in 

complex form as 

s(t) = sAt) + js~.(t) (3.34) 

where s,.(t) and ss(t) are the in-phase and quadrature components of s(t). In 

the absence of the additive noise, the receiycd complex baseband waveform 

is given by 

r(t) = c(t)®s(t) (3.35) 

where ® represents a convolution. If s(t) is chosen to have an auto

correlation function in the form of a Delta function, Le. 

s(t)®/( -t) = t5(t) (3.36) 

where s"(t) is the complex conjugate of s{t), and t5(t) is the Delta function de

fined as 

{
I, for t = 0 

<5(t) = 
0, otherwise 

(3.37) 

then by convolving the received complex waveform with s·(t), the channel 

impulse response can be estimated, i.e. 

• • r(t)®s ( -t) = c(t) (8) s(t) (8)s ( -t) 

= c(t) (8) t5(t) 

= c(t) 
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Maximum Length Pseudo Random Binary Sequences (PRBS), generated by 

shift registers with internal feedback, satisfy equation (3.36) approximatel~ 

and they can be adapted for s(t). The baseband signaling waveform s(t), in 

complex notation, is 

s(t) = A cos p(t) + jA sin p(t) (3.38) 

where pet) is the modulated phase. If p(t) changes by exactly ± ~ each 'time, 

as it docs in MSK or QPSK modulation, the sample values of 

Sc or s;(t) at nT time intervals will be either ± A or + jA. When the baseband 

shaping filter in the modulator introduces lSI to the information symbols, as 

in G MSK modulation, the pet) no longer changes by exactly ;, hence the 

absolute sample values of sc(t) and s;(t) at nT intervals will be less than I A I. 
In ~ practical implementation, the lSI in p(t) is caused by a truncated, 

therefore finite, shaping filter. The small deviations from the maximum mag

nitude A, in the real and imaginary parts of s(t), can be regarded, approxi

mately, as a sequence with phase transition exactly equal to ± ~ passing 

through a linear complex filter which has an impulse response of h'(t). The 

approximation arises because the deviations arc caused by 

sin pet) and cos pet), and only when the lSI in p(t) is small can the values of 

sin pet) and cos pet) at the sampling moment be approximated by the fol

lowing equations. 

sin p(t)~ {
± I, 
pet), 

cos p(t)~ {
± I, 
p(t), 

for p(t)~ ± ~ 
for p(t)~O or 1l 

for p(t)~O or 1l 

for p(t)~ ± ~ 

(3.39) 

(3.40) 

This approximation becomes less accurate as the BT of the baseband shaping 

filter is reduced, which causes larger lSI. As an example, for OMSK with 

BT = 0.3 , the maximum lSI causes p(t) to deviate less than ± ~ from 

4 A Maximum Length PROS has a trangular autocorrelation function. 
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n
2
lt (n = 0, ± I, + 2, ... ,) therefore the maximum approximation error is 10 

percent. 

Adopting the approximation described above, the signal set) from GMSK 

modulation with BT = 0.3 is represented by a convolution process between a 

complex filter Il'(t) and an ideal data sequence d(t), which is expressed as 

. set) = h'(t)(8)d(t) (3,41) 

where 

Il'(t) = h'c(t) + jh'it) (3,42) 

.\f At 

d(t) = LajU(t - 2in + LbjU(t - (2i - l)n (3,43) 
;=0 ;=0 

and aj and bj take values from + I. 

A PRBS can be mapped onto d(t) by matching the even and odd position 

digits in the PRBS with the aj and bi of d(t) respectively. 

Finally, the h'(t) is included in a total distortion denoted by h(t), which is 

used to represent multiple delays and the attenuation of the signal in the 

physical environment, i.e. e(t) , as well as the lSI introduced by the radio 

system itself, i.e. h'(t). This total distortion is expressed as: . 

h(t) = e(t) ® h'(t) (3,44) 

which can be regarded as an overall system impulse response. 

Up to this point in the discussion, only the design of the quadrature signalling 

waveforms have been considered. In order to generate these waveforms, an 

information symbol sequence bet) must be derived to generate the corre

sponding phase shifts. This process is carried out by evaluating the direction 

of rotation of d(t) in the complex coordinate. Since an information symbol 

produces approximately ± ; phase change when it leaves the shaping filter, 

a logical equation can be defined to relate b(t) and d(t) at the sampling mo-
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ment nT.5 For simplicity, bra and d,. are used to represent the sampled values 

of b(t) and d(t) at the nT instant. This equation is expressed as 

bn = dn ElJ dn_ 1 for n = 0, 2, 4, ... (3.45) 

bn = dn ElJ dn_ 1 for n = I, 3, 5, ... (3.46) 

where ElJ and (.) denote a exclusive-or and an inverse logical operation 

respectively. 

Computer programs were written to generate the required sequence of dm and 

then to convert it into a sequence of bm which is then stored in an EPROM 

to be used as information symbols in thc modulator. Thc sequencc of d,. is 

stored in a separate EPROM, which was usedby the correlator as thc· stored 

sequcnce. 

A channel impulse response estimator was implemented based upon the 

principle described above. In order to avoid multiplications of digits, which 

arc cither time consuming or costly in the hardwarc, a wcighted binary ap

proach was used ~nd this is described as follows. Thc quadrature waveforms 

from the demodulator outputs are simultaneously samplcd at nT intcrvals 

and digitised into 6-bit words. A binary corrclator is attached to cach bit 

position. Thc binary correlators are the integrated circuits L 1023 from Logic 

Devices Ltd. Figure 3.21 (a) shows thc internal structure.. Each binary 

correia tor has two 64-bit binary delay lines, it correlates the contents of two 

delay lines by counting how many bits are identical in the same delayed po

sition. This number is coded into a 6-bit binary word as the binary corre

lation output. 

Six of these binary correlators are connected in parallel to correlate the 6-bit 

words from the demodulator with the stored base sequence. The output from 

each correia tor is weighted according to its bit position in the 6-bit input. The 

. 5 Note that b(t) is binary and d(t) is bipolar, in the logical equation a binary I or a positive value of 

d(t) is defined as logical I, and a binary 0 or a negative value of d(t) is defined as logical O. The 

anti-clock rotation of d(t) in the complex coordinate is defined as logical 1. 
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weighted outputs are summed to give a 6-bit correlation output. Figure 3.21 

(b) shows the block diagram of a 6-bit output correlator constructed from 6 

binary correia tors. Finally, four such corrclators are connected as shown in 

Figure 3.21 (c) to form a complex corrclator. 

The complex outputs from the correlator, however, arc not all required for 

the data processing [11]. An initial data reduction can be made during the 

expcriment. The reason for this is that when the receiver locks its phase to 

the strongest input signal and the transmission clock is recovcred correctly, 

the complex notation of the demodulator output can be expressed as 

r(t) = d(t)@h(t) 

= Id(t - 2k1)hAt - 2k1) - Id(t - (2k - 1)1)hs(t - (2k - 1)1) 
k k 

+/[./(t - 2k1)hsCt - 2k1) + iId(t - (2k - 1)1)IzJt - (2k - 1)1) 
k k 

(3.47) 

Since d(t) is alternatively pure real and pure imaginary, only the real part of 

the ret) at t = 0, ± 2 T, ± 4 T, ... carries information, and according to 

equation (3.47) these real values arc affccted by the 

hc(t) at t = 0, ± 2T, ± 4T, ... as well as by the h,(t) at t = ± T, ± 3T, ..... Sim-

ilarly, at t = ± T, ± 3T, ... intervals, only the imaginary part of r(t) carries 

information and these imaginary parts are affected by the 

h,(t) at t = 0, ± 2T, + 4T, ... and by the Il,(t) at t = 0, ± T, ± 3T, .... There

fore the output from the correlatoris taken from the real part at even T in

tervals, and from the imaginary part at odd T intervals. 

During the experimcnt, d(t) is formed by cascading four identical 63-bit 

maximum length PRBS together. The PRBS was generated by a 6 stage shift 

register with feedback taps at the 1st and the 6th stages [12]. The normalised 

complex correlator output for OMSK modulation with BT= 0.3 was meas

ured as: 

Real 0, 0, ... ,0.25, 0.93, 0.25, 0, ... , 0 

Imaginary' 0, 0, ... , ° 
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After the interleaving, a real sequence is obtained as: 

0, 0, ... , 0, 0.95, 0, ... , O. 

This sequence is the part of the channel impulse response, which affects the 

data transmission, and it is referred to as the 'estimated channel impulse re

sponse' in this thesis. Figure 3.21 (d) shows the output of this sequence from 

the hardware corrclator. 

3.4.7 TilE DATA BUFFER AND TilE DIGITAL TAPE 

RECORDER CONTROLLER 

A THORN-EMI SE8800 digital tape recorder was used in the experiment, 

which records 8-bit binary words at 33 kbyte/s·~ In order to record the 

digitised experimental data at 500 \ kb:ytc/s, a data bu.ffer was designed. The 

sampled and digitised in-phase and quadrature demodulated data, the esti

mated signal strength and the estimateQ channel impulse response during a 

burst of transmission are temporarily stored in this buffer, which holds up to 

8192 16-bit words, which are then transferred to the digital tape recorder 

between consecutive transmission bursts. A controller was also designed to 

interface the data buffer to a BBC computer to pass control commands to 

both the data buffer and the tape recorder. This controll~r also reads the 

data back from the tape recorder and transfers them to a IBM Personal 

Computer where more sophisticated data processing is performed. 

3.5 CALIBRATION OF TilE SYSTEl\l 

The calibration of the system was carried out in the laboratory with an ar

rangement as shown in Figure 3.22. The transmitter and the receiver were 

connected through a variable attenuator and a commercial Rayleigh fading 

simulator [13]. The carrier frequency of the system was set to 450 MHz due 

to the availability of the front cnd bandpass filters and the frequency range 

of the simulator. The information symbol transmission rate was set at 500 
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,kb/s, and 256-bits, which consists of four 63-bit PRBS, were transmitted in 

a burst. The bursts repeated every 40 ms, and between the bursts a pure sine 

wave was transmitted to assist the carrier recovery circuit in the receiver. In 

a multi-user TDMA system, like the 7-user system described in Chapter 2, 

section 2.4, the unmodulated carrier is transmitted during the synchronisation 

burst.· There is only one user in the experimental system presented here, 

hence the synchronisation burst can be extended. The loop bandwidth in the 

carrier recovery circuit can be made narrower, because a longer time is al

lowed for the circuit to acquire the phase synchronisation. This narrower 

loop bandwidth can also reduce the power of the phase noise. 

The receiver noise power N" in dBm, is calculated by: 

(3048) 

where Nf is the noise figure of the pre-amplifier and B, is the IF bandpass 

filter 3-dB bandwidth, k is the Boltzmann constant and T is the absolute 

temperature. The receiver used in the experiment has Namp = 5 dB , 

B,~0.6 MHz. For T = 3000 K, and k = 1.38 x 1O-23J K-l, the noise power in 

the receiver is calculated as Nr = -IIOdBm. 

The output signal from the transmitter was attenuated to a level of C dBm 

The signal C to receiver noise power N, ratio is related to Eb/ No by 

Eb CT 
No = N,/B, = 

CB,T 

N, 
(3.49) 

The attenuated signal is fed through the fading simulator to the receiver. For 

each signal level, the fading frequency of the simulator was set to 0 Hz, 30 

Hz and 90 Hz. The in-phase and quadrature waveforms from the 

demodulator were sampled and digitised by the recovered transmission clock. 

These samples were recorded by the digital tape recorder and later trans

ferred to the IBM Personal Computer to be analysed. 

The computer performs differential detection and compares the detected 

symbols with those transmitted. The average BER was calculated at various 
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signal to noise ratios and presented in Figure 3.23 (a) and (b). Figure 3.23 

(a) shows the average BER when the fading is absent. The theoretical cal

culated BER of coherent QPSK is included in this figure for comparison. It 

was found that the measurcd BER is consistent with the theoretical calcu

lation. Figure 3.23 (b) shows the average BER when the fading frequency 

was non-zero. In this situation, irreducible errors occurred and remained as 

constant when the Eb/ Nowas increased. The irreducible errors were caused by 

the deep fades of the received signal, where the signal was completely lost in 

the background noise and the recovered carrier phase became random. Since 

the fading frequency is inversely proportional to the carrier wave-length, at 

a higher carrier frequency the fading frequency will increase, which will result 

more irreducible errors. 

The channel estimator was testcd at Eb/No = 20 dB with the fading simulator , 

removed, the correlator output was shown in Figure 3.21 (d). 

3.6 CONCLUSION 

A versatile TDMA experimental system has been designed, constructed and 

calibrated in the laboratory. The IF modulator is capable of accommodating 

various types of amplitude or phase modulation by setting up a look-up table 

from pre-calculated quadrature signaling waveforms, for a given modulation 

technique. The IF can be varied from 45 MHz to 90 MHz and the maxi

mum information transmission rate is 3 Mb/s. The transmission can be con

tinuous or in variable short time burst. The modulated IF can be frequency 

up-converted to suit various experimental requirements. 

The coherent receiver consists of an I F carrier, a baseband clock recovery 

circuit and a real-time 6-bit output complex channel impulse response esti

mator. The baseband quadrature signaling waveforms are sampled simul

taneously by the recovered clock. Signal strength in dBm is sampled at the 

beginning of the data transmission burst. A digital tape recorder was inter

faced to the receiver via a computer to record the quadrature sampled out-
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puts with the sampled signal strength and the estimated channel impulse 

response. 

The modulator was set to use GMSK modulation with BT = 0.3. The infor

mation symbol transmission rate was set at 500 Kb/s, and 256-bits, which 

were formed by cascading four 63-bit PRBS together, are transmitted in each 

burst. The burst data transmission repeated every 40 ms. The optimum 

bandwidth of the IF filter at the receiver was numerically evaluated based 

upon the worst case lSI waveform pattern. If a Gaussian filter is used in the 

receiver for optimum detection, its normalised bandwidth was calculated to 

be BT = 0.6. An unmodulated carrier was transmitted between the data 

bursts to assist the carrier recovery circuit in the receiver. The transmitter 

and receiver were calibrated in the laboratory by using a Rayleigh ° fading 

simulator and the results aOre consistent with the theoretical calculations when . 
the fading is absent. It was obserwd from the system calibration that when 

the fading frequency increased, irreducible errors occurred and increased with 

the fading frequency. These irreducible errors occur because of the faded 

received signal falling very close or below the noise power in the receiver. 

The receiver was integrated with other instruments and mounted into an ex

perimental vehicle as shown in Figure 3.24. Figure 3.25 shows the exper

imental transmitter. 
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Figure 3.7 Measured waveforms of (a) quadrature baseband 
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Figure 3.18 (a) Frequency response of the SAW filter used in 
the receiver. (b) The phase characteristics of the 
SAW filter. (c) The input and output amplitude 
characteristics of the I F bandpass limiter. 
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Figure 3.20 Block diagram of the quadrature demodulator and 
the clock recovery circuit. 
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CHAPTER 4 EXPERIMENTAL 

PROCEDURE AND RESULTS 

4.1 INTRODUCTION· 

As discussed in Chapter 2, the performance of a digital mobile radio trans

mission system in term of the statistics of bit errors is critically dependent 

upon the radio channel, which mainly introduces two types of distortion to 

the radio signal, namely fading and imperfect channel impulse response. 

These two types of distortion are directly related to the physical environment 

and the carrier frequency. Although computer simulations based upon sta

tistical modcls,(such as AWGN, Rayleigh fading and characterised channel 

impulse response) can provide a general assessment of the performance of a 

digital mobile radio transmission system, experimental measurements must 

be carried out, prior to the computer simulation, in order to estimate accu

rately the parameters of the statistical models and to characterise the channel 

impulse response at a specific radio frequency. The experimental measure

ment is necessary because at higher radio frequencies and hence shorter wave 

lengths ( eg. the wave length is 17 cm at 1.8G Hz ), the radio propagation 

characteristics ( refection, diffraction, attenuation etc. ) are different from 

those at lower (eg.800 MHz) frequencies. As diussed in Chapter 2, multiple 

reflected wavefronts can add destructively to result in signal fading, whereas 

a large building obstructs the radio wave to create a 'shadow' (where radio 

signal is weak or lost in the background noise) behind it. The shorter wave 

length also leads to increased attenuation in the radio wave as it propagates 
'-

through the physical environment. For example, when the diameters of the 

cross sections of the branches of the trees or the size of the leaves are of the 

magnitude of approximately a quarter of the wavelength ( eg. a quarter 
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wavelength is 4.3 em at 1.8GHz), they will act as resonators to trap the radio 

energy, hence larger attenuations are expected [1]. 

The recent release of the radio spectrum around 1.8 G Hz for the PCN system 

has attracted a growing amount of attention and interest from both telecom

munication industries and academic research institutions, and developing a 

practical digital radio telephone network at 1.8 GHz has become a challeng

ing task. As discussed above, although a computer simulation at an early 

stage of the system development can provide a cost effective solution in as

sessing the performance of the PCN system subject to various design concepts 

and techniques, statistical parameters and impulse responses of the radio 

channel must be estimated by experimental measurements before any com

puter simulation program concerning the radio channel can be deYCloped. 

There have been experimental investigations at radio frequencies around 

l.SG Hz reported in the literature; they can be generally classified into two 

categories. Firstly they are signal strength studies such as those reported in 

references [2,3], where the radio signal strength was measured ,at various 

physical distances from the transmitting antennas mounted at some fixed 

heights above the local ground level. From such measurements mathematical 

models were derived, which can be used to provide a general prediction of the 

average signal strength at a given physical location. The second type of ex

perimental investigation estimated the channel impulse responses inside 

buildings, such as reported in reference [4], where reflected and delayed radio 

energy was measured in the time domain in order to characterise the indoor 

communication channel. However, both types of experimental investigation 

were conducted separately in time and physical locations, hence it is difficult 

to justify using these results simultaneously in one computer simulation pro

gram. Furthermore, a practical mobile radio system (such as a peN) must 

support users who are inside buildings as well as those who are outside, where 

the physical environment determines the propagation characteristics to be 

different from that indoors. For example, scattered signals with longer delays 

may exist outdoors due to larger physical separations between the buildings, 
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and if the strengths of such delayed signals are significant, lSI will arise in a 

digital transmission system. 

Such concerns provide the motivation to carry out an cxperimental investi

gation outside buildings using a radio frequency of 1.8 G Hz. I nstead of 

producing generalised statistical parameters to characterise the channel, the 

objective of this experiment is to assess the performance of a bursty data 

transmission (TDMA) system which uses a specific digital modulation tech

nique (GMSK) in term of the average BER and the cumulativc error free gap 

length distributions ( this will be discussed later in section 4.3.5 ). 

The versatile test equipment developed in Chapter 3 has the capability of si

multaneously estimating the real time radio channel impulse responses and 

recording the demodulated baseband signals, which can be analysed by vari

ous signal processing algorithm~ at a later stage of the experiment. This 

equipment also enables representative channel impulse responses to be se

lected from a large amount of measured data, and the corresponding average 

BER and the gap distributions can be evaluated, so that the effect of a real 

communication channel on a specific type of digital transmission ( eg. TD~1A 

with G MS K modu'tation ) at a particular carrier frequency (eg. 1.8G Hz) can 

be studied. From a system operator's point of view, with certain modifica

tions, using such equipment in the field measurement will provide important 

information for planning a digital transmission system. 

The experimental system described in Chapter 3 was used in a field exper

iment conducted in areas around The University of Liverpool precinct. This 

chapter describes the experimental procedure and presents some sample re

sults derived from the statistical analysis on the measured signal level and the 

channel impulse response. The average BER and gap distributions arc eval

uated and presented with the corresponding channel impulse responses, 

which are representative among the measurements. Such a presentation is 

aimed to illustrate the relationship between the statistical bit error distrib

utions and real time radio communication channels. 
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4.2 EXPERIl\1ENT At. PROCEDURE 

4.2.1 TRANSl\lITTER SETUP 

A dipole antenna was mounted on the roof of the Department of Electrical 

Engineering, which is about 30 metres above the local ground level. The an

tenna was connected to the transmitter through a low-loss cable 7 metres 

long. The power leYel at the end of the cable was measured as 34 dBm, and 

the antenna had a VSWR of 1.12. The power fed to the antenna was ap

proximately 2.5 \V. The information transmission rate was set at 500 ~b/s:. 

The modulation was GMSK with BT = 0.3. Four cascaded 63-bit maximum 

length PRBS were sent out in a burst transmission. The burst repetition pe

riod was set to 40 ms, which is limited by the maximum recording speed 

(byte/s) of the digit~l tape recorder. 

4.2.2 TilE RECEIVER 

The receiver was mounted inside an experimental vehicle (a converted family 

hatch-back car), together with the digital tape recorder, a BBC computer and 

a radio frequency signal generator. A dipole antenna identical to that used 

in the transmitter was mounted vertically on top of the vehicle at 1.5 m above 

the road level. A Hewlctt Packard manually adjustablc attenuator was con

nected between the antenna and the receiver input to protect the receiver 

from saturation. A digital voltmeter was used to check the DC output of the 

logarithmic signal level monitor to facilitate the manual selection of the at

tenuation. Once the measurement was started in a specific area the atten

uation was kept constant. 

4.2.3 TilE TEST AREAS 

The measurements were made within 1 km of the transmitter. The selected 

routes for the experiment are inside The University of Liverpool precinct, 
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which represents a typical urban area. Figure 4.1 shows a photograph taken 

at the antenna position, looking towards the area where the measurements 

were made. The maximum speed of the vehicle during the measurement was 

approximately 10 mph, and no attempt was made to keep the speed constant. 

4.3 THE RESULTS 

4.3.1 ORGANISATION OF TilE RECORDED DATA 

The recorded data were down loaded from the digital tape recorder to an 

I BM Personal Computer, via the buffer controller, in the laboratory. The 

multiplexed recorded data containing the signal amplitude, channel impulse 

response and sampled baseband quadrature wavcforms were scparated· by 

the computer and stored in sequentially ordered tiles, so that the results could 

be cross referenced later. Figure 4.2 shows a section of the estimated signal 

amplitude and the channel impulse response from the experiment. 

4.3.2 OBJECTIVE OF TilE nATA PROCESSING 

The experimental system was designed to be able to assess the instantaneous 

quality of data transmission. The data processing is optimised with this ob

jective in mind, such that the statistical analysis over an excessive number of 

transmission bursts was avoided. The analysis was carried out within a group 

which contained a certain number of burst transmissions. The number of 

transmission bursts that should be included in the data processing can be 

determined approximately as follows. The maximum vehicle speed during the 

experiment was 10 mph (Le. 4 mjs) and the transmission bursts repeated ev

ery 40 ms. Hence the vehicle moved 0.16 metre or one wave length at 1.8 

GHz between two consecutive bursts. If the recorded data within 15 metres 

in distance is regarded as having independent statistical characteristics, then 

at least 100 consecutive transmission bursts can be grouped together. The 
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statistical analysis of the recorded data was carried out within such groups, 

with each group containing 200 to 600 burst transmissions. 

Although the results obtained from the statistical analysis could be different 

from one group to another (because of movement of the receiver), certain 

types of results may be representative. Such results can provide useful in

formation on how the quality of data transmission is affected in specific sit

uations, which could be used to complement the computer simulations. Some 

representative results will be presented in the following sections. 

4.3.3 COl\lULATIVE DISTRIBUTION OF TilE RECEIVED 

SIGNAL LEVEL 

The first statistical analysis is to cvaluatc the PDF of the rccein~d signallcvcl, 

which was sampled at the beginning of each transmission burst. From the 

discussion in section 2.5.4, it is clear that the TDMA burst is ,'cry short, and 

the received signal amplitude during this time interval can be re~arded as 

constant. As the receiver moves across an area where a standing wave pat

tern was generated in space by the superposition of multiple delayed 

wavefronts, the amplitude of the received signal at each burst can be regarded 

as a sampled value of the standing wavc. These samplcd values, which were 

collected by moving the receiver across a local area, form a random process. 

The probability distribution of the random process can be analysed as fol

lows. Since the sampling interval is equal to the transmission burst period, 

and the receiver travelled at irregular speed, the sampled values will not rep

resent the precise shape of the standing wave in space. However, when a 

sufficient number of samples are taken within a short physical distance, and 

provided that the standing wave is highly periodic,.l, the sampled values 

should have the same PDF as that of the continuous standing waves. 

Therefore if the PDF of the standing wave is Rayleigh distributed, then the 

PDF of the sampled values will be the same. . 
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As discussed in section 2.4.2, if the amplitude r of the received signal is 

Rayleigh distributed, with a PDF given by 

2r ( 21 2) p(r) = -2 exp - r a 
a 

(4.1) 

where 

(4.2) 

and r2/a 2 is the normalised signal power, or the normalised signallcycl. 

The CDF of the Rayleigh distribution, or the probability that the received 

amplitude is bctween 0 and I, is calculated as 

P(~ = J'p(r) dr = 1 - exp( _Pl(2
) 

o . 
\ 

Hence the Raylcigh CDF is a function of the normalised signallc\"el. 

(4.3) 

In order to investigate whether the amplitude of the rcceived signal is. 

Rayleigh distributcd. the CDF of the normalised received signal level was 

evaluated and plotted on Rayleigh-scaled graph paper, where the Rayleigh 

CDF appears as a straight line. Figures 4.3 to 4.5 show such plots. Figures 

4.3 and 4.4 show the CDF of the measured signal levels from groups each 

containing 300 samples, which correspond to 300 burst transmissions. Be

cause of the relatively small number of samples contained in each group, the 

CDF of the normalised signal levels appeared to be less continuous, and de

viations from the Rayleigh CDF, which is shown as a straight line, are ap

parent at the top and bottom ends of the normalised signal level. 

Figure 4.5 shows the CDF evaluated from 1000 sampled values, which is very 

close to the Rayleigh distribution. This result verified the assumption made 

in Chapter 2 that the sampled signal amplitudes, obtained during each 

transmission burst, form a random process which has the same statistical 

distribution as in a continuous transmission. The TDMA system therefore 

suffers from the same sigrial fading. 
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4.3.4 THE ESTll\'lATED CHANNEL Il\1PULSE RESPONSE 

The real time channel impulse response was estimated at each transmission 

burst by discretely correlating the sampled received baseband signals with a 

stored PRBS. During each transmission burst, four consecutive 63-bit 

PRBS's wcre scnt out, therefore at the output of the digital correlator there 

should be four estimated channel impulse response profiles. Each profile has 

63 values(taken at 2/ls intervals), which is represented by a vector as 

" hi = {hi.-31 , !zi,-30' ... , hi.-1• hi,o' hi.l' .... hi•30 , hi,31} (.:tA) 

. 
where hu( denotes the kth( -31 s-:: k ~ 31) sample value in the ith transmission 

burst. The amplitude of hi,k is normalised with respect to 31, which is the 

peak output value of the digital corrclator. The measured channel impulse 

responses were found to be unchanged during a transmission burst by com

paring the four estimated channel impulse responses corresponding to the 

four cascaded PRBS. The estimation from the first sequence of each burst 

was not accurate because 3 bits at the beginning of the burst transmission 

were used to check the carrier phase ambiguity (section 3.4.5) and to regen

erate the sampling clock; they were excluded from the correlation process. 

The estimated channel impulse responses from separated burst transmissions 

were found to be different. The estimation according to the second PRBS at 

each burst was then taken to represent the channel impulse response during 

that burst. The statistical analysis of the estimated channel impulse response 

was carried out as follows. The probability density function of the amplitude 

of the sampled values at a fixed time delay can be evaluated over N consec

utive impulse responses as 

N 

,Pk(X) = ~ Io(hi.k - x) (4.5) 
;=1 
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where N ~ 100, and -1.0 ~ x ~ 1.0 is the normalised amplitude .. Figure 4.6 

(a) shows the PDF of the main signal hi•o, where a few isolated local average 

values exist, due to the distortions in the channel. Figure 4.6 (b) shows the 

PDF of the delayed signal h.1 (Le. at 2 J.ls from the main signal), in this case 

the PDF is centred at x = O. The negative values are due to the I RO~ phase 

delays with respect to the main signal. Although the PDF's in these two fig

ures did not appear to have a recognisable shape, it is expected that they 

should be Rayleigh distributed, as discussed in Chapter 2. 

Another type of analysis is to calculate the probability of the magnitude (ab

solute value) of the signal at a fixed time delay exceeding a predetermined 

threshold. The result from this analysis will help a system designer to decide 

whether the lSI is a dominant contribution towards the degradation in the 
~ 

system pcrfomance, and hence to usc cost-effective techniques (eg. equalisers) 

to minimise its effect. From the evaluated PDF Pk(X) , this probability can 

be calculated as 

-v 00 

Pk ( V) = N( L Pk(x) + LPk(X) ) (4.6) 
X=-oo x=v 

where V> 0, and PiI ( V) is the probability of the magnitude of the signal at 

time delay kT (T = 0.2J.ls) exceeding the threshold V. Figure 4.7 shows an 

example obtained from the experimental data recorded at the area around the 

junction of Oxford Street and Mount Pleasant, which is shown in the centre 

part of the photograph in Figure 4.1. The threshold was set to V = 0.15 (Le. 

IS per cent of the maximum normalised signal amplitude). Figure 4.7 shows 

that, in this particular instance, the delayed signals with magnitude greater 

than 15 per cent of the maximum normalised signal amplitude were observed 

at time delay of ± 2T = ± 4J.ls from the main signal. 

The variation of the estimated channel impulse response can be monitored 

by evaluating the correlation function of the delayed signal at time kT. This 

function is defined as 
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L 

Rk(n) = -t Lhi,k hi+n,k (4.7) 
i=1 

where 0 < L < N. Rk(n) as a measure of the similarity between the delayed 

signals , at time kT from the arrival of the main signal, separated by n 

transmission bursts. 

Figure 4.~ (a) and (b) show two examples of Ro(n), which are the correlations 

of the main signals. These figures show that strong correlation exists between· 

the main signals over consecutive transmission bursts. This is because the 

coherent receiver always locks to the strongest radio signal; as a result the 

main signal in the estimated channel impulse response is always positive. 

Figure 4.8 (a) shows the signal levels were almost the same over 15 bursts. 

Figure 4.8 (b) shows a lower correlation, which implies the signal levels be

tween adjacent bursts were different, due to the distortion in the channel. 

Figure 4.9 (a) and (b) show two examples of R.(n), which is the correlation 

of the amplitudes of the delayed signal at time T = O.2,us. Figure 4.9 (a) 

shows that a moderate correlation exists between the delayed signals in adja

cent transmission bursts, whereas Figure 4.9 (b) shows a negative correlation, 

which indicates the delayed signals between adjacent transmission bursts 

having opposite polarities. 

4.3.5 GAP DISTRIBUTION 

One way to represent the quality of a digital transmission is to evaluate the 

error-free gap-length distribution. As discussed in Chapter 2, an error-free 

gap is defined to have a length which is equal to the number of consecutive 

none-erroneous bits (or correct bits) [6]. Before a realistic length of an error 

burst can be decided, the error-free gap-length must be studied, hence the 

cumulative error-free gap distribution is investigated. For simplicity, in the 

following text the error-free gap is referred to as the gap, and the cumulative 

error-free gap length distribution is referred to as the gap distribution. The 
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knowledge of the measured gap distribution will enable system designers to 

select efficient signal processing techniques (eg.coding and interleaving etc.) 

to protect the original transmitted data. For example, in a practical digital 

transmission system, extra bits for error protection arc inserted into the ori

ginal bit stream by using block encoding techniques [7]. Knowledge of the 

average gap length will be extremely valuable, because from it the system 

designer can determine the average burst error length and select a cost effec

tive error control code. For example, a large number of extra protection bits 

must be inserted into the data stream if the gap length is short, or a smaller 

number if the gap length is long. The more protection bits that arc used in a 

digital transmission, the less information it will carry in a given time interval. 

An optimum number of protection bits should therefore be selected in order 

to balance between error protection and the information content of the 

transmission. 

During the data analysis, the computer performed hard decisions on the re

corded data, and compared the detected data sequence with that stored. The 

bit error pattern was established and the gap distribution was calculated. 

Some sample results from the analysis arc used here in order to illustrate the 

relationship between the estimated channel impulse response and the quality 

of the data transmission. Four representative channel impulse responses were 

selected, these are referred to as Channel (I), (II), (III) and Channel (AVE). 

The associated gap distributions were evaluated. The average signal-to-noise 

ratio Eb/ No, which was evaluated from the recorded signal level over the re

ceiver noise level, was also included. Figure 4.10 shows the four impulse re

sponses, and the four corresponding gap distributions are shown in Figure 

4.11. These results arc tabulated in Table 4.1, and are described as follows. 

Channel (I) has an average Eb/No~25 dB. This channel introduces negligible 

lSI, the average gap length is 48, and the average BER is 1.7 percent. 

Channel (II) has an average Eb/No~15dB. The main signal is attenuated and 

lSI is observed. The average gap length is about 6, and the average BER is 

12.5 percent. 
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Channel (I I I) has an average EINo~5d B, and the main signal is almost com

pletely lost in the background noise. The average gap length is 3, and the 

average BER is 40 percent. 

Channel (AVE), which represents an average situation, has an average 

Eb1No~20 dB, and the average gap length is 21. The average BER is 3.8 per

cent. 

Thcse sample rcsults are representative from analysising the experimental 

data recorded in Liverpool University precinct, which is a typical urban area. 

4.4 CONCLUSION 

A field trial of TDMA data transmission using GMSK modulation with 

BT = 0.3, at a carrier frcquency of 1.8 G Hz was conducted in the Liverpool 

Univcrsity preci,nct. The channel impulse rcsponse and the rcccin~d signal 

amplitude were estimated and recorded, together with the simultaneously 

sampled in-phase and quadrature baseband signaling waveforms. The re

corded data were transferred to a computer and analysed in the laboratory. 

It was found that the probability density distribution of the amplitude of the 

receivcd signal, measured at the beginning of each transmission burst, is 

Rayleigh distributed oV,er a SUfficien~ong record of data. 

Statistical analysis of the probability distribution of the amplitudes of the 

delayed baseband signal in the estimated channel impulse responses, which 

were measured at a typical urban area, has shown that significant lSI (e.g. 

echoes with more than 15 per cent of the maximum signal amplitude) were 

likely to occur between ± 4,us from the arrival of the main signal. 

By correlating the delayed signals over consecutive burst transmissions, it was 

found that the main signals were positively correlated, and occasionally this 

correlation was reduced due to the channel distortion. The correlation be

tween the delayed signal at time T from the main signal showed that the de

layed signals in adjacent burst transmissions could be loosely correlated. 
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The quality of the data transmission was measured by evaluating the error 

free gap distribution. Sample results were presentated using four gap dis

tributions which were calculated according to four representative channel 

impulse responses at certain SNR. The average gap lengths were observed 

to range from 48, for Channel (I), which was virtually free from lSI and with 

Eb/No~25dB, to 3, where the main signal was almost lost completely in the 

noise. 
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Figure 4.1 

Figure 4.2 

Part of the Liverpool University precinct, viewing from 
th e transmitter antenna, where the experiment was 
carried out. 

Example of the estimated ignal amplitude and the 
channel impul e re pon e in con ecutive bur t 
t ran smi sions. 
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CIIAl\~EL 
EblNo AVERAGE AVERAGE GAl 

(dB) BER LENGTH 

. CIIAl\~EL 25 0.017 48 (I) 

CIIAl\1\EL 15 0.125 6 (II) 

CIIAl\1\EL 5 0.40 3 (Ill) 

CIIAl\l\\EL 20 0.038 21 (AYE) 

TABLE 4.1 BER associated with different Channels and 
Eb/No, 



CHAPTER 5 DATA PROCESSING BY 

CHANNEL EQUALISERS 

5.1 INTRODUCTION 

The results from the experimental investigation, presented in Chapter 4, have 

illustrated the deterioration in the quality of the data transmission caused by 

the distortion in the radio channel. It was observed that under such dis

tortion the average error-free gap-length was reduced from 48 to 3, whereas 

the averaged BER was increased from 2 percent to 40 percent. In order to 

improve the quality of the data transmission, signal processing techniques 

should be applied to combat the radio channel distortion. There arc two 

major techniques which can be used to achieve this purpose. The first is the 

channel equalisation technique, which is used to process the baseband 

waveforms by cancelling lSI and restricting the additive noise. The second 

is the error control coding technique, which is used to correct the errors made 

by the binary detector. This chapter investigates which channel equalisation 

techniques should be adopted in order to provide the most cost effective sol

ution. Two types of equaliser, with variable configuration, were implemented 

in computer software in order to process the' recorded data. The first type is 

the adaptive Decision Feedback Equaliser (DFE) utilising the Fast Kalman 

Algorithm (FKA), which adopts the transversal tapped delay line, structure 

to formulate the inverse channel impulse response to cancel the lSI. The 

second type of equaliser performs a Maximum Likelihood Sequence Esti

mation (MLSE) by using the Viterbi Algorithm; these are generally referred 

to as Viterbi Equalisers (VE). The recorded data associated with the repre

sentative channels, which were selected in Chapter 4, were processed by these 

two types of equalisers, and the error-free gap-length distributions after each 
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of the equalisation processes were compared in order to determine the most 

effective eq ualiser structure. 

5.2 APPLICATION OF ADAPTIVE DECISION 

FEEDBACK EQUALISERS 

5.2.1 INTRODUCTION 

Figure 5.1 shows the generalised tapped delay line structure of a DFE, with 

N, forward delay clements and Nb backward delay clements. In the following 

discussion this combination will be denoted by DFE (N" Nb). The detcctor 

is a nonlinear dcyice, its output d' Ie is the equaliscr detectcd symbol, which is 

defincd as: 

{

I, 
d'k= 

-1, 

1\ 

if dk > 0 

othcrwise 
(5.1 ) 

1\ 

where die is the sample value estimated by the equaliser, and k represcnts the 
1\ 

kT time instant. The estimation made by the equaliser dl< is givcn by: 

(5.2) 

where vkis the received sample at time kT, CI is the lth tap coefficient and 

d' Ie-I is the previously detected symbol. The forward section of the equaliser 

adjusts the delay of the main signal, whereas the lSI after the arival of the 

main signal is cancelled by the fcedback section, provided the detected sym

bols in the past are correct. The optimum tap coefficients are calculated 

subject to the constraint of minimising the mean square error (MSE), which 

is defined as : 

(5.3) 

·5.2· 



Since the mobile radio channel is time variant, the equaliser tap coefficients 

must be adjusted accordingly. In order to carry out such adjustments auto

matically, a training sequence, which is known by the receiver, is sent out 

from the transmitter before the actual data transmission. The receivcr, at the 

kT sampling instant during the training period, will calculate the error tie be-
1\ 

tween the estimated sample die and the kth stored training symbol 

Sic. where Sic takes values from ± 1. This error is referred to as the training er

ror and it is expressed as 

(5.4) 

During this training period, the input to the backward delay line is discon-. 

nected from the detector output and connected to the stored training se

qucnce, so that a detection error will not be fed back to the equaliser to cause 

further inaccurate decisions. The training errors arc processed by an adaptive 

algorithm which automatically calculates the tap coefficients in order to re

duce the MSE. Once the MSE is reduced below a predetermined value, the 

training process is stopped and the output from the detector is re-connected 

to the input of the backward delay line. The data transmission can now be 

started. 

In a TDMA system, due to the variations of the impulse response from one 

transmission burst to another, the tap coefficients of the equaliser must be 

updated at each burst transmission. Since the number of information sym

bols in a transmission burst arc limited, adopting a short training sequence 

is essential to enable the maximum number of information symbols to be 

transmitted during a burst. An efficient adaptive algorithm must accordingly 

be selected, so that the minimum MSE can be achieved within a small num

ber of training steps. 

Among all adaptive algorithms the Kalman Algorithm [1] uses the shortest 

training sequence, by recursively estimating the optimum tap coefficients. 

The disadvantage of this Algorithm is the increased computation complexity, 

which can be reduced, to a certain extent, by the Fast Kalman Algorithm 

(FKA) [2]. The FKA differs from the conventional Kalman Algorithm only 
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in the ways in which the arithmetic operations are carried out. The operation 

of the latter is described below to illustrate the basic operational principle. 

Using matrix notation,' at time instant kT, the received sample values VI in the 
1\ 

forward delay line section and the previous detected symbol dj in the back-

ward delay line section of the equaliser are represented by a matrix V as 

The tap coefticicnts are defined as 

(5.6) 

where ( • Y denotes matrix transposition, Cj represents a tap coefticient in the 
1\ 

forward delay line, C'I is the tap coefficient in the backward delay line. dk is 

the kth estimated sample value before the detector, which is given by 

(5.7) 

Let Sic denote the kth symbol in the stored training sequence. The error 

covariance matrix can be expressed as 

(5.8) 

Where Copt represents the matrix of the optimum tap coefticient. An accept

able minimum MSE, topt is also preset before the training process. The 

Kalman Algorithm starts at time kT by going through the following steps. 

STEP 1: Assuming CIc and Pic are known, the estimated symbol from the 

equaliser is calculated as 

(5.9) 

STEP 2: From the error between the estimated symbol and the stored train

ing symbol, the tap coefficient for time (k + l)T is calculated as 

, In the following text, a capital I~uer will be used to denote a matrix 
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1\ 

CHI = Ck + Kk (dk - Sk) (5.10) 

Where K" is the Kalman gain, which is defined as 

(5.11) 

STEP 3: The error covariance at time (k + I)T is predicted by the algorithm 

as 

(5.12) 

STEP 4: STEP I is repeated at time (k + I)T, until all the symbols in the 

training sequence are processed. The algorithm will then fix the tap coem

cients, and the data transmission can be started. 

It has been shown theoretically [3] that, in the absence of additive noise, the 

KA should be able to reduce the MSE to within 3dB of the final steady state 

error, after 2N steps of iteration, where N is equal to the total number of 

forward and backward delay sections. 

(5.13) 

5.2.2 APPLICATION OF OFE 'VITI( FKA 

The recorded data associated with the four representative channel impulse 

responses, which were selected in Chapter 4, are processed by the DFE 

utilising FKA. The DFE were implemented in computer software with a 

variable number of forward and backward delay sections. The training proc

ess is carried out at the beginning of each transmission burst by using the first 

PRBS in that burst as the training sequence. The initial tap coefficients were 

set to zero and the initial error covariance matrix was set to be an identity 

matrix I, 
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1 0 0 

o 1 0 

o 0 . 0 (5.14) 

o 0 • 

The minimum error topt was chosen to be 0.02, as a result of the quantisation 

noise in the 6 bit representation in the recorded data. The tap coefficients 

were fixed after 63 iteration training steps, and the recorded data in a burst 

were passed through the equaliscr. The output from the equaliser detector is 

used to compare with the transmitted PRBS in order to evaluate the average 

distribution. 

The DFE used in the data processing were, using the notation defined in 
;. 

section 5.2.1, DFE(3,2), DFE(3,3), DFE(5,3), DFE(5,5). The results ob-

tained from the equalisation process arc presented in the next section. 

5.2.3 RES liLT AND CONCLlTSION 

The average gap length before and after applying DFE arc shown in Table 

5.1, and the corresponding BE R are shown in Table 5.2. It was observed that 

for Channel (I), where the average signal to noise ratio is 25 dB and the lSI 

is very small, DFE (5,3) and DFE (5,5) provided a greater improvement in 

the average gap length than DFE (3,2) and DFE (3,3). All DFE offered 

limited improvement over Channel (II), where the average signal to noise ra

tio is 15 dB, and the lSI is large. The average gap length increased from 6 to 

9 after various DFE were applied. For Channel (II I), where the signal is al

most completely lost in the noise, no improvement was made by any DFE. 

Over the average channel, Channel (AVE), DFE (3,2) DFE (3,3) performed 

better than DFE (5,3) and DFE (5,5), where the average gap length was 

doubled from 20 to 40. From these sample results, it can be concluded that 

DFE (3,2) and DFE (3,3) are the cost effective DFE structures in equalising 

the recorded data from the field experiment conducted in Liverpool Univer-
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sity precinct. Because the data used in the processing were selected to repre

sent some typical cases, this conclusion docs not include the worst case. The 

definition of typical cases is not universal, the selection of the representative 

results depends on the experience and emphasis of system designers. The 

advantage of developing this versatile experimental system is to provide the 

designer with facilities which can be used to measure the radio channel, ana

lyse the recorded data, and make decisions. 

Figure 5.2 shows the MSE against the training· steps when the DFE's were 

used in Channel (I). This figure shows that the MSE during the training pe

riod of every DFE was reduced below the preset minimum value in less than 

20 training steps. Therefore a training sequence with as little as 20 bits can 

be used for the training process in the DFE. 

5.3 APPLICATION OF TilE "ITERRI EQUALISER 

5.3.1 INTRODUCfION 

The VE is a practical approach to Maximum Likelihood Sequence Estimation 

(MLSE) [.t], which is based upon the assumption that the received samples 

arc corrupted by the A \VGN, and the receiver is capable of estimating the 

finite time impulse responses of the channel. In order to avoid confusion in 

the following discussion, a non-italic capital letter will be used to represent a 

sequence of sampled values obtained at mUltiple T intervals. A small letter 

will be used to represent an individual sampled value in a sequence, with its 

subscript denoting the sampling time instant (e.g. VII represents a sampled 

value obtained at time nT). On receiving a N sampled value sequence 

its likelihood function can be calculated, which is 

Al=p(vlw) (5.15) 

where 
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is the actual transmitted sequence, and p(V I \V) is a multi-variate Gaussian 

distribution, which involves matrix operations. The most likely sequence 

which maximises the likelihood function 1\f will be selected as the equalised 

output. 

Since the samples of A WGN are mutually independent, the likelihood func

tion in equation (5.15) can be simplified to 

N-I 

1\1 = OP(Vn I W n) (5.16) 
n=O 

where 

. (5.17) 

is the likelihood function of Vnt in the A \VG N, which has a power spectral 

density of No/2. This simplification is valid only if No/2 remains the same over 

the entire sequence. 

Maximising 1\1 is now equivalent to maxlmlsmg each individual 

exp { - (VII - WII) 2 }, hence minimising the corresponding (VII - w,,)2. The na

tural logarithm value of AI can be taken and a modified likelihood function 

can be defined as 

N 

AI' ex:: L(Vn - wn)2 (5.18) 
n=O 

The most likely sequence will now have the minimum value of AI'. The 

minimisation of AI' is equivalent to finding the individual WII which differs 

. least, in magnitude, from the V". 

The implementation of a VE is best illustrated by an example as follows. 
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If the discrete-time channel impulse response is assumed to have 3 non-zero 

sampled values and is represented by a matrix H as 

(5.19) 

the sampled signalling sequence is represented by 

N 

S = l>n (5(t - n1) (5.20) 
n=O 

where Sn takes values from ± I. The received sample value at sampling time 

kT, in the absence of noise, is calculated by a convolution process which is 

defined as 

2 

\\'k = I Sk_nlzn 
n=O 

(5.21 ) 

Assuming the values of S._I and Sk-2 arc determined, then two possible re

ceived samples, Wk( - 1) and Wk( l) exist, corresponding to Sir. = -I and Sit = 1 

respectively. The combination of Sir. SIr.-1 at time kT is referred to as a 'state'. 

Only four states exist in this example, because the the channel impulse re

sponse II has only 3 non-zero sample values and s" takes values from ± l. 

A new signalling sample S"+I will cause a transition between two states, which 

are S"S"_I at time kT and S"HS" at time (k + I)T. Such a transition generates 

two possible received sample values W"+I( -I) and wlc+l(l) which can be cal

culated by using equation (5.21). 

Figure 5.3 shows the possible state transitions that could have taken place 

between time instants k and k + I, in the example described above. This 

structure is referred to as a section of a trellis. A branch is used in this figure 

to joint two states together to represent a transition. The calculated received 

sample value Wlttl(SIc+I) is written on top of the branch. The point where two 

branches merge is referred to as a 'node', and there are two variables assigned 

to it. The first is the accumulated difference ai.", and the second is the branch 
'til-

remLnder bi,lu where i ranges from 1 to 4 in this example to denote the order 
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of nodes, and k indicates the kT sampling instants. The purpose of these 

variables will be discussed in the description of the VE operation below. The 

contents of these variables are all set to zero at the beginning of the 

equalisation. 

The VE operates through the following iterative steps in order to find the 

minimum At'. 

STEP I: Referring to Figure 5.3, at time (k + I)T a received sample l'ktl is 

read in by the equaliser and is compared with the two possible receiyed values 

on the transitional branches, which merge at the ith node at time (k + I )T. 

The two differences arc defined as follows. 

(5.22) 

(5.23) 

where (+ 1) indicates the yalue of the signalling sample that caused the 

transition. These differences were added to the accumulated differences 

a/,k and am,k ( where I, m are integers taking values from 1,2,3,'" ) , from 

where the transition to the present node originated. The newly formed dif

ferences are: 

(5.24) 

(5.25) 

The algorithm retains, at this moment, the branch with a smaller difference. 

The branch with a larger difference is discarded. The updated accumulated 

difference at the present node is 

(5.26) 

where x takes a value from ± 1, depends on which branch has survived, and 

, it will be remembered by the branch reminder as 

bj,k+l = x (5.27) 
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This 'compare and discard' process is repeated for all 4 nodes at time 

(k + I}T. At the end of the process, each node will be attached to a survived 

branch and updated ai.k+1 and bi •hl. 

STEP 2: Another received sample Vh2 is read in and a new trellis section is 

created and cascaded to the section in STEP 1, as shown in Figure 5.4, so 

that nodes at time (k + 2)T arc connected by the corresponding transitional 

branches to the nodes at the (k + I)T. 

STEP 1 and STEP 2 arc repeated until all the N received samples within a 

TDMA transmission burst arc processed. The algorithm then proceeds to 

STEP 3. 

STEP 3: The" accumulated differences ai.IV arc compared, and the least dif

ference is retained by the algorithm. This value corresponds to the minimum 

of lU'. The node with the minimum accumulated difference is referred to as 

the 'survived node' and there is a continuous route, which consists of all the 

previous survived branches, attached to it, as shown in Figure 5.5. The sig

nalling samples, which generate these survival branches, have been 

memorised by the corresponding bi ,,, , which take values + I. These 

memorised values are retrieved sequentially by the VE as the equalised out

put. 

The example described above has demonstrated the operation principle of a 

4-state VE. The number of states in a VE will increase as the number of non 

zero samples in the ch~nnel impulse response increases. This is because a 

received sample value, which is calculated by the convolution process defined 

in equation (5.21), is now related to more adjacent signalling samples. In 

practice, the estimated channel impulse response includes noise components, 

therefore only the samples with values above the noise floor are used. If there 

are L such sample values present in an estimated channel impulse response, 

the number of states required by a VE is theoretically equal to 2L-I, in order 

to achieve an accurate estimation of the received sequence. 
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5.3.2 APPLICATION OF VITERBI EQUALISERS 

The same set of recorded data which was used in Chapter 4 and in section 

5.2.2 are used here again to be processed by a VE implemented in computer 

software. The number of states used in the VE were 8, 16, 32 and 64, they 

are named as VE (8), VE (16), VE (32), and VE (64) respectively. The pos

sible received samples were calculated by the computer at the beginning of 

each transmission burst as follows. First, a window of NwT intervals is slid 

over the estimated channel impulse response, and the total energy within this 

window is calculated. Nw is given by 

N w = J number of state in VE + I (5.28) 

and the energy within the window is calculated as 

;+ Nw 

Ej = I hl (5.29) 
/=; 

The sample sequences having the maximum Ei are selected as the tru~cated 

channel impulse response. The possible received 'sample values Wi( ± I) arc 

calculated by generating Nw bit binary sequences and convolving them with 

the truncated impulse response by using equation (5.21). The recorded data 

samples can then be processed by the VE. The results from the data proc

essing by VE is presented in the next section. 

5.3.3 RESULT AND CONCLUSION 

The recorded data corresponding to the four representative channel impulse 

responses, which were selected in Chapter 4, were processed by VE (8), VE 

(16), VE (32) and VE (64). The average gap lengths were evaluated and 

tabulated in Table 5.3. The corresponding HER is shown in Table 5.4. The 

, results can be summarised as follows. For Channel (I), where there is very 

little lSI and the Eb/No is 25 dB, there is no additional improvement in the 

average gap length by using VE with a number of states exceeding 16. For 
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Channel (II), where the lSI is large and the Eb/No is about 15 dB, the im

provement in the average gap length is limited and remains approximately the 

same for the various VE. The VE did not make any improvement on channel 

(Ill), where the signal is almost completely lost in the noise. VE (8) provided 

the largest improvement in the average gap length for Channel (AVE). The 

results show that VE with an increased number of states did not improve the 

average gap length in Channel (II) , (III), and Channel (AVE). This is 

probably because by implementing VE with longer states, more noise com

ponents arc included in the calculation of the possible received samples by 

using equation (5.21), hence the 'compare and discard' process in the Viterbi 

algorithm becomes less accurate. Therefore it is concluded that VE(8) is a 

cost effective structure in processing the experimental data. 

5.4 COl\IPARISON nET\VEEN DFE AND VE 

A general comparison based upon the average gap length between DFE and 

VE shows that the former ~qualisation strategy offers greater imprO\~ement, 

in processing the experimental data collected in areas around Liverpool Uni

versity precinct. The differences arc probably due to the noise in the esti

mated channel impulse response. The inclusion of such noise in the 

calculation of the possible received samples w,( ± I) in VE causes the 'com

pare and discard' operation to become less accurate. The DFE is more tol

erant to the noise because of its transversal filter structure, which restricts the 

noise power in the consecutive sample values. The VE is also more sensitive 

to the isolated burst error pattern when the average channel distortion is 

small and the signal to noise ratio is high, where a short error burst causes 

an erroneous 'survived route' to be retained. Figure 5.6 shows a comparison 

of the cumulative gap distributions between DFE (3,3) and VE (32) in 

Channel (I), where an increase in the number of short gap lengths after VE 

is evident. When the lSI is large and the signal to noise ratio is reduced, as 

, in Channel (II), the average gap length before the equaliscrs is shortened. In 

this situation the VE performed bettcr than DFE in regions where the gap 

length is short. Figure 5.7 shows a comparison of the cumulative gap distrib-. 
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utions between unequalised data, the data after DFE (3,3), and the data after 

VE (32) in Channel (AVE). In this figure, DFE (3,3) has a larger number 

of gaps with lengths shorter than 4, compared to VE (32). This is because the 

frequent detection errors have been fed back into the delay line in the DFE, 

and the decision process becomes even less accurate. Despite this error prop

agation effect, the average gap length after DFE (3,3) is still larger than that 

after VE (32). 

The computation complexity in each equaliser structure can also be com

pared. For the DFE, if the total delay section is N, then there arc ION + 5 

multiplications for each symbol period T [I]. The VE on the other hand re

quires a complex corrclator, and if a PRBS with N bits is used for channel 

estimation, the number of multiplications is N2. 

The other advantage of the DFE is that its transversal filter structure restricts 

the additive noise power in the demodulated baseband waveform. The dis

advantage is that the detection error will be fed back to create further crrors. 

Howevcr, from thc cxperimcntal invcstigatiqn, this crror propagation cffect 

is not dominant. 

5.S CONCLUSION 

This Chapter has reviewed two types of channel cqualisation tcchniques. The 

adaptive Decision Feedback Equaliser utilising the Fast Kalman Algorithm 

with varia~le forward and backward delay sections, and the Viterbi Equaliser 

with different numbers of states were implemented in computer software to 

process the experimental data. Comparisons were made, based upon the av

erage gap length, between un-equalised data and that equalised by the two 

types of equalisers. The recorded data over four representative channels, 

which were selected in Chapter 4, were used in the data proccssing. From the 

, results of processing these selected data, it was found that DFE performed, 

on average, better than VE. The average gap length was not improved gen

erally by an increase in the' number of delay line sections for DFE, or an in-
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crease in the number of states for VE. Among the two types of equalisers 

used in the data processing, the DFE (3,3) and VE (8) were found to be suf

ficient in equalising an average channel, which was selected from the exper

imental data, 

with DFE(3,3) providing a larger gap length. I From this result it was con

cluded the DFE (3,3) is the most cost-effective equaliser structure. Although 

this conclusion is based on processing some selected data, and it may not 

represent a more general situation, it demonstrated how the measured data, 

which were recorded by the versatile experimental system, can be analysed 

and processdby applying various algorithms. These tYPC$of experiment can 

be carried out in many places in order to reach a more generalised conclusion. 
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I I 
A "ERAGE GAP LE~GTII 

CIIA:\~l~L 
:\():\ DrE DrE orE OEF 

EQVAllSEI: (3,2) (3,3) . (5,3) (5,5) 

ClIA:\~EL 48 54 53 66 66 (I) 

ClIA:\:\EL . 6 9 10 9 8 (II) 

CIIA:\~EL 3 3 3 3 3 (III) 

CHA:\~EL 21 40 41 28 20 (AVE) 

TABLE 5.1 Comparison of the average gap length before and after OFE, in different 
channels. 

AVERAGEBER 

CIIA:\'NEL 
~ON OFE OFE OFE OFE 

EQUALISE[ (3,2) (3,3) (5,3) (5,5) 
CIIA:\'NEL 

0.017 0.015 0.015 0.013 0.013 (I) 

CIIA:\"XEL 
0.125 0.085 0.084 0.090 0.097 (II) 

CIIA:\'NEL 
0.40 0.39 0.39 0.39 0.37 (III) 

CIIA:\~EL 
0.038 0.021 (AVE) 0.020 0.030 0.042 

TABLE 5.2 Comparison of the average BER before and after OrE, in different channels. 
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Figure 5.3 One section of trellis representing transitions in 
states between time kT and (k + l)T 
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Figure 5.4 Two cascaded sections of trellis. 



(11,1 (] ~ EJ [] "1.1 "I,~ hl.l bl,lI_1 bl,N 

~ 
a~,~ [:] EJ a2Jj 

b 2,1 bl,~ b 2,1 b 2,N-1 b 10N 

~ [:] au al,N-1 r:J r- .... -
bl,l bl.l bl,l bl,N-1 b loN 

EJ b',1 (] 
b',2 (] b'oJ EJ b"N_1 r:J b'oN 

-'---.-~--.-.- .. - _. 

Figure. 5.5 N section of trellis and a survived route. 
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Comparison of gap distributions between un
equalised, DFE (3,3) and VB (32) in Channel (A VB) 
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AVERAGE GAP LE:'\GTII 

CIIA:\":,\EL 
:'\0:'\ Y1' VT VT VT 

EQUALlSEI (8) (16) (32) (64) 

CIIA:\":,\EL 48 55 57 57 57 (I) 

CIIA:\~EL 6 9 9 8 9 (II) 

CIIA:\~.:L 
3 3 3 3 3 (III) 

CHAl\~EL 21 31 26 26 27 (AVE) 

TABLE 5.3 Comparison of the average gap lengths before and after VE, in different 
channels . 

. 

AVERAGEBER 

CIIAl\~EL 

1'IO~ VT VT VT VT 
EQUALISEI (8) (16) (32) (64) 

CIIAl\~EL 0.017 0.015 0.014 0.015 0.017 
(I) 

CIIAl\~EL 0.125 0.082 0.086 0.089 0.086 
(II) 

CIIAl\~EL 0.40 0.34 0.34 0.4 0.4 
(III) 

CIIAl\~EL 0.038 0.026 0.031 0.031 0.030 (AYE) 

I 

TABLE 5.4 Comparison of the average DER before and after VE, in different channels. 



CHAPTER 6 CONCLUSIONS 

This chapter concludes the work and experimental results presented in this 

thesis, and suggests topics for future work. 

6.1 CONCLUSIONS 

The design, construction and results from field experiment using a versatile 

TDMA digital mobile radio transmission system which operates at 1.8 GHz 

using GMSK modulation with BT= 0.3 haye been presented in this thesis. 

Chapter 2 contains a review of various spectrally efficient digital modulation 

techniques. The average BER with the coherent detection of these modulated 

signals in the presence of A \VGN, (which was used to model the interference 

in a cellular radio system), were calculated in order to demonstrate that 

spectral efficiency in a modulation technique cannot be achieved without 

causing degradation in terms of increased average BER. Comparing QPSK, 

MSK and G MSK modulation with BT = 0.3, the latter was found to be 

much more efficient in utilising the spectrum, and theoretically it requires less 

than 2 dB additional signal power to achieve the same the average BER in 

QPSK, or 1 dB to that in MSK, subject to coherent detection. 

The effect of signal fading, which is caused by multipath propagation, on the 

theoretical average BER was reviewed by adopting the Rayleigh and Rician 

distributions to statistically model the amplitude of the received signal. Spe

cial attention was paid to digital transmissions in a TDMA system, where the 

high data rate makes the transmission more vulnerable to the lSI introduced 

by the imperfect channel impulsc responsc. A computer simulation was car-
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ried out to evaluate the average BER of a TDMA transmission at 500 kb/s., 

over a mobile radio channel subject to A WG N and Rayleigh fading. Results 

from the simulation showed that the average BER remained above one per

cent as the signal-to-noise ratio was increased. This chapter concluded by 

suggesting an experimental investigation in order to acquire more detailed 

knowledge of the real time mobile radio channel, such as the channel impulse 

response, signal level, and their effect on the bit error statistics, so that cost 

effective signal processing techniques could be devised to reduce the average 

BER. 

The design, construction and, laboratory calibration of a coherent TDMA 

experimental system was described in Chapter 3. This has the versatility to 

accept various digital modulation techniques at variable data transmission 

bit rates, and is capable of estimating the real-time channel impulse response. 

The system was designed to include both electronic hardware and computer 

software, in order to provide a practical solution to testing a large number of 

digital signal processing techniques over a real mobile radio channel. 

The coherent detection of the system was achieved at a variable IF, which is 

independent of the synthesised local signal sources. Such a design enables the 

selection of both the optimum bandpass filter in the receiver and the final 

transmission frequency to become flexible. 

A laboratory calibration of the system was carried out by passing attenuated 

signal through a commercial Rayleigh-fading simulator. The result showed 

that, at the absence of signal fading, the measured average BER was con

sistent with the theoretical calculation discussed in Chapter '2. When fading 

was introduced, irreducible bit errors were found in the measured BER, and 

such errors increased with fading rate. The irreducible errors occurred be

cause the signal was lost in the noise during deep fades, where the received 

signal was attenuated very close to the system noise level and the receiver 

could no longer track the correct phase of the signal. A real time channel 

impulse response estimator utilising the correlation principle was designed 

and implemented as an integral part of the coherent receiver. The estimator 
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was calibrated for a GMSK modulated signal with BT = 0.3. The laboratory 

measurements showed that the system performed according to the design 

specification. 

The procedures and results from field trials conducted around Liverpool 

University precinct ( which represents an average urban area), were reported 

in Chapter 4. The estimated channel impulse response, signal level and the 

sampled quadrature baseband waveforms were recorded and later transferred 

to an I BM Personal Computer, where statistical analysis and signal process

ing were carried out. The statistical analysis on a large number of sampled 

values of the received signal level, which were measured at the beginning of 

each TDMA transmission burst, showed that they were Rayleigh distributed. 

The statistical analysis on the estimated channel impulse responses showed 

that delayed signals with significant strength (e.g. 15 per cent of the maxi

mum main signal level) were likely to occur at ± 2T intervals from the arrival 

of the main signal. 

The correlation function of the delaycd signals over consecutive TDMA 

transmission bursts were also evaluated. The results showed that the corre

lation function of the main signals were positive and strongly correlated, al

though this correlation was occasionally ~)~st. because the received signal had 

faded close to the system noise level. The correlation function of the delayed 

signals at time T from the main signal showed that the correlation varies from 

moderate to having opposite polarity between adjacent transmission bursts. 

Four representative estimated channel impulse responses were selected and 

the corresponding error-free gap distributions and average BER were evalu

ated. The average gap lengths were betwecn 50, for a channel with small lSI 

and 25 dB average signal-to-noise ratio, to 5, where the main signal was lost 

in the noise as the result of deep fading. The corresponding average BER 

~vas between 2 per cent and 25 per cent respectively. An average situation 

was represented by Channel (AVE), which has an average gap length of 20 

and 5 per cent in average BER. 
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In Chapter 5, two types of channel equalisers with various parameters were 

used to process some typical experimental data, in order to detcrminc which 

channel equaliscr is most cost effective in improving the bit error statistics. 

Thc record cd data, which were used in Chaptcr 4 to provided the statistical 

sample results, were processed by channel equalisers implemented by com

puter software. 

The first type was the adaptive Decision Fccdback Equaliscrs (DFE) utilising 

the Fast Kalman Algorithm (FKA), with a variablc numbcr of forward and 

backward delay taps. The gap distributions and the avcrage BER after 

channel equalisation were cvaluated. The rcsults showcd that all the DFE 

improved the avcrage gap lcngth when the main signal was strong against 

lSI, despite the error propagation caused by very occasional consecutive bit 

errors. 'DFE provided very little improvement in average gap length and 

BER in channels where the signal-to-noise ratio is 5 dB. Thc equaliscr 

structure with 3 forward and 3 backward delay sections was found to be most 

cost-cffective in equalising an average channel. 

By calculating the MSE during the adaptation period, it was found that 20 

training steps wcre sufficicnt for the FKA to reduce the MS E below the pre

determined optimum level. 

The second type of equalisers were Viterbi Equalisers (VE) with a variable 

number of states. By comparing the average gap lengths and BERs after 

applying various VE, it was found that there was no advantage in increasing 

the number of states beyond 32. This is bccause of the influence of noise 

components within the selected window on the estimated channel impulse 

response. Thc VE was also found to be scnsitivc to burst errors, which 

caused VE to select an crroneous survivor route. 

A comparison between the average ga'p lengths after the DFE and VE 

showed that the DFE gcnerally providcs a larger improvement. The DFE 

with 3 forward and 3 backward delay sections and the 32 state VE were 

found to be sufficient in equalising the average channel. 
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In summary, the theoretical background of using spectrally efficient digital 

transmission systems in the mobile radio environment was reviewed and an 

experimental investigation was found to be necessary. A versatile exper

imental system was designed, constructed and calibrated in the laboratory. 

Field experiments were then conducted and the measured data were statis

tically analysed and processed by various equalisers. The advantage of using 

this versatile experimental system was demonstrated by presenting some 

sample results from various stages of the experimental investigation. 

6.2 FUTURE '''ORK 

The work carried out in this thesis is the beginning of research on 

quantitatively accessing the performance of a digital transmission system over 

a mobile radio communication channel. The experimental results obtained 

so far suggest that there arc four main areas where work can be continued. 

The first is to study how the receiver can be modilied so that it will be more 

robust in respect of the deep signal fading, which caused most of the bit er

rors. Space diversity and frequency hopping techniques provide solutions to 

reducing the deep fades, therefore the adoption of such techniques should be 

investigated. Other possible improvements such as implementing a digital 

phase and clock recovery circuit, using 8 or 12 bit ADCs and longer PRBS 

in order to improve the dynamic range of the channel estimator etc., can also 

be considered. 

The second area is to use the experimental system to conduct field exper

iments in different physical locations (e.g. city centres, countryside, inside 

buildings etc.) and to extend the statistical analysis to the bit error statistics 

and estimated channel impulse responses (such as those carried out in chapter 
.' J •. ." 

4), in order to investigate the. performance o~ digital transmissions in those 

locations. 

The third area is to investigate whether a more quantitative relationship be-
.' ~ 

tween the estimated channel impulse response and the average gap distrib-

" . 
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ution or the average BER can be found. (e.g. how are the mean square values 

of the delayed signal amplitudes related to the average gap length and BER.) 

This investigation can lead to the possibility of representing the mobile radio 

channel with a digital model. 

The fourth area is to use various error control encoders and decoders, imple

mented in either hardware or computer software, in order to determine which 

is more cost effective in correcting bit errors in real time digital transmission. 
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