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## ABSTRACT

The first part of this thesis is devoted to reviewing the characteristics of the complex signal received in a mobile radio environment. Two models are used, firstly a two-dimensional model in which the incoming multipath waves are constrained to the horizontal plane and secondly a more general three dimensional model in which the incoming vertically polarised waves do not, necessarily, travel horizontally. The second model is more realistic and more relevant to a study of propagation in small cells. Results, in particular those pertaining to correlational properties, are presented which show the different effects of the two models.

A review of predetection diversity strategies, is presented in terms of the cumulative distribution function, level crossing rate and average fade duration of the signal envelope together with a derivation of the cumulative distribution function of random FM for selection diversity. This review collates together, for the first time, first and second order envelope statistics in terms of uncorrelated and correlated diversity branches.

A novel receiver is described which was used to measure the complex correlation between the signals on two spaced antennas. The data gathered, using the receiver, enabled a realistic comparison to be made between several predetection diversity strategies in terms of both envelope and phase-related statistics. Cross-correlation measurements at both the base and mobile stations suggest that antennas vertically separated by $8 \lambda$ to $13 \lambda$ (base station) and $<1 \lambda$ (mobile station), can be usefully employed, in a cell of radius 1.3 km , in conjunction with various diversity strategies. Measured envelope, phase and correlational statistics show considerable improvement for each of the diversity strategies considered at both stations using vertically separated antennas.
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## LIST OF PRINCIPAL SYMBOLS.

| ADC | Analogue to Digital Convertor. |
| :--- | :--- |
| AFD | Average Fade Duration. |
| AM | Amplitude Modulation. |
| ASCII | American national Standards institute Code for Informa- <br> tion Interchange. |
| BER | Bit Error Rate. |
| CDF | Cumulative Distribution Function. |
| CNR | Carrier to Noise Ratio. |
| COV | COVariance. |
| CRO | Cathode Ray Oscilloscope. |
| CW | Continuous Wave. |
| DCR | Direct Conversion Receiver. |
| EBCDIC | Extended Binary Coded Decimal Interchange Code. |
| EGC | Equal Gain Combiner. |
| FDMA | Frequency Division Multiple Access. |
| FFT | Fast Fourier Transform. |
| FM | Frequency Modulation. |
| FOCC | FOrward Control Channel. |
| FSK | Frequency Shift Key. |
| GMSK | Gaussian Minimum Shift Key. |
| GSM | Groupe Speciale Mobile. |
| IF | Intermediate Frequency. |
| LCR | Level Crossing Rate. |
| LO | Local Oscillator. |
| MRC | Maximal Ratio Combiner. |
| PDF | Probability Density Function. |


| QPSK | Quaternary Phase Shift Key. |
| :---: | :---: |
| SAE | Switch And Examine. |
| SAS | Switch And Stay. |
| SEL | SELection. |
| SNR | Signal to Noise Ratio. |
| TACS | Total Access Communications System. |
| TDMA | Time Division Multiple Access. |
| $a($. | generalised quadrature autocorrelation function. |
| $\dot{a}$ | first derivative, wrt time, of $a$. |
| $\ddot{a}$ | second derivative, wrt time, of $a$. |
| a | $10 / \ln 10=4.34$ |
| C | Euler's constant $=0.5772$ |
| $d_{v}$ | vertical antenna separation. |
| $d$ | dominant envelope value in Rician PDF/CDF. |
| E\{.\} | expectation of \{.\}. |
| $E_{n}$ | amplitude of nth wave. |
| erf(.) | error function. |
| $\operatorname{erfc}($. | complementary error function. |
| F \{. $\}$ | Fourier transform of \{.\}. |
| F(.) | Confluent hypergeometric function. |
| $f$ | frequency. |
| $f_{c}$ | carrier frequency. |
| $f_{D}$ | maximum Doppler frequency. |
| $f_{s}$ | sampling frequency. |
| $G_{n}($. | directivity of antenna $n$. |
| $I_{0}($. | modified Bessel function of first kind zero order. |
| $I($. | in-phase time varying component. |
| $\operatorname{Im}\{$. | Imaginary part of \{.\}. |


| $J_{0}($. | zero order Bessel function. |
| :---: | :---: |
| $J_{1}($. | first order Bessel function. |
| K[.] | complete elliptic integral of the first kind. |
| $L$ | distance of test area from base station. |
| $L$ | sample distance over which local mean is estimated, |
| $l$ | separation distance between two sample points. |
| $m^{2}$ | local mean power. |
| $\hat{m}^{2}$ | estimate of local mean power. |
| med | median. |
| $m$ | mean of a random variable. |
| $N$ | number of samples. |
| $N_{R}$ | level crossing rate at envelope value R . |
| $P($. | CDF of (.). |
| $p($. | PDF of (.). |
| $p(a, b)$ | joint PDF of $a$ and $b$. |
| $p(a \mid b)$ | conditional PDF of $a$ given $b$. |
| $Q($. | quadrature time varying component. |
| $Q(a, b)$ | Marcum's Q-function. |
| $R$ | envelope value. |
| $R($. | received signal envelope. |
| $R_{t}$ | envelope switching threshold level. |
| Re\{.\} | Real part of \{.\}. |
| $r$ (.) | normalised received signal envelope. |
| $r_{d B}($. | dB expressed envelope sequence. |
| $\hat{r}$ (.) | estimate of fast fading component. |
| $r_{\text {mean }}$ | mean of the linear expressed envelope. |
| $r_{\text {med }}$ | median of the linear expressed envelope. |
| $r_{\text {med }}(d B)$ | median of the dB expressed envelope. |


| $r_{u}$ | distance of scatterers from mobile. |
| :---: | :---: |
| $S_{\text {carr }}(f)$ | RF input or Doppler spectrum. |
| $S_{\text {env }}(f)$ | envelope spectrum. |
| $S_{F M}(f)$ | random FM spectrum. |
| $s(t)$ | received signal. |
| $T$ | sampling interval. |
| V | vehicle speed. |
| $z($. | complex sequence. |
| $<z()>$. | ensemble average of complex sequence. |
| $z^{*}$ (.) | complex conjugate of $z($.$) .$ |
| $\|z()$. | modulus of complex value. |
| $\alpha_{n}$ | azimuth angle of arrival of nth multipath wave. |
| $\beta$ | $2 \pi / \lambda$ |
| $\gamma$ | direction of vehicle motion relative to base station. |
| $\gamma$ | instantaneous carrier to noise ratio. |
| $\gamma_{0}$ | average CNR. |
| $\varepsilon_{n}$ | elevation angle of arrival of nth multipath wave. |
| $\mathcal{E}_{v}$ | elevation angle at which multipath waves are centred. |
| $\zeta($. | normalised autocorrelation function i.e. $a(\tau) / a(0)$. |
| $\theta_{\text {n }}$ | phase angle of nth multipath wave. |
| $\lambda$ | wavelength. |
| $\xi($. | autocorrelation function of the dB expressed envelope. |
| $\rho_{12}$ | complex cross-correlation between antennas 1 and 2 . |
| $\rho_{\text {enu }}$ | envelope cross-correlation between antennas 1 and 2 . |
| $\rho_{11}(\tau)$ | autocorrelation function at delay $\tau$. |
| $\sigma^{2}$ | average signal power. |
| $\sigma_{n}{ }^{2}$ | noise power. |
| $\sigma_{r}{ }^{2}$ | variance of linear expressed envelope. |


| $\sigma_{r}^{2}(d B)$ | variance of dB expressed envelope. |
| :--- | :--- |
| $\tau$ | time delay. |
| $\tau_{R}$ | AFD at envelope value R. |
| $\phi()$. | received signal phase. |
| $\dot{\phi}()$. | first derivative of $\phi$ wrt to time. |
| $\phi_{n}$ | phase angle of nth multipath wave. |
| $\psi()$. | autocovariance of the dB expressed envelope. |
| $\psi_{n R}()$. | phase noise of receiver. |
| $\psi_{n T}()$. | phase noise of transmitter. |
| $\psi_{n}()$. | combined phase noise of transmitter and receiver. |
| $\Omega$ | $\omega_{D} / \sqrt{2}$ |
| $\omega_{c}$ | carrier angular frequency. |
| $\omega_{D}$ | maximum angular Doppler frequency. |
| $\omega_{n}$ | angular frequency of nth multipath wave. |
| $\omega_{o}$ | local oscillator angular frequency. |

## TABLE OF CONTENTS

CHAPTER 1. INTRODUCTION. ..... 1.1
1.1 References. ..... 1.6
CHAPTER 2. THE COMPLEX SIGNAL FOR A NARROWBAND MOBILE RADIO CHANNEL. ..... 2.1
2.1 Introduction. ..... 2.1
2.2 The Mathematical Model. ..... 2.2
2.2.1 The Quadrature Components $I(t)$ and $Q(t)$. ..... 2.3
2.2.2 The Received Signal Envelope $r(t)$. ..... 2.4
2.2.3 Statistical Parameters of the Envelope. ..... 2.5
2.2.3.1 Mean strength of the envelope. ..... 2.5
2.2.3.2 Median signal strength. ..... 2.6
2.2.3.3 Mean signal strength in dB units. ..... 2.6
2.2.4 The Received Signal Phase. ..... 2.9
2.3 Second Order Statistics. ..... 2.11
2.3.1 The Level Crossing Rate (LCR). ..... 2.12
2.3.2 The Average Fade Duration (AFD). ..... 2.13
2.4 The Received Signal Spectra. ..... 2.13
2.4.1 The RF Input (Doppler) Spectrum. ..... 2.14
2.4.2 The Spectrum of the Received Envelope. ..... 2.15
2.5 Random FM. ..... 2.17
2.5.1 The PDF and CDF of the Random FM. ..... 2.17
2.5.2 The Random FM Spectrum. ..... 2.18
2.6 Rician Fading. ..... 2.19
2.7 Conclusion. ..... 2.21
2.8 References. ..... 2.22
CHAPTER 3. THE NARROWBAND MOBILE RADIO CHAN- NEL WITH DIVERSITY. ..... 3.1
3.1 Introduction. ..... 3.1
3.2 Diversity. ..... 3.1
3.2.1 Polarisation Diversity. ..... 3.2
3.2.2 Frequency Diversity. ..... 3.3
3.2.3 Time Diversity. ..... 3.3
3.2.4 Spaced Antenna Diversity. ..... 3.3
3.3 Predetection Combining Schemes. ..... 3.4
3.3.1 The Maximal Ratio Combiner. ..... 3.5
3.3.2 The Equal Gain Combiner. ..... 3.6
3.3.3 Selection Diversity. ..... 3.7
3.3.4 Scanning Diversity. ..... 3.7
3.4 Equivalent Envelope and Phase for Two Branch Diversity. ..... 3.9
3.5 The CDF of the Equivalent Envelope. ..... 3.11
3.5.1 Uncorrelated Fading. ..... 3.11
3.5.1.1 Selection Diversity. ..... 3.11
3.5.1.2 Maximal Ratio Combining. ..... 3.12
3.5.1.3 Equal Gain Combining. ..... 3.13
3.5.1.4 Switch and Stay. ..... 3.14
3.5.2 Correlated Fading. ..... 3.15
3.6 The LCR and AFD for the Equivalent Envelope. ..... 3.16
3.7 The RF Input and Envelope Spectra. ..... 3.19
3.8 The CDF of Random FM for Selection Diversity. ..... 3.20
3.9 The Random FM Spectra for Selection Diversity. ..... 3.22
3.10 Conclusion. ..... 3.23
3.11 References. ..... 3.24
CHAPTER 4. THE RECEIVER. ..... 4.1
4.1 Introduction. ..... 4.1
4.2 Choice of Receiver Intermediate Frequency. ..... 4.2
4.2.1 The IF Amplitude and Phase Measuring Receiver. ..... 4.2
4.2.2 The Zero-IF Amplitude and Phase Measuring Receiver. ..... 4.3
4.3 Principle of Operation. ..... 4.4
4.4 The Experimental Amplitude and Phase Measuring Re- ceiver. ..... 4.7
4.5 The Source and Reduction of Amplitude and Phase Errors. ..... 4.7
4.5.1 Amplitude Error. ..... 4.8
4.5.2 DC Offset Error. ..... 4.8
4.5.3 Quadrature Error. ..... 4.9
4.6 Receiver Calibration. ..... 4.10
4.6.1 Receiver Dynamic Range. ..... 4.10
4.6.2 Receiver Quadrature Error. ..... 4.11
4.7 Coherent Sources. ..... 4.11
4.7.1 Phase Noise. ..... 4.12
4.8 The Receiver Front-End. ..... 4.13
4.8.1 The Receiver Antennas. ..... 4.13
4.8.2 Data Recording. ..... 4.13
4.8.3 The Transmitter. ..... 4.14
4.9 Conclusion. ..... 4.14
4.10 References. ..... 4.16
CHAPTER 5. EXPERIMENTAL PROCEDURE AND DATA REDUCTION. ..... 5.1
5.1 Introduction. ..... 5.1
5.2 Experimental Procedure. ..... 5.1
5.2.1 Receiver at the Base Station. ..... 5.2
5.2.2 Receiver at the Mobile Station. ..... 5.2
5.3 Data Digitisation. ..... 5.3
5.3.1 Data File Representation. ..... 5.4
5.4 Preliminary Data Reduction. ..... 5.4
5.4.1 Data Decoding. ..... 5.5
5.4.2 Envelope Calibration. ..... 5.5
5.5 Estimation of The Local Mean. ..... 5.5
5.6 Conclusion. ..... 5.7
5.7 References. ..... 5.8
CHAPTER 6. RESULTS. ..... 6.1
6.1 Introduction. ..... 6.1
6.2 Single Branch Statistics. ..... 6.1
6.2.1 The Quadrature Components. ..... 6.2
6.2.2 The CDF of the Envelope. ..... 6.2
6.2.3 The Received Signal Phase. ..... 6.3
6.2.4 PDF of the Differential Phase as a Function of Envelope. ..... 6.3
6.2.5 PDF of the Phase Gradient. ..... 6.4
6.2.6 The RF Input Spectrum. ..... 6.4
6.2.7 The Envelope Spectrum. ..... 6.5
6.2.8 The Random FM Spectrum. ..... 6.6
6.3 Cross-correlation Between Vertically Spaced Antennas. ..... 6.7
6.3.1 Cross-correlation at the Base Station. ..... 6.9
6.3.2 Cross-correlation at the Mobile Station. ..... 6.9
6.3.3 Comparison of Envelope and Complex Cross-correlation. ..... 6.10
6.3.4 Theoretical Analysis of Cross-correlation using a Scattering Model. ..... 6.10
6.3.4.1 Vertically Spaced Antennas at the Base Station. ..... 6.13
6.3.4.2 Vertically Spaced Antennas at the Mobile. ..... 6.14
6.4 Diversity Results. ..... 6.16
6.4.1 CDF of the Received Envelope. ..... 6.16
6.4.1.1 The CDF of the Envelope as a Function of the Branch Correlation. ..... 6.17
6.4.2 Level Crossing Rate and Average Fade Duration. ..... 6.18
6.4.2.1 LCR and AFD as a function of Correlation. ..... 6.18
6.4.3 The RF Input Spectrum for SEL and SAS Diversity Strate- gies. ..... 6.19
6.4.4 The Envelope Spectrum with Diversity. ..... 6.20
6.4.5 Random FM. ..... 6.20
6.5 Conclusion. ..... 6.21
6.6 References. ..... 6.23
CILAPTER 7. CONCLUSION. ..... 7.1
7.1 Summary ..... 7.1
7.2 Recommendations for Future Work. ..... 7.6
Appendix A. Reference Papers. ..... A. 1
Appendix B. Rayleigh PDF in dB terms. ..... B. 1
Appendix C. Variance of dB expressed Envelope. ..... C. 1
Appendix D. Rician PDF in dB terms. ..... D. 1
Appendix E. Sample Size for Local Mean Estimation. ..... E. 1

## CHAPTER 1. INTRODUCTION.

Man has always had the need to communicate quickly and faultlessly with his fellow man, such communication being required for social, business, political or emergency reasons. Ideally, the means by which the information is conveyed should be simple, inexpensive and be able to operate from any location and without excessive delay. Radio communications provides an attractive solution, but the RF spectrum over which the information is carried is a natural resource that requires both efficient and effective management if the information transmitted is to reach its destination intact. Mobile radio, i.e. when one of the parties is not fixed to a specific location, attempts to meet each of the above criteria; however, it is not a universal panacea. Mobile radio systems have to operate under the adverse effects of severe and rapid fading (especially whilst one or both of the terminals is in motion) which arises from the destructive interference of multipath waves.

Notwithstanding these problems, mobile radio has seen a steady growth from the 1950s, when the invention of the transistor facilitated the design of reliable and lightweight communication systems. Since the beginning of 1985 commercial cellular radio (which is just one aspect of mobile radio) has seen a spectacular growth in the number of subscribers. The current UK cellular radio system, TACS (Total Access Communications System), employs analogue techniques. Second generation systems will employ digital techniques[1] that will provide an improved and greater choice of services to the user because of the greater flexibility provided by digital modulation, compared with analogue techniques. The Pan-European Digital Cellular Mobile Radio Network (i.e. Groupe Speciale Mobile-GSM) that will be introduced in 1991 is a wideband scheme with $270 \mathrm{~kb} / \mathrm{s}$ GMSK[2] modulation in a Time Division Multiple Access (TDMA) mode. The GSM systems contrasts markedly with the current narrowband scheme employed in the FDMA (Frequency Division Multiple Access) TACS system (FM modulation with 25 kHz channel spacing). It is not known, at this stage, what schemes will be employed in future generation systems beyond GSM. The consensus in

Japan[3], and to a certain extent in the USA, is towards narrowband schemes employing narrow channel spacings (e.g. 12.5 Hz ) with spectrally efficient digital modulation techniques such as GMSK together with diversity to combat the adverse effects of multipath. There is no reason to suggest that future generation systems in Europe might not follow similar trends. It is therefore vitally important for the success of these future generation systems that the narrowband channel is fully quantified in terms of both the envelope and phase characteristics in order that both diversity strategies and spectrally efficient high order modulation schemes can be evaluated.

To the author's knowledge the envelope and phase characteristics of the narrowband channel have never been investigated with the specific purpose of implementing diversity strategies employing spatial antenna separation. The author has previously investigated several diversity strategies for vertically separated antennas at the base station, only in terms of the envelope[4-10]. Appendix A of this thesis contains several publications reporting this work. The extent of the improvement provided by spaced antenna diversity is dependent upon the degree of correlation between the signals received on the two antennas. In this work therefore, the cross-correlation is examined for complex signals received on vertically separated antennas at both base and mobile stations. The effects of cross-correlation on the performance of several diversity strategies is then examined in terms of statistics associated with the envelope and phase. The thesis can be summarised as follows;

Chapter 2 contains a review of the received signal statistics for two propagation models. The well-known, two-dimensional model in which the incoming multipath waves are constrained to propagate in a horizontal direction is considered and this leads to statistical results principally based on classical Rayleigh fading. A three-dimensional model is also considered in which the constraint of horizontal propagation is removed. In this later model the statistics show a departure from those of the two dimensional model for the correlational properties (i.e. spectra etc.). but not for the envelope and phase. The three dimensional model, it is considered, probably becomes more important for small cells where the effects of height are more apparent.

In the third chapter a variety of diversity schemes are reviewed with predetection diversity combining using spaced antennas, being considered in detail. The statistics of several diversity combiners are discussed in terms of an equivalent envelope and phase which results from the action of the diversity system on two correlated signals which exhibit Rayleigh statistics. The statistical parameters of the envelope considered are the Cumulative Distribution Function (CDF), the Level Crossing Rate (LCR) and Average Fade Duration (AFD). In addition, selection diversity is considered in terms of the instantaneous frequency (i.e. random FM ) of the complex signal received on the individual branches and that of the equivalent output of a selection diversity receiver. The CDF of the random FM for selection diversity is derived and compared with that for a single branch.

Chapter 4 outlines the basic concept of a direct conversion, vector demodulator receiver, in which the carrier envelope and phase are determined at baseband frequencies using the quadrature outputs of the receiver. Several sources of error associated with such a receiver are discussed in terms of their effect on the envelope and phase measured at the output of the receiver. The sources of error considered are; quadrature channel mismatch, quadrature dc offset and quadrature error. Several methods are described by which these sources of error can be quantified and reduced. The concept of the vector demodulator receiver is then advanced to the development of a dual-branch amplitude and phase measuring receiver. This receiver has been used in conjunction with two vertically spaced antennas, for a direct study of the effects of complex cross-correlation between the signals received on two spaced antennas (at base and mobile stations). It is believed that this is the first time such a study has been undertaken. In addition, it is the first time that a realistic evaluation of several diversity combiners has been carried out in terms of statistics associated with both the envelope and phase. This novel receiver is discussed in terms of its phase noise performance with respect to a transmitter/receiver arrangement which was used to measure the complex signals on two vertically spaced antennas at base and mobile stations.

Chapter 5 discusses the experimental arrangements in which the receiver was operated. Firstly, the receiver was used in conjunction with two vertically separated antennas at the base station. The transmitter, located at the mobile, was driven around a preplanned route. Antenna displacements of $2 \lambda$ to $20 \lambda$ were used, in steps of $1 \lambda$. Secondly, the transmitter and receiver locations were reversed and antenna separations from $0.5 \lambda$ to $4.0 \lambda$ in steps of $0.5 \lambda$ were used at the mobile. The data digitisation is discussed together with initial data reduction. The data reduction includes normalisation of the data to remove the slow fading component, which is caused by variations in the gross terrain features along the propagation path. This procedure also allows the subsequent comparison of simulated diversity schemes with results predicted by theory for a pure fast fading (i.e. Rayleigh) environment. The slow fading component is estimated by a moving average technique.

The results of the various field trials are presented in Chapter 6 in three distinct sections. Firstly, results are presented in terms of a single branch for the envelope, phase and various spectra (e.g. Doppler, envelope and random FM) for signals received in both Rayleigh and non-Rayleigh fading conditions. The results for non-Rayleigh fading conditions are considered in terms of a two-ray propagation model where there exists direct and indirect paths which combine to form a standing wave pattern which produces a CDF with a considerably higher probability of deep fades than that experienced under pure Rayleigh fading conditions. In addition, the results, particularly those pertaining to correlational properties (i.e. spectra), are considered for a three dimensional propagation model in which the multipath waves arriving in elevation can significantly modify the Doppler and envelope spectra. These phenomena are probably of considerable importance for propagation in small cells. Secondly, the cross-correlation between the signals received on two vertically separated antennas, at various values of displacement, are presented for the cases when the receiver is located at the base and mobile stations. A scattering model is then developed which describes the degree of cross-correlation between the two antennas, in terms of how the spaced antennas view the scatterers surrounding the mobile. Finally, several predetection diversity strategies are simulated and their
performance evaluated using the data recorded by the dual branch vector demodulator receiver. The diversity simulation, which enables a realistic comparison between the various schemes, is considered in terms of the quadrature signals, which allows the various strategies to be assessed in terms of the statistics related to the envelope and various spectra (e.g. Doppler, envelope and random FM).

The final chapter summarises the results of the work and discusses several proposals for future work which have arisen out of this research.

### 1.1 REFERENCES.

[1] Balston, D.M., "Pan-European Cellular Radio: or 1991 and all that", Electronics and Communication Engineering J. Jan/Feb., 1989.
[2] Murota, K. and Hirade, K., "GMSK Modulation for Digital Mobile Radio", IEEE Trans., COM-29, No.7, pp.1044-1050, 1981.
[3] Kuramoto, M. and Shinji, M., "Second Generation Mobile Radio System in Japan", IEEE Magazine, Vol.24, No.2, pp.17-21, 1986.
[4] Williamson, A.G., Adachi, F., Feeney, M.T. and Parsons, J.D., "Base Station Space Diversity for Mobile Radio Systems", Presented at the IREECON (Melbourne Australia) Oct. 1985, pp.228-231.
[5] Adachi, F., Feeney, M.T., Williamson, A.G. and Parsons, J.D., "Cross-correlation Between the Envelopes of 900 MHz Signals Received at a Radio Base Station Site", IEE Proc. Pt.F., Vol.133, No.6, 1986, pp.506-512.
[6] Feeney, M.T., and Adachi, F., "The Performance of Various Diversity Combiners on Signals Received at a Base Station Site", Presented at the IERE Third International Conference on 'Land Mobile Radio', Publication No.65, pp.55-62, 1985.
[7] Adachi, F., Feeney, M.T. and Parsons, J.D., "An Evaluation of Specific Diversity Combiners Using Signals Received by Vertically Spaced Base Station Antennas", J. of IERE Vol. 57, No. 6 (Supl.) pp.S218-S224 1987.
[8] Adachi, F., Feeney, M.T. and Parsons, J.D., "Effects of Correlated Fading on Level Crossing Rates and Average Fade Duration with Predetection Diversity Reception", IEE Proc. Pt.F, Vol.135, No.1, pp.11-17, 1988.
[9] Parsons, J.D. and Feeney, M.T., "Comparison of Selection and Switched Diversity Systems for Error-Rate Reduction at BaseStation Sites in Digital Radio Systems", 37th IEEE Vehicular Technology Conference, 1-3rd June 1987, Tampa Florida, pp.393-398.
[10] Adachi, F., Feeney, M.T. and Parsons, J.D., "Level Crossing Rate and Average Fade Duration for Time Diversity in

Rayleigh Fading Conditions", IEE Proc. Pt.F, Vol.135, No.6, pp.501-506, 1988.

# CHAPTER 2. THE COMPLEX SIGNAL FOR A NARROWBAND MOBILE RADIO <br> <br> CHANNEL. 

 <br> <br> CHANNEL.}

### 2.1 INTRODUCTION.

In this and the following chapter no attempt is made at a complete derivation of statistical formulae which can, in any case, be found elsewhere. The purpose of Chapters 2 and 3 is to bring together pertinent information from various texts[1,2,3] and recent papers regarding the nature of the complex narrowband mobile radio channel and the improvements afforded by various predetection diversity schemes.

The signal received, both at the mobile and base stations, is subject to rapid fluctuations in field intensity, as the vehicle progresses along a route. These rapid variations in signal strength occur due to the superposition of multipath waves, at the receiving antenna, which have undergone propagation by various modes e.g. reflection and diffraction. Naturally, such phenomena would have a deleterious effect on information transmitted over the mobile radio channel, especially when digital techniques are employed. To quantify the phenomena exhibited by such a channel the statistics associated with a mathematical channel model will be reviewed in this chapter.

In the ensuing discussion only those statistics pertaining to the fast fading component in a narrowband channel will be described. By fast fading we mean that the slow fading associated with the local mean, which is due to variations in the gross terrain features, will not be considered. By narrowband we mean that frequency-selective fading does not occur across the band. In addition, we shall assume the statistics to be stationary over a distance of the order of tens of wavelengths.

The model used to describe the channel is that of Aulin[4]. This model is an extension of the more commonly used Clarke model[5], which is confined to the superposition of waves travelling in a horizontal plane only. Aulin's model includes those vertically polarised waves which are not travelling horizontally. This later aspect is of particular importance to this work, where the use of small cells in urban areas is considered. The statistics presented will be related only to the electric field component i.e. the signal as sensed by a vertical monopole or dipole antenna. In addition, the results will be elucidated to give the more familiar results associated with waves only travelling horizontally. Aulin's results only show departure from those of Clarke because of the non-zero distribution of waves out of the horizontal plane. This distribution of waves in elevation is generally unspecified. In general Aulin's model shows a departure from that of Clarke's for correlational properties (e.g. spectra) but not for the envelope and phase statistics.

### 2.2 THE MATHEMATICAL MODEL.

Aulin[4] considered several component plane waves combining together in three dimensional space (see Fig.2.1). A single component has an amplitude $c_{n}$, an angle of arrival, relative to the x -z plane, $\alpha_{n}$, and $\varepsilon_{n}$ relative to the $x-y$ plane and a phase angle $\phi_{n}$. The parameters $c_{n}, \alpha_{n}, \varepsilon_{n}$ and $\phi_{n}$ are random and statistically independent. The resultant wave at a point $\left(x_{0}, y_{0}, z_{0}\right)$ is given by

$$
\begin{equation*}
E(t)=\sum_{n=1}^{N} E_{n}(t) \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{n}(t)=c_{n} \cos \left[\omega_{c} t-\frac{2 \pi}{\lambda}\left(x_{0} \cos \alpha_{n} \cos \varepsilon_{n}+y_{0} \sin \alpha_{n} \cos \varepsilon_{n}+z_{0} \sin \varepsilon_{n}\right)+\phi_{n}\right] \tag{2.2}
\end{equation*}
$$

In the above $\omega_{c}$ and $\lambda$ are the carrier angular frequency and wavelength respectively. This reduces to Clarke's model[5] if all the plane waves
are confined to the x - y plane (i.e. $\cos \varepsilon_{n}=1$ ). If the point $\left(x_{0}, y_{0}, z_{0}\right)$ is now displaced with a velocity $V$ in the direction $\gamma$, relative to the $\mathrm{x}-\mathrm{z}$ plane (i.e. $\left.\left(x_{0}, y_{0}, z_{0}\right) \rightarrow\left(V \cos \gamma, V \sin \gamma, z_{0}\right)\right)$ then the resultant field is

$$
\begin{equation*}
E(t)=I(t) \cos \omega_{c} t-Q(t) \sin \omega_{c} t \tag{2.3}
\end{equation*}
$$

where $I(t)$ and $Q(t)$ are the in-phase and quadrature components seen by a quadrature detector receiver[6] viz,

$$
\begin{align*}
I(t) & =\sum_{n=1}^{N} c_{n} \cos \left[\omega_{n} t+\theta_{n}\right] \\
Q(t) & =\sum_{n=1}^{N} c_{n} \sin \left[\omega_{n} t+\theta_{n}\right] \tag{2.4}
\end{align*}
$$

and

$$
\begin{align*}
\omega_{n} & =\omega_{D} \cos \left(y-\alpha_{n}\right) \cos \varepsilon_{n} \\
\theta_{n} & =2 \pi \frac{z_{0}}{\lambda} \sin \varepsilon_{n}+\phi_{n} \tag{2.5}
\end{align*}
$$

$\omega_{n}$ is the Doppler angular frequency component of the $\mathrm{n}^{\text {th }}$ wave and $\omega_{D}$ is the maximum Doppler angular frequency ( $=2 \pi f_{D}, f_{D}$ is the maximum Doppler frequency). Waves arriving from ahead of the vehicle have a positive Doppler shift, those arriving from behind have a negative shift. Again the above simplify to Clarke's model[5] when confined to the horizontal plane, i.e. $p(\varepsilon=0)=1$.

### 2.2.1 The Quadrature Components $I(t)$ and $Q(t)$.

When N becomes sufficiently large (typically $N \geq 6) \mathrm{I}(\mathrm{t})$ and $\mathrm{Q}(\mathrm{t})$, by the central limit theorem, become zero mean Gaussian processes with equal variance ( $\sigma^{2}$ ). Thus $I(t)$ and $Q(t)$ have a Probability Density Function (PDF) of the form

$$
\begin{equation*}
p(x)=\frac{1}{\sigma \sqrt{2 \pi}} \exp \left\{-\frac{x^{2}}{2 \sigma^{2}}\right\} \quad x=I(t) \text { or } Q(t) \tag{2.6}
\end{equation*}
$$

The Cumulative Distribution Function (CDF) of the quadrature components is given by

$$
\begin{equation*}
P(x \leq X)=\int_{-\infty}^{X} p(x) d x=\frac{1}{2}\left[1+\operatorname{erf}\left(\frac{X}{\sigma \sqrt{2}}\right)\right] \tag{2.7}
\end{equation*}
$$

where erf if the error function defined as

$$
\begin{equation*}
\operatorname{erf}(y)=\frac{2}{\sqrt{\pi}} \int_{0}^{y} e^{-t^{2}} d t \tag{2.8}
\end{equation*}
$$

The PDF and CDF of a zero mean Gaussian distribution, which could have either $I(t)$ or $Q(t)$ as the variate, is shown in Figure 2.2. Note that for a zero mean Gaussian distribution the median and the mean are identical.

### 2.2.2 The Received Signal Envelope r(t).

The envelope of the received signal is defined in terms of the quadrature components as,

$$
\begin{equation*}
r(t)=\sqrt{I^{2}(t)+Q^{2}(t)} \tag{2.9}
\end{equation*}
$$

The envelope has been shown by Rice[7] to be Rayleigh distributed with a PDF given by

$$
\begin{equation*}
p(r)=\frac{r}{\sigma^{2}} \exp \left\{\frac{-r^{2}}{2 \sigma^{2}}\right\} \tag{2.10}
\end{equation*}
$$

where $\sigma^{2}$ is the local mean power and $r^{2} / 2$ is the short-term signal power. The CDF is then given by

$$
\begin{equation*}
P(R)=\int_{0}^{R} p(r) d r=1-\exp \left\{-\frac{R^{2}}{2 \sigma^{2}}\right\} \tag{2.11}
\end{equation*}
$$

Appendix B shows how the Rayleigh PDF can be expressed in dB terms. Figures 2.3 and 2.4 show the PDF and CDF, expressed in dB terms, of a normalised signal envelope respectively. Notice that the PDF is
asymmetric such that a fade of 10 dB below the local mean ( 0 dB ) is more likely to occur than a 10 dB enhanced signal above the local mean.

### 2.2.3 Statistical Parameters of the Envelope.

The envelope is the most commonly recorded parameter of the received signal. If the envelope conforms to a Rayleigh distribution then the following parameters apply.

### 2.2.3.1 Mean strength of the envelope.

The mean value of the envelope $r_{\text {mean }}$ is given by the expectation of $r($ i.e. $E\{r\})$ which, since we are dealing with ergodic processes[3], is given by the ensemble average of $r^{1}$ (i.e. $\langle r\rangle$ ). The expectation of a variate is then given by the integration of that variate with its PDF over all possible values of the variate i.e.

$$
\begin{equation*}
r_{\text {mean }}=E\{r\}=\langle r\rangle=\int_{0}^{\infty} r p(r) d r=\sigma \sqrt{\frac{\pi}{2}} \tag{2.12}
\end{equation*}
$$

The variance of the envelope $\sigma_{r}^{2}$ is given by

$$
\begin{equation*}
\sigma_{r}^{2}=E\left\{r^{2}\right\}-E\{r\}^{2}=2 \sigma^{2}-\frac{\sigma^{2} \pi}{2}=\sigma^{2}\left(\frac{4-\pi}{2}\right) \tag{2.13}
\end{equation*}
$$

[^0]
### 2.2.3.2 Median signal strength.

The median of the envelope, $r_{\text {med }}$, which represents the envelope value at which $50 \%$ of the distribution lie below and $50 \%$ lie above this value is found from

$$
\begin{align*}
& \int_{0}^{r_{\text {med }}} p(r) d r=0.5  \tag{2.14}\\
& r_{\text {med }}=\sigma \sqrt{2 \ln 2}
\end{align*}
$$

Hence the median of the envelope is $0.94 r_{\text {mean }}$ i.e. expressed in dB terms the median is 0.54 dB below the mean value of the envelope.

### 2.2.3.3 Mean signal strength in $d B$ units.

Commercial signal strength measuring receivers usually have a logarithmic IF(Intermediate Frequency) detector whose output voltage is linearly proportional to the input power expressed in $d B$ units. In this situation the envelope, expressed in dB units, can be written as

$$
\begin{equation*}
r_{d B}(t)=20 \log r(t)=a \ln r^{2}(t) \tag{2.15}
\end{equation*}
$$

where

$$
a=10 / \ln 10=4.34
$$

Again the mean of the dB -expressed envelope values i.e. $\left\langle r_{d B}\right\rangle$ is given by

$$
\begin{equation*}
<r_{d B}>=\int_{0}^{\infty} r_{d B} p\left(r_{d B}\right) d r_{d B} \tag{2.16}
\end{equation*}
$$

However $\left\langle r_{d B}\right\rangle$ can be expressed in linear envelope terms with the appropriate conservation of probability space (i.e. $p(r) d r=p\left(r_{d B}\right) d r_{d B}$ ), hence

$$
\begin{gather*}
<r_{d B}>=\int_{0}^{\infty} a \ln r^{2} p(r) d r  \tag{2.17}\\
=a\left\{\ln \left(2 \sigma^{2}\right)-C\right\} \tag{2.18}
\end{gather*}
$$

where $C=$ Euler's constant $=0.5772$.

$$
\begin{equation*}
<r_{d B}>=10 \log \left(2 \sigma^{2}\right)-2.51 \tag{2.19}
\end{equation*}
$$

Hence the average of the dB expressed envelope values is 2.51 dB below the mean envelope power ( $2 \sigma^{2}$ ).

The standard deviation of the dB expressed envelope values, $\sigma_{r}(d B)$, can be determined in the manner of equation (2.13). This form of derivation is shown in appendix C. Another derivation of $\sigma_{r}(d B)$ can be determined by considering the autocorrelation, $\xi(\tau)$, of the dB expressed envelope values i.e.

$$
\begin{equation*}
\xi(\tau)=\left\langle r_{d B}(t) \cdot r_{d B}(t+\tau)\right\rangle \tag{2.20}
\end{equation*}
$$

The autocovariance of a random variable is related to the autocorrelation, $\xi(\tau)$, and mean, $m$, of the random variable by[8]

$$
\begin{equation*}
\psi(\tau)=\xi(\tau)-<m>^{2} \tag{2.21}
\end{equation*}
$$

The autocorrelation of the dB expressed envelope values has been found[9] such that

$$
\begin{equation*}
\xi(\tau)=a^{2} \sum_{n=1}^{\infty} \frac{|\rho|^{2 n}}{n^{2}}+a^{2}\left(\ln \left(2 \sigma^{2}\right)-C\right)^{2} \tag{2.22}
\end{equation*}
$$

Now the second term in $\xi(\tau)$ is simply $<r_{d B}>^{2}$ (see equation (2.18)) i.e. $m^{2}$, hence the autocovariance is simply

$$
\begin{equation*}
\psi(\tau)=a^{2} \sum_{n=1}^{\infty} \frac{|\rho|^{2 n}}{n^{2}} \tag{2.23}
\end{equation*}
$$

The variance of the dB expressed envelope values, $\sigma_{r}^{2}(d B)$, is given by $\psi(\tau)$ at $\tau=0$ i.e.

$$
\begin{equation*}
\sigma_{r}^{2}(d B)=\psi(0)=a^{2} \sum_{n=1}^{\infty} \frac{1}{n^{2}} \tag{2.24}
\end{equation*}
$$

since $|\rho|=|\rho(\tau)|=|\rho(0)|=1$. The summation term can be further simplified[10]

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n^{2}}=\frac{\pi^{2}}{6} \tag{2.25}
\end{equation*}
$$

hence

$$
\begin{gather*}
\sigma_{r}^{2}(d B)=\frac{a^{2} \pi^{2}}{6}  \tag{2.26}\\
\sigma_{r}(d B)=\frac{a \pi}{\sqrt{6}}=5.57 d B \tag{2.27}
\end{gather*}
$$

Regardless of whether the envelope values are expressed in linear or dB terms the median occurs at the same point in the distribution. In other words for a given set of envelope values the number of values that lie above and below the median is the same for both cases. The $d B$ median value is then simply the linear median value expressed in $d B$ terms, i.e.

$$
\begin{equation*}
r_{\text {med }}(d B)=20 \log r_{\text {med }}=10 \log \left(2 \sigma^{2}\right)-1.59 \mathrm{~dB} \tag{2.28}
\end{equation*}
$$

Hence the median of the dB expressed envelope values is 1.59 dB below the mean envelope power (i.e. $E\left\{r^{2}\right\}$ ).

### 2.2.4 The Received Signal Phase.

The received signal phase $\phi(t)$ is given in terms of the quadrature components by

$$
\begin{equation*}
\phi(t)=\tan ^{-1}\left\{\frac{Q(t)}{I(t)}\right\} \tag{2.29}
\end{equation*}
$$

If viewed in the complex plane, where $I(t)$ and $Q(t)$ are the real and imaginary parts respectively, the point $z(t)(z(t)=I(t)+j Q(t))$, moves in a random manner. The PDF of the received phase is rectangularly distributed ${ }^{2}$ between 0 and $2 \pi$ such that

$$
\begin{equation*}
p(\phi)=\frac{1}{2 \pi} \quad 0 \leq \phi<2 \pi \tag{2.30}
\end{equation*}
$$

The mean phase value, $\langle\phi\rangle$, is given by

$$
\begin{equation*}
<\phi>=\int_{0}^{2 \pi} \phi p(\phi) d \phi=\pi \tag{2.31}
\end{equation*}
$$

The mean square value of the phase is therefore

$$
\begin{equation*}
<\phi^{2}>=\int_{0}^{2 \pi} \phi^{2} p(\phi) d \phi=\frac{4 \pi^{2}}{3} \tag{2.32}
\end{equation*}
$$

hence the variance of the phase, $\sigma_{\phi}^{2}$ is given by

$$
\begin{equation*}
\sigma_{\phi}^{2}=<\phi^{2}>-<\phi>^{2}=\frac{\pi^{2}}{3} \tag{2.33}
\end{equation*}
$$

[^1]Figure 2.5 shows the random motion of the phase and the absolute signal strength of the received signal envelope corresponding to the phase shown. The in-phase and quadrature signals, used to determine the signal envelope and phase, shown in Figure 2.5 were obtained using the dual branch vector demodulator receiver (see Chapter 4). The motion of the vector can be related in phase from one position to another. If we consider a vector having an envelope and phase of $r_{1}$ and $\phi_{1}$, and at another point $r_{2}$ and $\phi_{2}$ then there exists a four-fold joint PDF, between the envelopes and phases, given by[1]

$$
\begin{align*}
& p\left(r_{1}, r_{2}, \phi_{1}, \phi_{2}\right)= \frac{r_{1} r_{2}}{(2 \pi \mu)^{2}\left(1-\lambda^{2}\right)} \times \\
& \exp \left\{-\frac{r_{1}^{2}+r_{2}^{2}-2 r_{1} r_{2} \lambda \cos \left(\phi_{2}-\phi_{1}-\theta\right)}{2 \mu\left(1-\lambda^{2}\right)}\right\}  \tag{2.34}\\
& \text { where } \quad \tan \theta=\frac{\mu_{2}}{\mu_{1}}, \quad \lambda^{2}=\frac{\mu_{1}^{2}+\mu_{2}^{2}}{\mu^{2}} \\
& \mu=\left\langle\left(r_{1} \cos \phi_{1}\right)^{2}\right\rangle \\
&\left.\mu_{1}=<\left(r_{1} \cos \phi_{1}\right)\left(r_{2} \cos \phi_{2}\right)\right\rangle  \tag{2.35}\\
& \mu_{2}=\left\langle\left(r_{1} \cos \phi_{1}\right)\left(r_{2} \sin \phi_{2}\right)\right\rangle
\end{align*}
$$

now $r_{1}$ and $r_{2}$ are such that $0 \leq r_{1}, r_{2},<\infty$, therefore the joint PDF between $\phi_{1}$ and $\phi_{2}$ can be found from[1,4]

$$
\begin{align*}
& p\left(\phi_{1}, \phi_{2}\right)=\int_{0}^{\infty} \int_{0}^{\infty} p\left(r_{1}, r_{2}, \phi_{1}, \phi_{2}\right) d r_{1} d r_{2} \quad 0 \leq \phi_{1}, \phi_{2}<2 \pi  \tag{2.36}\\
& p\left(\phi_{1}, \phi_{2}\right)= \frac{1-\zeta^{2}}{4 \pi^{2}} \times \\
& \frac{\sqrt{1-\zeta^{2} \cos ^{2}\left(\phi_{1}-\phi_{2}\right)}+\zeta \cos \left(\phi_{1}-\phi_{2}\right) \cos ^{-1}\left[-\zeta \cos \left(\phi_{1}-\phi_{2}\right)\right]}{\left(1-\zeta^{2} \cos ^{2}\left(\phi_{1}-\phi_{2}\right)\right)^{3 / 2}} \tag{2.37}
\end{align*}
$$

where $\zeta=\zeta(\tau)=a(\tau) / a(0)$, is the normalised autocorrelation function (see section on spectra for $a(\tau)$ ). If we now consider the phase difference between the phase at two separated points in space (i.e. $\Delta \phi=\phi_{2}-\phi_{1}$ ) then the PDF for $\Delta \phi$ is given by

$$
\begin{align*}
p(\Delta \phi)= & \frac{1-\zeta^{2}}{4 \pi^{2}} \times \\
& \frac{\sqrt{1-\zeta^{2} \cos ^{2}(\Delta \phi)}+\zeta \cos (\Delta \phi)\left[\pi-\cos ^{-1}(\zeta \cos (\Delta \phi))\right]}{\left(1-\zeta^{2} \cos ^{2}(\Delta \phi)\right)^{3 / 2}}(2 \pi-|\Delta \phi|) \tag{2.38}
\end{align*}
$$

which reduces to the simpler model[5] when $p(\varepsilon=0)=1$, i.e. $\zeta(\tau)$ is the normalised autocovariance function given by $J_{0}(\beta V \tau)\left(\beta=2 \pi / \lambda, J_{0}\right.$ is the zero-order Bessel function of the first kind).

The PDF of the phase difference is shown in Figure 2.6 for various separation distances ( $l / \lambda$ ) between two points, using the autocorrelation function of the Clarke two dimensional model. Naturally, the smallest separations are associated with the highest probability and a $\pi$ phase change occurs at separations of $\lambda / 2$. When the two points are separated by a distance of $0.38 \lambda$ they are uncorrelated and hence the joint PDF becomes that of two uniform distributions i.e. $p\left(\phi_{1}, \phi_{2}\right)=p\left(\phi_{1}\right) \cdot p\left(\phi_{2}\right)=1 / 4 \pi^{2}$.

The statistics associated with the phase gradient, $\dot{\phi}$, are considered separately in the section titled 'Random $\mathrm{FM}^{\prime}$.

### 2.3 SECOND ORDER STATISTICS.

In this section we consider the higher order statistics associated with the envelope i.e. those which are dependent upon time. Since the distribution of the multipath waves in elevation has little effect on these statistics[4] the simpler two dimensional model[5] will be considered here. The Level Crossing Rate (LCR) and Average Fade Duration (AFD) are important statistical parameters which must be considered when digital transmission systems are employed. The AFD is particularly important when choosing transmission bit rates, word lengths and coding schemes in relation to vehicle speed and carrier frequency.

### 2.3.1 The Level Crossing Rate (LCR).

As a vehicle proceeds along a route the fading rate and hence the rate of change of the envelope varies with vehicle speed. This can be quantitatively expressed in terms of the LCR, $N_{R}$, defined as the rate a particular signal level $R$, is crossed in either a positive or negative sense (but not both). The LCR is shown schematically in Figure 2.7 for a threshold level of -10 dB . The LCR is given by the number of times that a particular threshold level is crossed in a one second period. This is expressed by[1]

$$
\begin{equation*}
N_{R}=\int_{0}^{\infty} \dot{r} p(r, \stackrel{\bullet}{r}) d \stackrel{\bullet}{r} \tag{2.39}
\end{equation*}
$$

where $p(r, \dot{r})$ is the joint PDF of $r$ and $\dot{r}$, which is given by

$$
\begin{equation*}
p(r, \dot{r})=\int_{-\infty}^{\infty} \int_{0}^{2 \pi} p(r, \dot{r}, \phi, \dot{\phi}) d \phi d \dot{\phi} \tag{2.40}
\end{equation*}
$$

now $p(r, \dot{r}, \phi, \dot{\phi})$ is given by[1] as

$$
\begin{equation*}
p(r, \dot{r}, \phi, \dot{\phi})=\frac{r^{2}}{4 \pi^{2} b_{0} b_{2}} \exp \left\{-\frac{1}{2}\left(\frac{r^{2}}{b_{0}}+\frac{\dot{r}^{2}}{b_{2}}+\frac{R^{2} \dot{\phi}^{2}}{b_{2}}\right)\right\} \tag{2.41}
\end{equation*}
$$

where $b_{0}$ and $b_{2}$ are the spectral moments given by $[1,8]$

$$
\begin{gather*}
b_{0}=<I^{2}(t)>=<Q^{2}(t)>=\sigma^{2} \\
b_{2}=<(\dot{I}(t))^{2}>=<(\dot{Q}(t))^{2}>=\frac{\sigma^{2} \omega_{D}^{2}}{2}  \tag{2.42}\\
p(r, \dot{r})=\frac{r}{\sigma^{2}} \exp \left\{-\frac{r^{2}}{2 \sigma^{2}}\right\} \cdot \frac{1}{\sigma \omega_{D} \sqrt{\pi}} \exp \left\{-\frac{\dot{r}^{2}}{\sigma^{2} \omega_{D}^{2}}\right\}  \tag{2.43}\\
=p(r) \bullet p(\dot{r}) \tag{2.44}
\end{gather*}
$$

where $p(r, \dot{r})=p(r) p(\dot{r})$ because $r$ and $\dot{r}$ are independent and uncorrelated. Then $N_{R}$ is simply

$$
\begin{equation*}
N_{R}=\sqrt{\pi} f_{D} \frac{R}{\sigma} e^{-R^{2} / 2 \sigma^{2}} \tag{2.45}
\end{equation*}
$$

### 2.3.2 The Average Fade Duration (AFD).

The AFD is the average duration of a fade below a particular threshold level and is shown schematically in Figure 2.7 for a -10 dB threshold. For a particular threshold level, the AFD is given by the total amount of time that the envelope is below that level, divided by the number of times that the envelope faded below that level. Mathematically the AFD is given by[1]

$$
\begin{gather*}
\tau_{R}=\frac{P(R)}{N_{R}}  \tag{2.46}\\
\tau_{R}=\frac{\sigma\left(e^{R^{2} / 2 \sigma^{2}}-1\right)}{\sqrt{\pi} f_{D} R} \tag{2.47}
\end{gather*}
$$

Figure 2.8 shows $N_{R}$ and $\tau_{R}$ for a Rayleigh distributed envelope using normalised axes. The normalised LCR and AFD are given by $N_{R} / f_{D}$ and $\tau_{R} f_{D}$ respectively. Notice that the maximum LCR occurs at -3 dB and that $N_{R}$ and $\tau_{R}$ are linearly dependent upon the normalised signal strength, expressed in dBs , for signal levels less than -10 dB .

### 2.4 THE RECEIVED SIGNAL SPECTRA.

Having dealt with the statistical properties of the envelope we can now turn to a consideration of the received signal spectra. In this section we shall be concerned with two particular spectra associated with the received signal;
(i) The RF input spectrum.
(ii) The spectrum of the envelope.

The spectrum of the differential phase, random FM, will be discussed separately in a later section. The results will be considered for both the three[4] and two[5] dimensional models.

### 2.4.1 The RF Input (Doppler) Spectrum.

The RF input spectrum, sometimes called the Doppler spectrum, shows how the transmitted carrier frequency is displaced as a result of the vehicle travelling through the scattered field. The shape of the spectrum can be evaluated from a knowledge of the quadrature autocorrelation function, $a(\tau)[4]$ which is given by

$$
\begin{equation*}
a(\tau)=E\left\{\cos \omega_{n} \tau\right\} \tag{2.48}
\end{equation*}
$$

Now $a(\tau)$ is affected by the PDF of the arrival angles in azimuth, $p(\alpha)$ and elevation $p(\varepsilon)$. A reasonable assumption for $p(\alpha)$ is that it is rectangularly distributed between 0 and $2 \pi$. The PDF in the vertical plane, $p(\varepsilon)$, is more difficult to specify. Aulin[4] does not give any general expression although $p(\varepsilon)$ must be known in order to evaluate $a(\tau)$. In the two-dimensional model[5] the autocorrelation function is given $b^{3}$

$$
\begin{equation*}
a_{0}(\tau)=E\left\{\beta V_{\tau} \cos (\gamma-\alpha)\right\}=J_{0}(\beta V \tau) \tag{2.49}
\end{equation*}
$$

The RF input spectrum $S_{R F}(f)$ is simply the Fourier Transform of $a(\tau)$

$$
\begin{equation*}
S_{R F}(f)=F\{a(\tau)\} \tag{2.50}
\end{equation*}
$$

where $F\{$.$\} is the Fourier Transform given by$

$$
\begin{equation*}
F\{a(\tau)\}=\int_{-\infty}^{\infty} a(\tau) e^{-j \omega \tau} d \tau \tag{2.51}
\end{equation*}
$$

Equation (2.50) can be integrated numerically to give the $R F$ input spectrum. A closed form solution, for the two dimensional model, can be obtained by considering the angular contribution of multipath waves received by a vertical monopole antenna[1,11]

[^2]\[

$$
\begin{equation*}
S_{R F}(f)=\frac{\sigma^{2}}{\omega_{D}} \frac{3}{\sqrt{\left[1-\left(\frac{f-f_{c}}{f_{D}}\right)^{2}\right]}} \tag{2.52}
\end{equation*}
$$

\]

The factor of 3 arises from the directivity of a vertical whip antenna ( $\mathrm{G}=1.5$ ) and the fact that $p(\alpha)$ is an even function[1]. This spectrum together with its autocorrelation (i.e. $a_{0}(\tau)=J_{0}(\beta V \tau)$ ) function is shown in Figure 2.9 where the spectrum is centred on the carrier frequency and the frequency deviation is normalised by the maximum Doppler frequency $f_{D}$. This spectrum is ' U ' shaped with frequency cutoffs occurring at $\pm f_{D}$. The observed power spectral density at low frequencies is greater than that predicted by equation (2.52). Aulin[4] therefore, considered $p(\varepsilon)$ in an attempt to predict higher values for this region of the spectrum. No experimental studies have been published which give values for $p(\varepsilon)$. In this work the results will be discussed only qualitatively in terms of $p(\varepsilon)$.

### 2.4.2 The Spectrum of the Received Envelope.

Earlier we saw that the received signal, when viewed by a quadrature detector receiver, could be represented as a vector moving around the complex plane in a random manner. The magnitude of the vector, i.e. the envelope, clearly has a time varying nature, which is described as fast fading, and conforms to a Rayleigh distribution. ${ }^{4}$ The fading spectrum of the envelope can be found from the envelope autocorrelation function. The envelope autocorrelation function, for a Rayleigh fading signal, is given by[1,4]

$$
\begin{equation*}
E\{r(t) \cdot r(t+\tau)\}=\frac{\pi}{2} \sigma^{2} F\left(-\frac{1}{2},-\frac{1}{2} ; 1 ;\left(\frac{a(\tau)}{a(0)}\right)^{2}\right) \tag{2.53}
\end{equation*}
$$

[^3]where $F($.$) is the hypergeometric function. The Fourier Transform of the$ above cannot be carried out exactly. The hypergeometric function can, however, be expanded in polynomial form, and approximated by neglecting terms beyond the second degree[7]. In this case the envelope spectrum is given by[1] as
\[

$$
\begin{equation*}
S_{e n v}(f) \simeq \frac{\sigma^{2}}{8 \pi f_{D}} \mathrm{~K}\left[\sqrt{\left(1-\left(\frac{f}{2 f_{D}}\right)^{2}\right)}\right] \tag{2.54}
\end{equation*}
$$

\]

where K[.] is the complete elliptic integral of the first kind. In this case the frequency cutoff occurs at $2 f_{D}$. Figure 2.10 shows the spectrum of the envelope, given by equation (2.54), with the abscissa normalised by the maximum Doppler frequency together with the envelope autocorrelation function $\left(a_{0}^{2}(\tau)=J_{0}^{2}(\beta V \tau)\right.$ ). The spectrum of the envelope can be determined numerically by noting that

$$
\begin{equation*}
S_{e n v}(f)=F\left\{\langle r(t) \cdot r(t+\tau)>\}=F\left\{\alpha^{2}(\tau)\right\}\right. \tag{2.55}
\end{equation*}
$$

In the case of the two dimensional propagation model[5] this is given by

$$
\begin{equation*}
S_{e n v}(f) \simeq F\left\{J_{0}^{2}(\beta V \tau)\right\} \tag{2.56}
\end{equation*}
$$

Again Aulin[4] considered propagation of multipath waves, out of the horizontal plane, to explain the differences between observed spectra and that derived for the simpler two-dimensional model[5]. The differences most notably occur in the lower frequency region of the spectrum and at the cutoff frequency $\left(2 f_{D}\right)$. The modified spectra, like the Doppler spectrum, depends upon the expression assumed for the PDF, $p(\varepsilon)$.

In both spectra mentioned so far it was assumed that the PDF of the azimuthal angle of arrival, of the multipath waves, was rectangularly distributed between 0 and $2 \pi$. Although this assumption might be reasonable for most cases, situations can arise when it is no longer true. Naturally both forms of spectra, the Doppler and envelope, might be altered if such a situation occurred. The problem then arises of distinguishing between the effects $p(\alpha)$ and $p(\varepsilon)$ on the spectra. The uncertainty involved in distinguishing between the effects of
$p(\alpha)$ and $p(\varepsilon)$ could be resolved by means of a sectored antenna arrangement in both azimuth and elevation.

### 2.5 RANDOM FM.

If we represent the received signal, $s(t)$, as

$$
\begin{align*}
s(t) & =\operatorname{Re}\left\{z(t) e^{-j \omega_{c} t}\right\} \\
& =r(t) \cos \left(\omega_{\mathrm{c}} t\right) \tag{2.57}
\end{align*}
$$

where $z(t)$ is a complex Gaussian process, then the received vector moves in a random manner in the complex plane. This motion introduces a differential phase, $\dot{\phi}$, which appears to the receiver as noise i.e.

$$
\begin{equation*}
\dot{\phi}=-\operatorname{Im}\left\{\frac{z(t) \dot{z}(t)^{*}}{|z(t)|^{2}}\right\}=\frac{d}{d t}\left\{\tan ^{-1}\left(\frac{Q(t)}{I(t)}\right)\right\} \tag{2.58}
\end{equation*}
$$

which will be superimposed on any desired modulation[9]. This random FM noise can best be described in terms of its PDF and power spectrum.

### 2.5.1 The PDF and CDF of the Random FM.

The motion of the received vector gives rise to a phase that changes with time. This differential phase manifests itself as noise to the detector of an FM receiver and other receivers that use phase-sensitive demodulators. This noise is often referred to as random FM. The PDF of the random $\mathrm{FM}, p(\dot{\phi})$, is obtained by appropriate integration of the joint PDF of the envelope and phase and their differential counterparts. This can be achieved by rearranging the integration of the four-fold joint PDF, $p(r, \dot{r}, \phi, \dot{\phi})$, and leads to

$$
\begin{equation*}
p(\dot{\phi})=\int_{0}^{2 \pi} \int_{-\infty}^{\infty} \int_{0}^{\infty} p(r, \dot{r}, \phi, \dot{\phi}) d r d \dot{r} d \phi \tag{2.59}
\end{equation*}
$$

$$
\begin{equation*}
p(\dot{\phi})=\frac{1}{\omega_{D}} \sqrt{\frac{1}{2}}\left(1+\frac{2}{\omega_{D}^{2}} \dot{\phi}^{2}\right)^{-3 / 2} \tag{2.60}
\end{equation*}
$$

The CDF of $\dot{\phi}$ is given by

$$
\begin{gather*}
P(\dot{\phi})=\int_{-\infty}^{\dot{\phi}} p(\dot{\phi}) d \dot{\phi}  \tag{2.61}\\
P(\dot{\phi})=\frac{1}{2}\left[1+\sqrt{2} \frac{\dot{\phi}}{\omega_{D}}\left(1+\frac{2 \dot{\phi}^{2}}{\omega_{D}^{2}}\right)^{-1 / 2}\right] \tag{2.62}
\end{gather*}
$$

Figure 2.11 shows the PDF and CDF of $\dot{\phi}$. Although the differential phase is concentrated at small deviations, there is an appreciable probability of large phase excursions occurring. To see how the phase changes with fade depth we need to consider the conditional PDF $p(\dot{\phi} \mid R)[7]$

$$
\begin{equation*}
p(\dot{\phi} \mid R)=\frac{p(\dot{\phi}, R)}{p(R)}=\frac{R}{\sigma \omega_{D} \sqrt{\pi}} \exp \left\{-\frac{R^{2} \dot{\phi}^{2}}{\omega_{D}^{2} \sigma^{2}}\right\} \tag{2.63}
\end{equation*}
$$

The conditional PDF has a Gaussian shape with zero mean. Figure 2.12 shows the conditional PDF for various dB-expressed envelope values. Notice that the probability of large phase excursions occurring increases with the fade depth.

### 2.5.2 The Random FM Spectrum.

The random FM spectrum can be found from the Fourier Transform of the autocorrelation of $\dot{\phi}(i . e .<\dot{\phi}(t) \cdot \dot{\phi}(t+\tau)>)$. The autocorrelation of $\dot{\phi}$ is given by $[1,4,12]^{5}$

$$
\begin{equation*}
<\dot{\phi}(t) \cdot \dot{\phi}(t+\tau)>=\frac{1}{2}\left[\left(\frac{\dot{a}(\tau)}{a(\tau)}\right)^{2}-\frac{\ddot{a}(\tau)}{a(\tau)}\right] \ln \left[1-\left(\frac{a(\tau)}{a(0)}\right)^{2}\right] \tag{2.64}
\end{equation*}
$$

[^4]for the two dimensional model[5]
\[

$$
\begin{gather*}
<\dot{\phi}(t) \cdot \dot{\phi}(t+\tau)>=\frac{\omega_{D}^{2}}{2 J_{0}^{2}(u)}\left[\frac{J_{0}(u) J_{1}(u)}{u}-J_{0}^{2}(u)-J_{1}^{2}(u)\right] \times \ln \left[1-J_{0}^{2}(u)\right]  \tag{2.65}\\
\text { where } u=\omega_{D^{\tau}}
\end{gather*}
$$
\]

The random FM spectrum is then given by the Fourier Transform of the autocorrelation function

$$
\begin{equation*}
S_{F M}(f)=F\{<\dot{\phi}(t) \cdot \dot{\phi}(t+\tau)>\} \tag{2.66}
\end{equation*}
$$

Figure 2.13 shows the one-sided power spectrum of the random FM. This was derived directly by Fourier transforming the autocorrelation of the random FM. This spectrum is largely confined to $2 f_{D}$ [12], from where the spectrum falls off as $1 / f$. Hence, the principal random FM noise is concentrated in the audio band. The asymptotic spectrum beyond $2 f_{D}$ is given by[12]

$$
\begin{equation*}
S_{F M}(f) \simeq \frac{\omega_{D}^{2}}{4 f} \tag{2.67}
\end{equation*}
$$

### 2.6 RICIAN FADING.

The discussion so far has been centred around how the various spectra might change with respect to the type of model considered. In small cells another situation might easily arise, namely where the fading contains a dominant specular component. In this situation the statistics are known to differ[7] from those discussed so far. In such a case we might expect less predominance of deep fades and for the specular component to become a dominant feature of the spectra[1,4,7]. Some of the statistics associated with this so called Rician fading will be presented here for completeness.

The joint PDF of envelope and phase, $p(r, \phi)$, with a dominant envelope component $d$ i.e. Rician fading is given by[4] ${ }^{6}$

$$
\begin{gather*}
p(r, \phi)_{R i c}=\frac{r}{2 \pi \sigma^{2}} \exp \left\{-\frac{d^{2}+r^{2}-2 r d \cos (\eta)}{2 \sigma^{2}}\right\}  \tag{2.68}\\
\text { where } \eta=\phi-\omega_{0} t-\theta_{0}
\end{gather*}
$$

Integrating the joint PDF with respect to $\phi$, gives the PDF of $r$ as

$$
\begin{equation*}
p(r)_{R i c}=\frac{r}{\sigma^{2}} \exp \left\{-\frac{r^{2}+d^{2}}{2 \sigma^{2}}\right\} I_{0}\left(\frac{r d}{\sigma^{2}}\right) \tag{2.69}
\end{equation*}
$$

where $I_{0}$ is the modified Bessel function of the first kind and zero order. Integrating the joint PDF with respect to $r$ gives the PDF of the phase

$$
\begin{align*}
p(\phi)_{R i c}= & \sqrt{\frac{d}{2 \pi \sigma^{2}}} \cos (\eta) \exp \left\{-\frac{d}{2 \sigma^{2}} \sin ^{2}(\eta)\right\} \\
& \operatorname{erf}\left(-\sqrt{\frac{d}{\sigma^{2}}} \cos (\eta)\right)+\frac{1}{2 \pi} \exp \left\{-\frac{d}{2 \sigma^{2}}\right\} \tag{2.70}
\end{align*}
$$

Appendix D shows how the PDF for dB -expressed envelope values can be derived. Figures 2.14 and 2.15 respectively show the PDF and CDF (with Rayleigh axes) ${ }^{7}$ for a Rician distribution, expressed in $d B$ terms, for various values of normalised dominant component $d / \sigma$. Notice that when there is no dominant component (i.e. $d / \sigma=0$ ) the PDF and CDF become Rayleigh distributed. As the dominant component increases the likelihood of deep fades diminishes and the PDF becomes Gaussian in form.

[^5]
### 2.7 CONCLUSION.

The basic statistics associated with the complex fast fading signal of a narrowband mobile radio channel have been presented for the case of both two and three dimensional multipath models. Although the three dimensional model is probably a better representation of propagation in urban areas, using small cells, the problem of specifying the PDF of the vertical spatial angle $\varepsilon$ remains unresolved. Both models make a reasonable assumption that the PDF of the arrival angles in azimuth is rectangularly distributed. However, in both models the correlational properties (e.g. spectra) are affected if this assumption is not valid. In the following chapter the two dimensional model is assumed. The three dimensional model will be referred to in the Results Chapter.

To overcome the problems associated with fading, various diversity techniques may be employed. The following chapter discusses several methods of diversity together with strategies for combining decorrelated signals from a number of antennas. Quantitative expressions, along the lines of this chapter, are presented assuming Rayleigh fading conditions.
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Figure 2.1 The three dimensional propagation model (after Aulin[4]) for a single multipath wave in terms of azimuth, $\alpha_{n}$, and elevation, $\varepsilon_{n}$.


Figure 2.2 Gaussian PDF, $p(x)$, and CDF, $P(x)$, for normally distributed in-phase, I, and quadrature, Q , components.


Figure 2.3 PDF of a Rayleigh fading envelope normalised by the average signal power ( $\sigma^{2}$ ) i.e. $p(r / \sqrt{2} \sigma)$.


Figure 2.4 CDF of a Rayleigh fading envelope normalised by the average signal power ( $\sigma^{2}$ ) i.e. $p(r / \sqrt{2} \sigma)$.


Figure 2.5 Example of quadrature signal and envelope varying with time. The upper plot shows the variation of the quadrature components ( $I$ and $Q$ ) over a one second period. The lower plot shows the time varying envelope $\left(\sqrt{I^{2}+Q^{2}}\right)$, for the same period of time as that as the upper diagram.


Figure 2.6 The PDF of the phase gradient, $p(\Delta \phi)$, between points separated by $l / \lambda$. Note that when $l / \lambda \rightarrow 0.38$ then $p(\Delta \phi)$ becomes that of two independent phases i.e. $p(\Delta \phi) \rightarrow p\left(\phi_{1}\right) \cdot p\left(\phi_{2}\right)=1 / 4 \pi^{2}$.

## Test Frequency $=914.5125 \mathrm{MHz}$

Vehicle Speed $=10 \mathrm{~m} / \mathrm{s}$.


Figure 2.7 Illustrating the definition of LCR and AFD for a normalised Rayleigh fading envelope. The LCR is the average number of crossings per second of a particular threshold. In this example the -10 dB threshold is crossed approximately 25 times per second. The AFD here is approximately 8 milliseconds.



Figure 2.8 Normalised LCR $\left(N_{R} / f_{D}\right)$ and $A F D\left(\tau_{R} f_{D}\right)$ for a Rayleigh fading envelope with respect to the average signal power ( $\sigma^{2}$ ).

Figure 2.9 Autocorrelation function $\left(J_{0}(\beta V \tau)\right)$ of the in-phase or quadrature component and RF input spectrum (Doppler) for a Rayleigh fading signal. Note the small amplitude of the low frequency components and the strict bandlimiting to $\pm f_{D}$.



Figure 2.10 Envelope autocorrelation function $(J \sigma(\beta V \tau)$ ) and spectrum for a Rayleigh fading envelope. Note the flat response up to the sharp frequency cut-off at $2 f_{D}$.


Figure 2.11 PDF and CDF of the instantaneous frequency (i.e. random FM) normalised by the maximum angular Doppler frequency.

## Pade Depth

$$
\begin{aligned}
& \nabla=-20 \mathrm{~dB} \\
& +=-15 \mathrm{~dB} \\
& \mathrm{x}=-10 \mathrm{~dB} \\
& \mathrm{c}=-5 \mathrm{~dB} \\
& 0=0 \mathrm{~dB}
\end{aligned}
$$



Figure 2.12 Conditional PDF of random FM as a function of fade depth, $p(\dot{\phi} \mid R)$ normalised by the maximum angular Doppler frequency.


Figure 2.13 One sided spectrum of the instantaneous frequency (random FM).


Figure 2.14 PDF of a normalised Rician distributed envelope for various values of dominant component d. The term 'normalised signal level' means that the resultant envelope (i.e. instantancous plus dominant component) has been normalised by the average signal power ( $\sigma^{2}$ ). The dominant component $d$ has also been normalised by the average signal ( $\sigma^{2}$ ) power (see Appendix D).


Figure 2.15 CDF of a normalised Rician distributed envelope for various values of dominant component d . The term 'normalised signal level' means that the resultant envelope (i.e. instantaneous plus dominant component) has been normalised by the average signal power ( $\sigma^{2}$ ). The dominant component $d$ has also been normalised by the average signal power $\left(\sigma^{2}\right)$.

## CHAPTER 3. THE NARROWBAND MOBILE RADIO CHANNEL WITH DIVERSITY.

### 3.1 INTRODUCTION.

In the previous chapter we discussed the statistics associated with the signal received in a mobile radio environment. The deep and rapid fading envelope, caused by relative motion of the transmitter/receiver can be a serious impairment to the system performance, especially when digital transmissions systems are used. During a deep fade, bit errors occur due to the signal falling below the detector threshold, the level becoming indistinguishable from the noise, or, as in the case of phase modulation schemes, undergoing an unexpected phase transition which results from a deep fade. An examination of the Cumulative Distribution Function (CDF) of the fading envelope reveals that the deep fades occur frequently, especially when the scattered field is seriously perturbed e.g. by a high vehicle speed. It is highly desirable therefore, to find some method whereby the occurrence and depth of these fades can be sufficiently reduced to permit an acceptable level of performance.

### 3.2 DIVERSITY.

Diversity is one means by which the degree of fading can be reduced such that an acceptable level of performance can be achieved. Diversity relies on the combination of two or more signals, containing the same information, which are, to some extent, decorrelated. If two signals are uncorrelated then the probability that both experience the same depth of fade at the same time is the square of the probability that one of them experiences that depth of fade. Various techniques exist[1] which can be used to obtain signals with a sufficient degree of decorrelation. They can be summarised as follows;

1) Polarisation.
2) Frequency.
3) Time.
4) Spaced Antenna.

The first three of these methods will be discussed briefly, followed by a detailed investigation of the fourth, which is used in this work.

### 3.2.1 Polarisation Diversity.

This scheme utilises the fact that the resultant field, after scattering, is sufficiently depolarised for two orthogonal antennas to be used to receive decorrelated signals. The methods of combining the signals are the same as those to be discussed later. Results from computer simulation[2] and experimental results[3] from field trials, have been obtained for hand-held portable telephones which utilise polarisation diversity. The results show that the use of polarisation diversity is particularly well suited to hand-held phones, which are held in a variety of orientations.

Although not quite the same as polarisation diversity, field component diversity has many similarities. This method uses the magnetic and electric field components of the signal to provide uncorrelated signals for combining. In this situation the signals from co-located antennas are always completely decorrelated. The use of two magnetic loops (orthogonal to each other) in conjunction with a co-located electric whip antenna, ensures that, regardless of the horizontal orientation, there always exists a magnetic component to be combined with the ever present electric component (the whip antenna has omnidirectional coverage in azimuth).

### 3.2.2 Frequency Diversity.

For frequency diversity the information is transmitted on two or more sufficiently separated carrier frequencies. The amount of frequency separation required, depends upon the time-dispersive nature of the channel. This form of diversity scheme has the disadvantage that different transmitters are required for each frequency and the use of different carrier frequencies, for the same information, entails an inefficient use of the radio spectrum.

### 3.2.3 Time Diversity.

This is the oldest form of diversity whereby the message is repeated several times to ensure error free interpretation. The time varying nature of the received envelope can be used to advantage in a time diversity scheme which utilises digital transmission techniques. Use is made of the decorrelation between envelope samples as a function of time separation. It has been found[4] that sufficient decorrelation can be achieved for a repetition rate in the order of $0.2 f_{D}$. Indeed, time diversity is employed in the FOrward Control Channel (FOCC) of the UK TACS cellular radio system. This provides a particularly robust protection against bit errors by retransmitting words five times every 10 ms . The receiver, which has stored the repeated words, carries out a simple majority vote decision on a bit-by-bit basis. Although this scheme has an inefficient throughput rate, especially when no errors occur, it is simple, easy to implement and does not require sophisticated antenna systems nor does it make additional demands on the RF spectrum.

### 3.2.4 Spaced Antenna Diversity.

This diversity scheme is possibly the most commonly used in radio communications. Two or more antennas are physically separated in
space to provide decorrelated signals. Naturally, the amount of separation changes the degree of decorrelation, and is different at the mobile than at the base station case. This is due to the angle subtended by the scatterers relative to the mobile antennas being larger than that experienced by the base station antennas (see Results Chapter for further discussion). The amount of separation required for horizontally spaced antennas at the mobile is determined from the autocorrelation function of the envelope. As shown by equation (2.56) this is given by $J_{0}^{2}(\beta l)$ (where $\beta=2 \pi / \lambda$ and $l$ is the separation between the antennas). Uncorrelated samples occur for $J \delta(\beta l)=0$ i.e. $l=0.38 \lambda$, which at 900 MHz is physically small $(\simeq 13 \mathrm{~cm})$. The amount of separation required at both the mobile and base station antennas, for vertically separated antennas, is discussed in the Results Chapter.

The antenna separation discussed above only provides an improvement in the statistics of the fast fading component of the signal. To eliminate the slow fading component would require antenna separations of considerably greater dimensions than those discussed above. The remainder of this work is only applicable to the fast fading component.

Once the decorrelated signals have been obtained they then require combining, in some manner, to provide an improved resultant signal. The combining can be performed prior to or after detection (pre or post detection). In what follows we consider various predetection combining schemes for which we assume the mean noise power to be the same in all branches. Feedforward and feedback combining schemes[5] are not considered here.

### 3.3 PREDETECTION COMBINING SCHEMES.

There are various methods of combining the signals from the different diversity branches. We shall consider four types in detail and refer to a fifth which is considered elsewhere[6]. The five types are

1) Maximal Ratio.
2) Equal Gain.
3) Selection.
4) Switch and Stay.
5) Switch and Examine.

In the following sections no attempt is made to derive, from first principles, the first and second order envelope statistics for each of the above methods. Instead, the relevant results are quoted from source in order that all pertinent statistical equations are, for the first time, collated in one piece of work.

### 3.3.1 The Maximal Ratio Combiner.

The predetection Maximal Ratio Combiner (MRC) co-phases the signals from the different branches and sums them together, each branch being weighted in proportion to its own signal voltage to noise power ratio[7]. Provided that the noise in each branch is uncorrelated then the output carrier to noise ratio (CNR) is given by

$$
\begin{equation*}
\gamma_{m r c}=\sum_{i=1}^{M} \gamma_{i} \tag{3.1}
\end{equation*}
$$

where $M=$ No. of branches.
If we consider that the short-term signal power on the $i^{\text {th }}$ branch (i.e. the power averaged over one RF cycle) is $R_{i}^{2} / 2$ ( $R_{i}$ is the envelope received on the $\mathrm{i}^{\text {th }}$ branch) in the presence of Gaussian noise, of mean power $N$, then the 'instantaneous' CNR, $\gamma_{i}$, is given by

$$
\begin{equation*}
y_{i}=\frac{R_{i}^{2}}{2 N} \tag{3.2}
\end{equation*}
$$

thus

$$
\begin{equation*}
\gamma_{m r c}=\sum_{i=1}^{M} y_{i}=\frac{1}{2 N} \sum_{i=1}^{M} R_{i}^{2} \tag{3.3}
\end{equation*}
$$

If we now consider the output CNR, $\gamma_{m r c}$, to have an associated equivalent envelope $R_{m r c}$ then

$$
\begin{equation*}
\gamma_{m r c}=\frac{R_{m r c}^{2}}{2 N}=\sum_{i=1}^{M} \gamma_{i}=\frac{1}{2 N} \sum_{i=1}^{M} R_{i}^{2} \tag{3.4}
\end{equation*}
$$

This gives a resultant envelope $R_{m r c}(t)$

$$
\begin{equation*}
R_{m r c}(t)=\sqrt{\sum_{i=1}^{M} R_{i}^{2}(t)} \tag{3.5}
\end{equation*}
$$

### 3.3.2 The Equal Gain Combiner.

The Equal Gain Combiner (EGC) is a simplified version of the MRC in which the weighting factors are all set to unity. The output CNR is then given by

$$
\begin{equation*}
\gamma_{e g c}=\frac{1}{M}\left(\sum_{i=1}^{M} \sqrt{\gamma_{i}}\right)^{2} \tag{3.6}
\end{equation*}
$$

Again if we consider the instantaneous CNR on each branch is given by (3.2) then the output CNR for an EGC, $\gamma_{e g c}$, is given by

$$
\begin{equation*}
\gamma_{e g c}=\frac{1}{M}\left(\sum_{i=1}^{M} \sqrt{\frac{R_{i}^{2}}{2 N}}\right)^{2}=\frac{1}{2 M N}\left(\sum_{i=1}^{M} R_{i}\right)^{2} \tag{3.7}
\end{equation*}
$$

Thus the equivalent output envelope of an EGC is such that

$$
\begin{equation*}
\gamma_{e g c}=\frac{R_{e g c}^{2}}{2 N}=\frac{1}{2 M N}\left(\sum_{i=1}^{M} R_{i}\right)^{2} \tag{3.8}
\end{equation*}
$$

which gives a resultant envelope $R_{\text {egc }}(t)$

$$
\begin{equation*}
R_{e g c}(t)=\frac{1}{\sqrt{M}}\left(\sum_{i=1}^{M} R_{i}(t)\right) \tag{3.9}
\end{equation*}
$$

### 3.3.3 Selection Diversity.

In the SELection (SEL) diversity combiner the branch selected is that with the largest instantaneous CNR i.e.

$$
\begin{equation*}
\gamma_{\text {sel }}=\max \left\{\gamma_{1}, \gamma_{2}, \ldots \gamma_{M}\right\} \tag{3.10}
\end{equation*}
$$

which gives a resultant envelope $R_{\text {sel }}(t)$

$$
\begin{equation*}
R_{\text {sel }}(t)=\max \left\{R_{1}, R_{2}, \ldots R_{M}\right\} \tag{3.11}
\end{equation*}
$$

The predetection SEL combiner requires that all the branches are simultaneously monitored, all of the time, in order that the decision to switch to the branch with the highest CNR can be made. Naturally, such an arrangement is impractical for mobile radio use on account of the expense of continually monitoring all of the branches.

### 3.3.4 Scanning Diversity.

It is sometimes useful to employ a derivative system known as scanning diversity in which there is no attempt to find the best input, just one which is acceptable. In principle, the inputs on the various branches are scanned until an acceptable one i.e. an input above a predetermined threshold, is found. This input is then used until it falls below the
threshold, at which time the scanning process continues until another acceptable input is found. In its simplest form, only two branches are used and a changeover from one to the other occurs whenever the signal on the branch in use falls below the threshold. In this form it is known as switched diversity.

There are two switching strategies that can be used and these cause different behaviour when the signals on both branches fade simultaneously. Firstly there is the Switch And Stay (SAS) strategy in which the receiver is switched to the alternative branch as soon as the input on the branch in use falls below the threshold. The receiver then stays on the new branch irrespective of whether, at that time, the new input is acceptable or not. Secondly there is the Switch And Examine (SAE) strategy in which, if both inputs are unacceptable, the system switches rapidly between the two branches until the signal on one of them rises above the threshold. It is worth mentioning that the occurrence of simultaneous deep fades is a rare event and that in the vast majority of cases a switch to the other branch will result in an acceptable input.

In both the SAS and SAE cases considered above a fixed threshold level was assumed. In practice the threshold could be set to vary according to the average Signal to Noise Ratio (SNR). In this manner both strategies could be set to operate optimally. Although the SAE strategy allows for a marginally quicker return to an acceptable input, when the signals on both branches fade simultaneously, the rapid switching that occurs can cause a noise burst. In most cases the SAS strategy is therefore preferred. In the remainder of this work we shall consider all the above strategies, except SAE.

### 3.4 EQUIVALENT ENVELOPE AND PHASE FOR TWO BRANCH DIVERSITY.

As the number of diversity branches increases, the additional improvement afforded by each of the diversity schemes becomes less[5] and the receiver structure becomes more complex. Two branch diversity ( $\mathrm{M}=$ 2), which is probably the most practical, is therefore considered here.

To compare the various diversity combiners we shall consider the concept of an equivalent envelope $R(t)$, mentioned earlier, together with an equivalent phase $\phi(t)$, determined from the output CNR. Using the equivalent envelope formula given earlier the envelopes, for the various diversity strategies are given by

$$
\begin{array}{rlr}
R_{m r c} & =\sqrt{R_{1}^{2}+R_{2}^{2}} & \\
R_{e g c} & =\frac{R_{1}+R_{2}}{\sqrt{2}} &  \tag{3.1}\\
R_{\text {sel }} & =R_{1} & R_{1} \geq R_{2} \\
R_{2} & R_{1}<R_{2}
\end{array}
$$

The equivalent phase for the MRC and EGC cases depends upon whether; one branch is co-phased to the other, both branches are cophased relative to a reference or both branches are co-phased relative to some other function of $\phi_{1}$ and $\phi_{2}$. In the first case the phase statistics are identical with that of a single branch. In the second and third cases the phase perturbations can sometimes be completely removed. In the scanning strategies the phase of the output is simply that of the branch selected. In summary therefore

$$
\begin{array}{cc}
\phi_{m r c}=\phi_{1}, \phi_{2}, 0 \text { or some function of } \phi_{2} \text { and } \phi_{2} \\
\phi_{\text {egc }} & =\phi_{1}, \phi_{2}, 0 \text { or some function of } \phi_{2} \text { and } \phi_{2} \\
\phi_{\text {sel }} & =\phi_{1}  \tag{3.13}\\
\phi_{2} & R_{1} \geq R_{2} \\
R_{1}<R_{2}
\end{array}
$$

we have assumed perfect co-phasing for the MRC and EGC cases and $R=R(t), R_{1}=R_{1}(t), \phi=\phi(t), \phi_{1}=\phi_{1}(t)$ etc.. The derivative of the envelope and phase, which are used to determine the second order statistics and the random FM, are given by

$$
\begin{gather*}
\dot{R}_{m r c}=\frac{R_{1} \dot{R}_{1}+R_{2} \dot{R}_{2}}{\sqrt{R_{1}^{2}+R_{2}^{2}}} \\
\dot{R}_{e g c}=\frac{\dot{R}_{1}+\dot{R}_{2}}{\sqrt{2}}  \tag{3.14}\\
\dot{R}_{\text {sel }}=\frac{\dot{R}_{1}}{\dot{R}_{2} \quad} \quad \begin{array}{r}
R_{1} \geq R_{2} \\
R_{1}<R_{2}
\end{array} \\
\dot{\phi}_{m r c}=\dot{\phi}_{1}, \dot{\phi}_{2}, 0 \text { or some derivative of } \phi_{1} \text { and } \phi_{2} \\
\dot{\phi}_{\text {egc }}=\dot{\phi}_{1}, \dot{\phi}_{2}, 0 \text { or some derivative of } \phi_{1} \text { and } \phi_{2} \\
\dot{\phi}_{\text {sel }}=\dot{\phi}_{1} \quad R_{1} \geq R_{2} \\
\dot{\phi}_{2} \quad R_{1}<R_{2}
\end{gather*}
$$

The equivalent envelope, for the various diversity strategies, is shown in Figure 3.1 using data gathered using the two branch amplitude and phase measuring receiver that will be described in Chapter 4. Notice that the MRC strategy is more resilient to the deep fades than EGC, and that the MRC envelope is always greater than, or at least equal to, the higher of the branch envelopes. In contrast, the EGC envelope can sometimes fall below the higher branch envelope value, particularly when the other branch is in a deep fade (see 1580 ms ). Selection diversity always follows the higher of the two branch envelopes. In the case of SEL the resultant envelope is noticeably more variable than those of the MRC and EGC strategies. The SAS strategy can be seen in the lower diagram. Notice that a switch between branches occurs (e.g. 1480 and 1570 ms ) when one of the branches falls below the threshold ( -10 dB ). However, when both branches are below the threshold a disadvantageous switch occurs (see 1545 ms ).

In the following section some theoretical results for the various diversity schemes, in correlated fading, will be presented along the lines used in Chapter 2. The degree of correlation between the two branches will be given by the complex correlation $\rho_{12}{ }^{8}$
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### 3.5 THE CDF OF THE EQUIVALENT ENVELOPE.

A measure of the improvement afforded by diversity is provided by the envelope statistics, in particular the PDF, and hence CDF, of the equivalent envelope. Earlier, the equivalent envelope was discussed in terms of the output CNR. If we return to this notation for a moment then the PDF for a Rayleigh distributed signal is given by

$$
\begin{equation*}
p(\gamma)=\frac{1}{\gamma_{0}} \mathrm{e}^{-\gamma / \gamma_{0}} \tag{3.15}
\end{equation*}
$$

$\gamma$ is the 'instantaneous' CNR (i.e. $r^{2} / 2 \sigma_{n}{ }^{2}$ ), $\sigma_{n}{ }^{2}$ is the noise power, and $\gamma_{0}$ is the average CNR. The CDF is therefore given by

$$
\begin{equation*}
P(\gamma)=1-\mathrm{e}^{-\gamma / \gamma_{0}} \tag{3.16}
\end{equation*}
$$

The relationship between the average CNR and envelope is given by

$$
\begin{equation*}
\gamma_{0}=\langle\gamma\rangle=\frac{\left\langle r^{2}\right\rangle}{2 \sigma_{n}^{2}}=\frac{\sigma^{2}}{\sigma_{n}^{2}} \tag{3.17}
\end{equation*}
$$

The relationship between $p(r)$ and $p(\gamma)$ can readily be seen if it is remembered that $p(\gamma) d \gamma=p(r) d r$.

### 3.5.1 Uncorrelated Fading.

### 3.5.1.1 Selection Diversity.

If we consider SEL with uncorrelated branches then the probability that the output CNR is below a particular level is simply the product of the probability that each of the branches are also below that level. In other words the output CDF is simply the product of the individual branch CDFs. Hence, for $M$ branches with the same $\gamma_{0}$ on each of the branches

$$
\begin{equation*}
P_{s e l}(\gamma)=\left(1-\mathrm{e}^{-\gamma / y_{0}}\right)^{M} \tag{3.18}
\end{equation*}
$$

In terms of the envelope

$$
\begin{equation*}
P_{\text {sel }}(R)=\left(1-\mathrm{e}^{-R^{2} / 2 \sigma^{2}}\right)^{M} \tag{3.19}
\end{equation*}
$$

In the case of two branch selection diversity the CDF of the output CNR is given by

$$
\begin{gather*}
P_{\text {sel }}(\gamma)=\left(1-\mathrm{e}^{-\gamma / v_{0}}\right)^{2}  \tag{3.20}\\
P_{\text {sel }}(R)=\left(1-\mathrm{e}^{-R^{2} / 2 \sigma^{2}}\right)^{2} \tag{3.21}
\end{gather*}
$$

The PDF is given by the differential of the CDF with respect to $\gamma$ or $R$ which for an $M$ branch system is

$$
\begin{gather*}
p_{\text {sel }}(\gamma)=\frac{d}{d \gamma} P(\gamma)=\frac{M}{\gamma_{0}}\left[1-\mathrm{e}^{-\gamma / \gamma_{0}}\right]^{M-1} \exp \left\{-\frac{\gamma}{\gamma_{0}}\right\}  \tag{3.22}\\
p_{\text {sel }}(r)=\frac{d}{d r} P(r)=M \frac{r}{\sigma^{2}}\left[1-\mathrm{e}^{-r^{2} / 2 \sigma^{2}}\right]^{M-1} \exp \left\{-\frac{r^{2}}{2 \sigma^{2}}\right\} \tag{3.23}
\end{gather*}
$$

### 3.5.1.2 Maximal Ratio Combining.

Earlier we saw that when each branch was co-phased and suitably weighted, then the output CNR was provided by the sum of the individual branch CNRs. Now the signal on each branch is composed of in-phase and quadrature components ( $I$ and $Q$ respectively). These components are independent of one another and can be described in terms of zero-mean Gaussian random variables with a variance of $\sigma^{2}$ (see Chapter 2). The output CNR therefore consists of 2 M Gaussian random variables in a joint distribution of $I$ and $Q$, which is a $\chi^{2}$ distribution [9]. In this situation the PDF of the output CNR for $M$ branches is given by [5]

$$
\begin{equation*}
p_{m r c}(\gamma)=\frac{\gamma^{M-1} \mathbf{e}^{-\gamma / \gamma_{0}}}{\gamma_{0}^{M}(M-1)!} \tag{3.24}
\end{equation*}
$$

In terms of the envelope the PDF is given by

$$
\begin{equation*}
p_{m r c}(r)=r\left(\frac{r^{2}}{2 \sigma^{2}}\right)^{M-1} \frac{e^{-r^{2} / 2 \sigma^{2}}}{(M-1)!} \tag{2.25}
\end{equation*}
$$

The CDF is determined by integrating the PDF over the range of the variable

$$
\begin{equation*}
P_{m r c}(\gamma)=\int_{0}^{\gamma} p_{m r c}(\gamma) d \gamma=1-\mathrm{e}^{-\gamma / \gamma_{0}} \sum_{n=1}^{M} \frac{\left(\gamma / \gamma_{0}\right)^{n-1}}{(n-1)!} \tag{3.26}
\end{equation*}
$$

For the envelope

$$
\begin{equation*}
P_{m r c}(R)=\int_{0}^{R} P_{m r c}(r) d r=1-\mathrm{e}^{-R^{2} / 2 \sigma^{2}} \sum_{n=1}^{M} \frac{\left(R^{2} / 2 \sigma^{2}\right)^{n-1}}{(n-1)!} \tag{3.27}
\end{equation*}
$$

### 3.5.1.3 Equal Gain Combining.

A good approximation for the CDF of EGC can be obtained by multiplying the average signal power in the expression for the CDF of MRC by $\sqrt{3 / 2}$ [5]. Thus

$$
\begin{gather*}
P_{e g c}(R)=1-\mathrm{e}^{-R^{2} / 2 \sigma_{1}^{2}} \sum_{n=1}^{M} \frac{\left(R^{2} / 2 \sigma_{1}^{2}\right)^{n-1}}{(n-1)!}  \tag{3.28}\\
\sigma_{1}^{2}=\sigma^{2} \sqrt{3 / 2} \tag{3.29}
\end{gather*}
$$

### 3.5.1.4 Switch and Stay.

In the case of SAS diversity the PDF over the whole range of envelope values consists of two regions, with a discontinuity occurring at the switching threshold level. The PDF above and below the threshold have been found to be such that [8]

$$
\begin{align*}
p_{\text {sas }}(r) & =(1+q) p(r) & r>R_{t} \\
& =q p(r) & r \leq R_{t} \tag{3.30}
\end{align*}
$$

where

$$
\begin{align*}
q & =1-\mathrm{e}^{-R_{t}^{2} / 2 \sigma^{2}}  \tag{3.31}\\
R_{t} & =\text { switching threshold }
\end{align*}
$$

The CDF is found by integrating the appropriate expression for the two regions. Thus

$$
\begin{array}{rlrl}
P_{s a s}(R) & =(1+q)\left(1-\mathrm{e}^{-R^{2} / 2 \sigma^{2}}\right)-q & R>R_{t}  \tag{3.32}\\
& =q P(R) & R \leq R_{t}
\end{array}
$$

Figure 3.2 shows the CDF of SAS for switching thresholds of -5 and -10 dB with zero correlated branches. Clearly the improvement in the CDF afforded by SAS is dependent upon the choice of threshold level. Too high a threshold provides limited improvement for the deep fades, whilst, too low a threshold only reduces the occurrence of the more rare deepest fades. Figure 3.3 shows the CDF of MRC, EGC, SEL and SAS (at a -10 dB switching threshold) for uncorrelated branches. MRC exhibits the biggest improvement followed by EGC, SEL and SAS. It has been shown that[10] MRC gives the best improvement with EGC and SEL showing reduced improvements, relative to MRC , of -0.88 dB (i.e. $10 \log \sqrt{3 / 2}$ ) and -1.5 dB respectively.

### 3.5.2 Correlated Fading.

When the two branches become correlated, e.g. if the antennas are not sufficiently separated, the CDF for the various diversity strategies is given by[5,11]

$$
\begin{gather*}
P(R)_{m r c}=1-\frac{\left(1+\left|\rho_{12}\right|\right)}{2\left|\rho_{12}\right|} \exp \left(-\frac{R^{2}}{2 \sigma^{2}\left(1+\left|\rho_{12}\right|\right)}\right)-\frac{\left(1-\left|\rho_{12}\right|\right)}{2\left|\rho_{12}\right|} \exp \left(-\frac{R^{2}}{2 \sigma^{2}\left(1-\left|\rho_{12}\right|\right)}\right) \\
P(R)_{\text {sae }} \simeq 1-e^{\left(-R_{t}^{2} / 2 \sigma^{2}\right)} Q\left(\frac{R}{\kappa}, \frac{\left|\rho_{12}\right| R_{t}}{\kappa}\right)-e^{\left(-R^{2} / 2 \sigma^{2}\right)}\left\{1-Q\left(\frac{\left|\rho_{12}\right| R}{\kappa}, \frac{R_{t}}{\kappa}\right)\right\}(3.33)  \tag{3.33}\\
P(R)_{s e l}=1-e^{\left(\left(-R^{2} / 2 \sigma^{2}\right)\right.}\left\{1-Q\left(\frac{\left|\rho_{12}\right| R}{\kappa}, \frac{R}{\kappa}\right)+Q\left(\frac{R}{\kappa}, \frac{\left|\rho_{12}\right| R}{\kappa}\right)\right\} \\
\kappa=\sigma \sqrt{\left(1-\left|\rho_{12}\right|^{2}\right)}
\end{gather*}
$$

$Q(a, b)$ is Marcum's Q-function defined as

$$
\begin{align*}
Q(a, b) & =\int_{b}^{\infty} x \exp \left(-\frac{a^{2}+x^{2}}{2}\right) I_{0}(a x) d x \\
& =1-\int_{0}^{b} x \exp \left(-\frac{a^{2}+x^{2}}{2}\right) I_{0}(a x) d x \tag{3.3}
\end{align*}
$$

$I_{0}($.$) is the modified zero-order Bessel function. Again a good approxi-$ mation for EGC can be obtained by multiplying the average signal power in the expression for the CDF of MRC by $\sqrt{3 / 2}$ [5]. An expression for the CDF of SAS has not yet been found for correlated fading, but it is identical with that of SAE for independent fading[8]. Note that the CDFs given above reduce to the no-diversity case for perfectly correlated branches (i.e. $\left|\rho_{12}\right|=1$ ).

Figures 3.4, 3.5 and 3.6 show the improvement in the CDF for MRC, SEL and SAS ( -10 dB threshold), for $\left|\rho_{12}\right|^{2}\left(\simeq \rho_{\text {env }}\right)$, in steps of 0.25 from 0 to

1, respectively. Both MRC and SEL are particularly tolerant to high values of correlation, whereas, the SAS strategy shows considerably reduced improvement, relative to MRC and SEL, for high values of branch correlation. The CDF for correlated fading can be approximated for small signal envelopes, which is when errors are most likely to occur, to

$$
\begin{gather*}
P(R)_{s a s}=\left[\frac{R R_{t}}{2 \sigma^{2} \sqrt{1-\left|\rho_{12}\right|^{2}}}\right]^{2} \quad R \ll R_{t} \\
P(R)=A\left[\frac{R^{2}}{2 \sigma^{2} \sqrt{1-\left|\rho_{12}\right|^{2}}}\right]^{2} \quad \text { for MRC, EGC and SEL. }  \tag{3.35}\\
A= \begin{cases}1 & S E L \\
2 / 3 & E G C \\
1 / 2 & M R C\end{cases} \tag{3.36}
\end{gather*}
$$

Since $\rho_{\text {cnv }} \simeq\left|\rho_{12}\right|^{2}$ in Rayleigh fading[5], equation 3.35 shows that the envelope cross-correlation reduces the effective average power by a factor of $\sqrt{1-\rho_{\text {env }}}$ for all of the diversity combiners. When $\rho_{e n v}=0.25,0.5$, 0.75 and 0.9 the diversity gain reduces by $0.6,1.5,3.0$ and 5 dB respectively.

### 3.6 THE LCR AND AFD FOR THE EQUIVALENT ENVELOPE.

The degree to which the envelope fluctuations are smoothed out by the various diversity strategies, and therefore their effectiveness in reducing the rate and length of fades, is apparent from the LCR and AFD. The LCR for diversity can be found in the same manner as that used in Chapter 2. The derivative of the equivalent envelope, which was derived earlier, is used to determine $N_{R}$ for each of the strategies. Closed form solutions for the LCR and AFD, for uncorrelated fading, are given by[12]

$$
\underset{m r c}{N_{R}}=\sqrt{\left(-\frac{\ddot{\rho}_{11}}{\pi}\right)}\left(\frac{R}{\sigma \sqrt{2}}\right)^{3} \exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right)
$$

$$
\begin{align*}
& N_{e g c}=\sqrt{\left(-\frac{\stackrel{\rightharpoonup}{\rho}_{11}}{\pi}\right)} \exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right) \\
& \quad\left[\frac{R}{\sigma \sqrt{2}} \exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right)+\left\{\frac{R^{2}}{\sigma^{2}}-1\right\} \frac{\sqrt{\pi}}{2} \operatorname{erf}\left(\frac{R}{\sigma \sqrt{2}}\right)\right] \tag{3.37}
\end{align*}
$$

$$
\underset{m r c}{\tau_{R}}=\sqrt{\left(\frac{\pi}{-\stackrel{\infty}{\rho}_{11}}\right)} \frac{\exp \left(\frac{R^{2}}{2 \sigma^{2}}\right)-\left(1+\frac{R^{2}}{2 \sigma^{2}}\right)}{\left(\frac{R}{\sigma \sqrt{2}}\right)^{3}}
$$

$$
\begin{align*}
\tau_{R}= & \sqrt{\left(\frac{\pi}{-\ddot{\rho}_{11}}\right)} \times \\
& \frac{1-\exp \left(-\frac{R^{2}}{\sigma^{2}}\right)-\frac{R}{\sigma \sqrt{2}} \exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right) \sqrt{\pi} \operatorname{erf}\left(\frac{R}{\sigma \sqrt{2}}\right)}{\exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right)\left[\frac{R}{\sigma \sqrt{2}} \exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right)+\left\{\frac{R^{2}}{\sigma^{2}}-1\right\} \frac{\sqrt{\pi}}{2} \operatorname{erf}\left(\frac{R}{\sigma \sqrt{2}}\right)\right]} \tag{3.38}
\end{align*}
$$

Assuming that all the multipath waves received either at the mobile or base stations result from scatterers surrounding the mobile
uniformly[5] (we assume no scatterers at the base station) then $\ddot{\rho}_{11}$, the second derivative of the autocorrelation $\rho(\tau)^{9}$ is given by

$$
\begin{equation*}
\ddot{\rho_{11}}=\frac{d^{2} \rho}{d \tau^{2}}=\frac{d^{2} J_{0}(B V \tau)}{d \tau^{2}}=-2\left(f_{D}\right)^{2} \tag{3.39}
\end{equation*}
$$

Figure 3.7 shows $N_{R}$ and $\tau_{R}$ for MRC, EGC, SEL and SAS(-10 dB) strategies for zero correlated branches. Notice that each of the strategies results in a considerable reduction in the level crossing rate at low signal levels. In the case of $\tau_{R}$ all the strategies show the same improvement below -10 dB (except SAS), namely that $\tau_{R}$ is approximately halved.

When the two branches become correlated, for example when the antenna spacing becomes small, the LCR and AFD can be approximated by $[6,12]$

$$
\begin{gathered}
N_{R} \simeq v\left(-\frac{\ddot{\rho}_{11}+\left(\frac{\left|\dot{\rho}_{12}\right|^{2}}{1-\left|\rho_{12}\right|^{2}}\right)}{\pi}\right) \frac{\left(\frac{R}{\sigma \sqrt{2}}\right)^{3}}{1-\left|\rho_{12}\right|^{2}} \quad \text { for } \frac{R}{\sigma \sqrt{2}} \ll 1 \\
\frac{N_{s a S^{R}}=\sqrt{2 \pi} f_{D}\left(\frac{R}{\sigma \sqrt{2}}\right)\left(\frac{R_{t}}{\sigma \sqrt{2}}\right)^{2}}{\left(1-\left|\rho_{12}\right|^{2}\right)} \\
v= \begin{cases}1 & M R C \\
4 / 3 & E G C \\
2 & S E L\end{cases}
\end{gathered}
$$
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$$
\begin{gather*}
\tau_{R} \simeq \frac{1}{2} \sqrt{\left.-\frac{\pi}{\stackrel{\bullet}{\rho}_{11}+\left(\frac{\left|\rho_{12}\right|^{2}}{1-\left|\rho_{12}\right|^{2}}\right)}\right) \frac{R}{\sigma \sqrt{2}}} \quad \text { for } \frac{R}{\sigma \sqrt{2}} \ll 1  \tag{3.41}\\
\operatorname{sas}^{\tau} R=\frac{1}{\sqrt{2 \pi} f_{D}}\left(\frac{R}{\sigma \sqrt{2}}\right) \quad R \ll R_{t}
\end{gather*}
$$
\]

In the above cases $\left|\rho_{12}\right|$ and hence $\dot{\rho}_{12}$ are dependent upon the antenna geometry in relation to the direction of vehicle motion[12]. No analytical expression is available for $\dot{\rho}_{12}$ with vertically separated antennas. However for horizontally spaced antennas the effect of $\dot{\rho}_{12}$ can be assumed to be small, provided that the antenna separation is not too small[12], hence $\dot{\rho}_{12} \sim 0$. The above equations show that $N_{R}$ increases as the correlation between the branches increases and becomes 1.3 times, twice, 4 times and ten times as large as that for the independent fading case for $\left|\rho_{12}\right|^{2}=0.25,0.5,0.75$ and 0.9 respectively. The AFD for SAS is unaffected whilst again $\tau_{R}$ for MRC, EGC and SEL is approximately halved.

Figure 3.8 shows $N_{R}$ for MRC and SAS ( -10 dB threshold) for correlations (i.e. $\left|\rho_{12}\right|^{2}$ ) in steps of 0.25 from 0 to 1 for small envelope values. Of these two diversity schemes MRC shows the best tolerance to high values of correlation.

### 3.7 THE RF INPUT AND ENVELOPE SPECTRA.

No closed form expressions exist for the autocorrelation function of either the in-phase or quadrature components or of the envelope for the equivalent output signal of the various diversity strategies. Hence, no closed form expressions can be derived for the Doppler and envelope spectra. The effects of the various diversity strategies on the Doppler and envelope spectra are studied in this work by comparing the spectra of the equivalent signal with that of a single branch. Both of these
spectra are determined by numerically Fourier transforming the computed autocorrelation functions. Since we assume perfect co-phasing of the branches, for the MRC and EGC cases, the RF input spectra are assumed to be that of a double-sideband signal in which the carrier (which is at 0 Hz in our baseband case) is Amplitude Modulated (AM) by the Rayleigh fading envelope sequence. Since the envelope sequence is non-deterministic such a spectrum is unknown and therefore the RF input spectra will only be determined for the SEL and SAS cases. The envelope spectra will be determined for each of the diversity strategies.

### 3.8 THE CDF OF RANDOM FM FOR SELECTION DIVERSITY.

Diversity can also be used to improve the receiver performance against random FM. For MRC and EGC the extent to which the random FM can be reduced depends upon the method of combining used[13]. If one branch is simply co-phased with the other then the random FM will be the same as that for a single branch. If a pilot tone is transmitted together with the information and all branches are co-phased to this tone, then the random FM can be completely eliminated, provided that the frequency separation between the pilot tone and carrier is much less than the coherence bandwidth[14]. Feedback techniques such as those used in the Granlund combiner[15] remove the random FM component by the use of a double mixing process. Both the pilot tone method and Granlund receiver can be used to eliminate the random FM for a single branch. In the following we shall consider the improvement, in random FM statistics, for the SEL case only.

Davis[13] considered the effects of random FM for selection diversity with uncorrelated branches. For $M$ uncorrelated branches the PDF of the random FM is given by[13]

$$
\begin{equation*}
p(\dot{\phi})=\frac{M}{2 \Omega} \sum_{k=0}^{M-1}\binom{M-1}{k}(-1)^{k}\left\{k+1+\frac{\dot{\phi}^{2}}{\Omega^{2}}\right\}^{-3 / 2} \tag{3.42}
\end{equation*}
$$

which reduces to the familiar expression for a single branch when $M=1$ (see equation 2.60). For two branches the PDF is given by

$$
\begin{gather*}
p(\dot{\phi})=\frac{1}{\Omega}\left[\left(1+\frac{\dot{\phi}^{2}}{\Omega^{2}}\right)^{-3 / 2}-\left(2+\frac{\dot{\phi}^{2}}{\Omega^{2}}\right)^{-3 / 2)}\right]  \tag{3.43}\\
\Omega=\frac{\omega_{D}}{\sqrt{2}} \tag{3.44}
\end{gather*}
$$

Adachi and Parsons[16] extended Davis' results for SEL diversity to include correlated fading. Davis[13] did not consider the CDF of the random FM noise. Adachi and Parsons gave an expression for the CDF without derivation. The CDF of the random $\mathrm{FM}, P(\dot{\phi})$, for uncorrelated branches can be found by integrating the PDF of $\dot{\phi}$

$$
\begin{equation*}
P(\dot{\phi})=\int_{-\infty}^{\dot{\phi}} p(\dot{\phi}) d \dot{\phi} \tag{3.45}
\end{equation*}
$$

However, $P(\dot{\phi})$ cannot be found using the above limits of integration because of the term at infinity. To solve this integral we can consider two situations. Firstly, we shall consider $P(\dot{\phi})$ when $\dot{\phi}<0$, in this case

$$
\begin{equation*}
P(\dot{\phi})=\int_{-\infty}^{\dot{\phi}} p(\dot{\phi}) d \dot{\phi}=\int_{-\infty}^{0} p(\dot{\phi}) d \dot{\phi}-\int_{\dot{\phi}}^{0} p(\dot{\phi}) d \dot{\phi} \tag{3.46}
\end{equation*}
$$

Now since $p(\dot{\phi})$ is symmetrical about zero the first integral on the right hand side is simply $1 / 2$ i.e.

$$
\begin{equation*}
P(\dot{\phi})=\frac{1}{2}-\int_{\dot{\phi}}^{0} p(\dot{\phi}) d \dot{\phi}=\frac{1}{2}-\left[\frac{\frac{\dot{\phi}}{\Omega}}{2 \sqrt{2+\frac{\dot{\phi}^{2}}{\Omega^{2}}}}-\frac{\frac{\dot{\phi}}{\Omega}}{\sqrt{1+\frac{\dot{\phi}^{2}}{\Omega^{2}}}}\right] \tag{3.47}
\end{equation*}
$$

The same result is obtained when $\dot{\phi}>0$. This result differs from that derived elsewhere [16]. Figure 3.9 shows the CDF of the random FM for a single branch and for two uncorrelated branches. It can be seen that two branch SEL diversity provides considerable improvement in reducing the random FM noise at high values of differential phase.

### 3.9 THE RANDOM FM SPECTRA FOR SELECTION DIVERSITY.

The autocorrelation of $\dot{\phi}$ for selection diversity, with uncorrelated fading, is given by[13]

$$
\begin{equation*}
<\dot{\phi}(t) \cdot \dot{\phi}(t+\tau)>=2\left(\frac{\dot{a}^{2}(t)-a(\tau) \ddot{a}(\tau)}{2 a^{2}(\tau)}\right) \ln \left[\frac{2}{1+\sqrt{1-a^{2}(\tau)}}\right] \tag{3.48}
\end{equation*}
$$

the random FM spectrum is thus given by

$$
\begin{equation*}
S_{F M}(f)=F\{<\dot{\phi}(t) \cdot \dot{\phi}(t+\tau)>\} \tag{3.49}
\end{equation*}
$$

again $\mathrm{F}\{$.$\} is the Fourier Transform. The asymptotic spectrum, for di-$ versity, is given by[13]

$$
\begin{gather*}
S_{F M}(f) \simeq \frac{\Omega^{3}}{2 \pi^{2} f^{2}}  \tag{3.50}\\
S_{F M}^{F M}(f) \simeq \frac{\omega_{D}^{3}}{4 \sqrt{2} \pi^{2} f^{2}} \tag{3.51}
\end{gather*}
$$

Figure 3.10 shows the asymptotic random FM spectrum for both a single branch (see equation 2.67 ) and two uncorrelated branches using SEL diversity for a vehicle speed of $10 \mathrm{~m} / \mathrm{s}$. The diversity strategy clearly
shows considerable improvement in reducing the random FM components at high frequencies.

### 3.10 CONCLUSION.

Expressions have been presented for the equivalent output signal envelope of several predetection diversity systems. Closed form expressions have been presented to show the improvement in signal statistics for the various diversity schemes. These expressions have taken into account the degree of correlation which exists between two antenna branches.

The following chapter discusses the design, construction and calibration of a two-branch amplitude and phase measuring receiver. This receiver is used to measure the complex correlation between the signal received on two spaced antennas, at both the mobile and base stations. The complex signal envelopes, which are recorded, are used to characterise the narrowband channel and assess the effectiveness of the various diversity schemes that have been discussed in this chapter.
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Figure 3.1 Example of individual branch envelopes together with the equivalent envelope for each of the various diversity strategies. A -10 dB switching threshold has been used for SAS. The example shown was detected and recorded using the dual branch vector modulator receiver.


Figure 3.2 The CDF of the envelope for the SAS diversity receiver, using uncorrelated branches, for switching thresholds of -5 dB and -10 dB . The term 'normalised signal level' means that the envelope has been normalised by the average signal power $\left(\sigma^{2}\right)$ i.e. $r / \sqrt{2} \sigma$.


Figure 3.3 The CDF of the envelope for each of the diversity strategies using uncorrelated branches. The term 'normalised signal level' means that the envelope has been normalised by the average signal power ( $\sigma^{2}$ ) i.e. $r / \sqrt{2} \sigma$.


Figure 3.4 The CDF of the envelope as a function of branch crosscorrelation for the MRC strategy. The term 'normalised signal level' means that the envelope has been normalised by the average signal power ( $\sigma^{2}$ ) i.e. $r / \sqrt{2} \sigma$.


Figure 3.5 The CDF of the envelope as a function of branch crosscorrelation for the SEL strategy. The term 'normalised signal level' means that the envelope has been normalised by the average signal power ( $\sigma^{2}$ ) i.e. $r / \sqrt{2} \sigma$.


Figure 3.6 The CDF of the envelope as a function of branch correlation for the SAS strategy using a switching threshold of -10dB. The term 'normalised signal level' means that the envelope has been normalised by the average signal power ( $\sigma^{2}$ ) i.e. $r / \sqrt{2} \sigma$.



Figure 3.7 The normalised LCR $\left(N_{R} / f_{D}\right)$ and normalised AFD ( $\tau_{R} f_{D}$ ) for the various diversity strategies using uncorrelated branches.



Figure 3.8 The normalised LCR $\left(N_{R} / f_{\nu}\right)$ as a function of branch correlation for the MRC and SAS (-10dB switching threshold) strategies.


Figure 3.9 The CDF of the instantaneous frequency (random FM) as a function of normalised frequency (i.e. normalised by the maximum Doppler frequency) for a single branch and two uncorrelated branches using SEL diversity.


Figure 3.10 Asymptotic spectra of random FM for a single branch and two uncorrelated branches using SEL diversity with a vehicle speed of $10 \mathrm{~m} / \mathrm{s}$.

## CHAPTER 4. THE RECEIVER.

### 4.1 INTRODUCTION.

To characterise the narrowband mobile radio channel and fully assess the improvement afforded by diversity, requires the use of a different type of receiver than that used in previous studies[1]. Generally, signal strength measuring receivers are used to monitor the fading envelope and not the signal phase. The received carrier phase, of a mobile radio signal, has been used for co-phasing purposes in a dual branch equal gain predetection diversity combiner using single sideband perturbation techniques[2]. However this technique could not resolve the quadrature components and hence was unable to determine the Doppler RF and random FM spectra. At frequencies near 1 GHz the relative bandwidth that the received signal occupies is extremely small. For example a vehicle travelling at $15 \mathrm{~m} / \mathrm{s}$ gives rise to a Doppler frequency spread of 100 Hz at 1 GHz . This proportionally small bandwidth ( $10^{-7}$ ) coupled with a small signal strength ( $\simeq-100 \mathrm{dBm}$ ) makes monitoring such signals difficult, especially in the presence of noise.

This chapter outlines the principle of operation, design and construction of a quadrature receiver which can accurately measure both the amplitude and phase of a fading signal. The signal is received on two phase locked branches coupled to two spaced antennas, for diversity measurements. To the author's knowledge this is the first time such a receiver has been used, in the mobile radio environment, to assess the joint statistics and the improvement obtainable from diversity, using several combining strategies.

### 4.2 CHOICE OF RECEIVER INTERMEDIATE FREQUENCY.

To measure the carrier phase without ambiguity requires that the RF signal is detected using quadrature demodulation (i.e. vector demodulation). The complex narrowband channel characteristics are measured using coherent detection with the transmitter and receiver quasicoherently ${ }^{10}$ locked together. In this manner only those phase variations introduced by the channel, and not the transmitter/receiver combination, are measured. Naturally, the phase information cannot be realistically studied at the carrier frequency ( $\simeq 1 \mathrm{GHz}$ ). The translation of the quadrature information, and hence the phase, to a suitable frequency can be carried out in a number of ways. Heterodyning can be used to translate the carrier information down to a suitable IF (Intermediate Frequency). The choice of IF gives rise to two basic types of IF receiver.
(i) The IF Amplitude and Phase measuring receiver.
(ii) The zero-IF Amplitude and Phase measuring receiver.

These two types of receiver will be discussed in terms of their respective merits and demerits in measuring the amplitude and phase of the received signal.

### 4.2.1 The IF Amplitude and Phase Measuring Receiver.

In this type of receiver the carrier information is translated, in one or more stages, down to a suitable IF. Care is required in the choice of IF to avoid images, arising from the mixing process, from falling within

[^8]the passband of the IF. This can be achieved by using a first stage frequency upconversion, to displace the images, or through the use of image rejection mixers. All the mixing stages have to be phase locked together, otherwise the signal phase information is swamped by the time varying phase difference between the receiver stages. In addition, careful choice of IF must be made in terms of the IF filters and detectors, ${ }^{11}$ which could have non-linear transfer functions. Two advantages of this receiver are that the input operating frequency is not constrained to a narrow RF input frequency band and, in addition, the receiver can be readily tested using network analyser techniques to isolate sources of phase error etc. in the various RF paths of the receiver.

### 4.2.2 The Zero-IF Amplitude and Phase Measuring Receiver.

In this case the frequency translation is made directly down to baseband such that the IF occurs at dc, i.e. zero-IF. For our purposes we shall consider the frequency conversion to be carried out in one step, and we shall refer to such a receiver as a Direct Conversion Receiver (DCR). This form of receiver naturally has a number of associated disadvantages. Firstly the operating frequency is limited by the availability of mixers which have a sufficiently high operating frequency at the RF port together with a dc operating IF port. The operating frequency is largely limited to the design frequency, due to the constraint of maintaining quadrature in the various $R F$ paths. Secondly, high RF power levels are usually required to drive the mixers in order that an adequate dynamic range is achieved. These disadvantages are largely overcome in this work because only one test frequency was used and the tests were conducted with sufficient proximity to the base station such that the necessary degree of RF amplification required was easily attainable.

[^9]The architecture associated with this form of receiver has certain distinct advantages over the previous IF receiver. Firstly, the layout is simple in that it lends itself readily to modular construction. Secondly, only one phase locked stage is required, which is particularly useful in this work where more than one branch is employed. The single mixing process, down to zero-IF, also provides an inherent detection function as a result of the mixing process. Images are no longer a problem since these are sufficiently separated from the wanted information so that they are easily removed. Any imbalance between the inphase and quadrature baseband channels can be reduced through careful calibration, or through the use of digital correction techniques[3].

Because of the advantages outlined above a dual branch DCR zero-IF vector demodulator was designed, constructed and calibrated to measure the complex narrowband mobile radio channel. Before discussing the receiver in detail a brief outline of the operating principles will be presented.

### 4.3 PRINCIPLE OF OPERATION.

In presenting a simplified description of the vector demodulator we only consider one branch of the receiver. Figure 4.1 shows the DCR with the RF input given by

$$
\begin{equation*}
\operatorname{Re}\left\{e^{j\left(\omega_{c} t+\phi(t)+\psi_{n T} T^{(t)}\right)}\right\} \tag{4.1}
\end{equation*}
$$

where from the above and Fig.4.1

$$
\begin{aligned}
\omega_{c} & =\mathrm{RF} \text { input carrier angular frequency. } \\
\omega_{0} & =\text { Receiver local oscillator angular frequency. } \\
\phi(t) & =\text { Information. } \\
\psi_{n T}(t) & =\text { Phase noise associated with the transmitter. } \\
\psi_{n R}(t) & =\text { Phase noise associated with the receiver. }
\end{aligned}
$$

The RF input signal is split by a 3 dB hybrid whose outputs are fed to two double balanced mixers. The two mixers are fed by quadrature components of the LO(Local Oscillator) to produce in-phase and quadrature outputs given by $I(t)$ and $Q(t)$ respectively

$$
\begin{align*}
& I(t)=\cos A \cos B=\frac{1}{2}[\cos (A-B)+\cos (A+B)]  \tag{4.2}\\
& Q(t)=\sin A \cos B=\frac{1}{2}[\sin (A-B)-\sin (A+B)] \tag{4.3}
\end{align*}
$$

where

$$
\begin{array}{r}
A=\omega_{0} t+\psi_{n R}(t) \\
B=\omega_{c} t+\phi(t)+\psi_{n T}(t)
\end{array}
$$

In this work the experiments are performed with $f_{c} \simeq 1 \mathrm{GHz}$, therefore the summed terms ( $\simeq 2 \mathrm{GHz}$ ) in (4.2) and (4.3) are very high compared with the difference terms. Neither the mixers, or the antialiasing filters (see later sections), are able to pass the high frequency components which are thus filtered out leaving only the difference frequency. The phase noise terms, from the transmitter and receiver, which are uncorrelated, can be considered in terms of an effective phase noise term $\psi_{n}(t)$

$$
\begin{equation*}
\psi_{n}(t)=\psi_{n T}(t)+\psi_{n R}(t) \tag{4.4}
\end{equation*}
$$

The in-phase and quadrature terms thus become

$$
\begin{align*}
& I(t)=\cos \left[\left(\omega_{0}-\omega_{c}\right) t-\phi(t)-\psi_{n}(t)\right]  \tag{4.5}\\
& Q(t)=\sin \left[\left(\omega_{0}-\omega_{c}\right) t-\phi(t)-\psi_{n}(t)\right] \tag{4.6}
\end{align*}
$$

where we have dropped the proportionality term without loss of generality. Now $\omega_{c}$ and $\omega_{0}$ can be arranged, through the use of frequency standards, to be approximately equal such that

$$
\begin{equation*}
\omega_{0}-\omega_{c}=\Delta \omega \ll \frac{2 \pi}{T_{e}} \tag{4.7}
\end{equation*}
$$

where $T_{c}$ is the typical duration of an experiment.

If we consider the Doppler frequencies to be the information then then

$$
\begin{equation*}
\phi(t)=\frac{2 \pi}{\lambda} V t \cos \gamma \tag{4.8}
\end{equation*}
$$

where
$V=$ Vehicle speed.
$\lambda=$ Carrier wavelength ( $\lambda \simeq 33 \mathrm{~cm}$ at 1 GHz ).
$\gamma=$ Angular direction of vehicle motion relative to the base station

If we consider also that the signal to phase noise ratio is high i.e. $|\phi(t)| \gg\left|\psi_{n}(t)\right|$ then

$$
\begin{align*}
& I(t)=\cos \left\{-\frac{2 \pi}{\lambda} V t \cos \gamma\right\}  \tag{4.9}\\
& Q(t)=\sin \left\{-\frac{2 \pi}{\lambda} V t \cos \gamma\right\} \tag{4.10}
\end{align*}
$$

If I and $Q$ are now monitored on a CRO, in $x-y$ mode, and we assume, for the purpose of illustration, that there is no fading, then the resultant demodulated vector rotates in a circular manner dictated by the Doppler frequency $(2 \pi / \lambda) V \cos \gamma$ ( + ve Doppler causes the vector to rotate clockwise whilst -ve Doppler causes an anticlockwise rotation). The same effect would be observed if the vehicle was stationary and the transmitter and receiver LOs were offset from one another.

It is easy now to visualise what happens to the vector when the received signal has undergone propagation through the mobile radio channel. The received vector moves in a random manner, in the complex plane, with a time varying envelope and phase, as described statistically in Chapter 2. If the same receiver LO is now used to also drive a second identical branch, which is connected to a separate antenna, then the complex narrowband channel can be assessed in terms relevant to the performance of spaced antenna diversity systems.

### 4.4 THE EXPERIMENTAL AMPLITUDE AND PHASE MEASURING RECEIVER.

The dual branch DCR zero-IF vector demodulator is shown in Figure 4.2. The receiver LO is fed by a 3 dB quadrature hybrid (SAGE DC-751) whose outputs provide in-phase and quadrature LO signals to the two branches of the receiver. Each quadrature signal is further split using a 3dB hybrid (MCL ZFSC-2-5). The four LO outputs (two in-phase and two quadrature) are then fed at +7 dBm to the LO port of each double balanced mixer (MCL ZFM-2). The RF ports of the mixers are each fed with a split version of the RF input signal from one of the antennas. The split here is achieved using 3dB hybrids (MCL ZFSC-2-4). The resultant baseband signals are dc coupled to amplifier stages with variable dc offset (for $x-y$ alignment purposes). The signals are then fed to antialiasing digital filters (RETICON RF609A). From here the four baseband quadrature signals are fed to a multitrack FM tape recorder (RACAL STORE-7DS).

In the earlier discussion a perfect quadrature relationship was assumed together with matched baseband stages. In a practical receiver neither of these assumptions are necessarily valid. Departure from quadrature and/or amplitude imbalance between the baseband signals, causes errors in the measured signal envelope and phase. In the following section the sources of error associated with quadrature detection are discussed.

### 4.5 THE SOURCE AND REDUCTION OF AMPLITUDE AND PHASE ERRORS.

In describing the principle of operation, a perfect quadrature relationship was assumed together with perfect channel matching. This is by no means the case in a practical situation. Errors in amplitude and phase can arise in several parts of the system[4]. In the following we
shall discuss three principal sources of error which give rise to errors in determining the amplitude and phase of the received signal. Various methods of reducing the source of amplitude and phase error will also be discussed.

### 4.5.1 Amplitude Error.

Even if the quadrature phase relationship is perfect then envelope and phase errors can arise if the channels are mismatched in amplitude. The envelope error arises from the fact that the resultant vector, i.e. envelope, is directly related to the channel amplitude. If we consider a fifteen percent difference between $I$ and $Q$, for the tone measurements discussed earlier, then the envelope will be in error by a maximum of 1.4 dB . If this tone is viewed on a CRO, in $x-y$ mode, then what should have appeared as a circle is now an ellipse. The minor axis of the ellipse coincides with the reduced channel, which is orthogonal to the major axis. In this example we consider that the error only occurs in the quadrature branch i.e. the in-phase branch is assumed perfect. In addition, non-linear phase error arises due to the amplitude mismatch, since $\phi=\tan ^{1}(Q / I)$. Figure 4.3 shows the effect of channel amplitude mismatch on the envelope and phase.

These errors are easily reduced by altering the appropriate baseband channel gain until both the in-phase and quadrature outputs have the same amplitude.

### 4.5.2 DC Offset Error.

Even in an otherwise perfect system, envelope and phase errors can still arise if either, or both, of the quadrature components have a fixed dc offset. The effect of dc offset can be seen in Figure 4.4 where errors of 0.3 and -0.2 have been simulated for I and Q respectively. Naturally, the
receiver can no longer detect $I$ and $Q$ as zero mean Gaussian processes for a received Rayleigh distributed signal. DC offset errors are reduced through the use of dc coupled amplifier stages which are calibrated prior to each experimental run. Alternatively the stages could be ac coupled with an accompanying loss of some low frequency information. Small dc offsets can also be further reduced by normalising the $I$ and $Q$ channels by their respective long term average values. Implicit in such an approach would be that I and $Q$ have identical mean values of zero.

### 4.5.3 Quadrature Error.

Quadrature error refers to the two LO sources, which feed the mixers, not being truly orthogonal. If we again consider the input tone, this time with perfect channel match, the baseband output appears as a skewed ellipse. The degree of skewness is related to the extent of quadrature loss. Figure 4.5 shows this more complicated source of error. Ideally if I has reached a maximum then there should be no signal in Q. Clearly this will not be the case when quadrature error arises. Again this gives rise to error in the envelope and phase of the vector. Quadrature error is reduced by increasing or decreasing the RF path length of either the in-phase or quadrature local oscillator line to the mixer. This is achieved by means of a variable phase shifter or by careful matching of the path lengths.

The extent of the amplitude mismatch and quadrature error can also change as a function of input carrier frequency. In this application the narrow bandwidth ensured that neither of these parameters were adversely affected. When modulation schemes are employed (which occupy a greater bandwidth than the CW signal used in these tests) the effect of input frequency is of greater importance. These errors can be further reduced by the use of digital matching using Fourier transform techniques[3].

The effect of all three sources of error on the envelope and phase can be seen in Figure 4.6. This figure represents the combined effects
of amplitude, dc offset and quadrature mismatch seen in Figures 4.3, 4.4 and 4.5 respectively. Clearly the resultant skewed offset ellipse is dramatically in error compared with the expected circle. In practice each of the three sources of error were reduced, one at a time, in the manner outlined earlier.

### 4.6 RECEIVER CALIBRATION.

Because the resultant signals occur at baseband, conventional network analyser equipment ${ }^{12}$ cannot be used to measure the degree of amplitude mismatch or quadrature error, except in the RF paths. Instead, the sources of error were measured at baseband frequencies using an input tone, at the test frequency, that is phase locked to the LO. The amplitude mismatch was reduced by varying the baseband amplifier gains until both of the quadrature branches exhibited identical amplitudes and zero means for the input tone signal. The quadrature error was reduced by careful tuning of the RF path lengths until the baseband signals, of the input tone, (i.e. tone angular frequency $=\left|\omega_{c}-\omega_{0}\right|$ ) had a phase difference of $\pi / 2$ radians. The phase difference between the two branches of the receiver, was measured as $13.3^{\circ}$. No attempt was made to eliminate this phase difference since the absolute phase difference between the two branches could be accommodated in subsequent software analysis.

### 4.6.1 Receiver Dynamic Range.

The receiver dynamic range was measured by injecting an RF tone, at various signal levels, into both branches of the receiver, and digitising

[^10]the quadrature outputs. Figures 4.7 and 4.8 show the calibrations for branches 1 and 2 respectively. The regression data were used to provide conversion of the I/Q values into envelope (i.e. vector magnitude) signal strength. Note that both branches are extremely well matched and have a large dynamic range for a linear detector system. Input signals of greater than -10 dBm cannot be used due to non-linear distortion arising from the mixer diodes becoming saturated. Each of the quadrature mixers acts as an AM linear detector. To assess the non-linear effects of the mixers the harmonics of the fundamental were measured, for each of the mixers, at the point of maximum distortion. These harmonics were found to be greater than 25 dB below the fundamental and hence, have little effect on the resultant vector.

### 4.6.2 Receiver Quadrature Error.

The same data used to measure the dynamic range was used to measure the degree of quadrature error as a function of RF input level. This was achieved by software mixing the baseband quadrature outputs, which contain the tone information, and measuring the departure from quadrature. Figure 4.9 shows the quadrature angular error as a function of RF input level. Again it is noticed that both receivers are well matched and that the absolute quadrature error is small. The quadrature error was not found to vary across the bandwidth of the receiver.

### 4.7 COHERENT SOURCES.

Measurement of the RF carrier phase, which has undergone propagation through a scattering field, requires that the LOs at both the transmitter and receiver are stable and phase locked together. A number of signal generators were used, as LOs, for the experiments (Marconi-2019,

Marconi-2022C and HP-8656B). Each of the signal generators derives its output frequency from an internal frequency reference. These frequency references are neither stable nor coherent with respect to each other. Each of the generators was therefore driven externally from an extremely stable frequency source. Rubidium frequency standards were used for this purpose (RACAL-DANA 9475). Coherency between the two sources, and hence between the transmitted carrier and receiver LO, was monitored by periodically mixing the two sources and adjusting one of the standards to produce zero-drift. ${ }^{13}$ The two signal generators could then be considered to be quasi-coherently locked.

### 4.7.1 Phase Noise.

If the coherent received signal is viewed on a CRO, in $x$ - $y$ mode, the resultant point vector ${ }^{14}$ has a small amount of angular jitter. This phase jitter, termed 'phase noise', arises from the fact that the frequency standards are not pure sources and the signal generators themselves derive their output frequencies through independent phase locked loops. The degree of phase noise present, using the frequency standards, was considerably smaller than that introduced by the channel. The phase noise introduced by the transmitter and receiver local oscillators was measured for a transmitted tone. The resultant phase was measured and found to have an associated uncertainty, introduced by the phase noise, of $1.1^{\circ}$. Thus the phase of the received RF signal and hence the random FM introduced by the channel could be measured.

[^11]14 We have assumed that there does not exist any drift between the two standards.

### 4.8 THE RECEIVER FRONT-END.

To provide an adequate RF input level to the receiver ( -10 dBm to -60 dBm ) and to provide some selectivity, a front-end, comprising of RF amplifiers and a filter, was assembled for each branch of the receiver. This arrangement consisted of a crystal filter (MURATADFC3R914P001BTD) centred on the test frequency, preceded and followed by low noise RF amplifiers (HP-8447D and MCL-ZHL-1042J respectively). Sufficient gain and selectivity was achieved, with this combination, to enable maximum use of the receiver's dynamic range for the field trials. The overall gain of this front-end, for both branches, was some 50 dB ( 52 dB gain from the amplifiers and 2 dB loss through the crystal filter). The receiver was then able to detect and quantify accurately the envelope and phase of an RF signal between -60 dBm and -110 dBm .

### 4.8.1 The Receiver Antennas.

Two antennas were used to receive the fading signals for the spaced antenna diversity field trials. These antennas were vertically mounted $\lambda / 2$ dipoles designed for the test frequency of 914.5125 MHz . Each of the $\lambda / 2$ dipoles was mounted on a non-conducting boom to reduce the effects of coupling between the elements and the mast. The separation between the elements, of the dipoles, was adjusted for minimum VSWR. A clamp arrangement was used, on the antenna booms, to facilitate easy adjustment of the vertical antenna spacing between the two antennas.

### 4.8.2 Data Recording.

The outputs from the four quadrature baseband channels were recorded onto analogue magnetic tape using a multitrack FM tape recorder (RACAL STORE-7DS). In addition, another channel of the recorder was
used to monitor vehicle speed. This was achieved by recording pulses derived from an opto-isolator mounted on the vehicle's drive shaft. When the receiver was located at the base station the pulses were used to modulate the carrier of a FSK transmitter. The tacho pulses were subsequently received, at the base station, by means of an FM receiver and recorded onto tape. A 1 Hz tone was also recorded onto the analogue tape to provide for later digitisation of the recorded information.

### 4.8.3 The Transmitter.

The transmitter, which was located either at the base station or at the mobile, is shown in Figure 4.10. The Rubidium frequency standard provided an accurate frequency reference for the transmitter, which was coupled with a frequency synthesised signal generator arranged for CW output. A 40 dB gain linear amplifier (ENI 603L) was used to provide a $3 W$ signal at the transmitter antenna. The transmitter antenna was a vertical monopole mounted on the roof of the vehicle for reception at the base station, or a mast at the base station for reception at the mobile. Care was necessary at both the base station and mobile to ensure that the antennas did not sway excessively, because such movement manifests itself as phase perturbations on the received signal.

### 4.9 CONCLUSION.

The principle of vector demodulation has been explained in this chapter together with the design of a dual branch direct conversion vector demodulator receiver. The envelope and phase errors associated with such a receiver have been discussed in terms of their origin and reduction. The calibration of the receiver has shown that both branches are extremely well matched with a usable dynamic range of +45 dB . The
use of coherent sources, for both the transmitter and receiver, has been discussed in terms of the coherency between the two sources and their combined phase noise. Finally a selective front-end, for the dual branch receiver, has been described which allows the receiver to measure the envelope and phase of RF input signals down to -110 dBm .
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Figure 4.1 The direct conversion vector demodulator receiver.


Figure 4.2 The dual branch phase-locked direct conversion vector demodulator receiver.

## Amplitude Etrot $=15 \%$




Figure 4.3 Example of amplitude mismatch, between the in-phase and quadrature channels, which produces envelope and signal phase error. The circle represents perfect detection and the ellipse represents the signal detected as a result of the amplitude mismatch. In the upper diagram the solid radius represents the envelope for perfect detection and the dashed radius represents the envelope detected as a result of the amplitude mismatch.


Figure 4.4 Example of dc mismatch, for both in-phase and quadrature channels, which produces envelope and signal phase error. The centred circle represents perfect detection. The offset circle represents the signal detected as a result of quadrature dc offset error. In the upper diagram the solid radius represents the envelope for perfect detection and the dashed radius represents the envelope detected as a result of the dc offset mismatch.

## Quactrature Etrot $=12.0$ degs



Figure 4.5 Example of quadrature error, between the in-phase and quadrature channels, which produces envelope and signal phase error. The circle represents prefect detection and the skewed ellipse represents the signal detected as a result of quadrature error. In the upper diagram the solid radius represents the envelope for perfect detection and the dashed radius represents the envelope detected as a result of the quadrature error.


Figure 4.6 Example of amplitude, de and quadrature mismatch which results in envelope and signal phase error. The circle represents perfect detection. The offset skewed ellipse represents the signal detected with all three forms of error shown in Figures 4.3, 4.4 and 4.5. In the upper diagram the solid radius represents the envelope for perfect detection and the dashed radius represents the envelope detected as a result of the various errors.


Figure 4.7 Calibration plot and regression analysis data for receiver branch number 1.


Figure 4.8 Calibration plot and regression analysis data for receiver branch number 2.


Figure 4.9 Quadrature crror as a function of RF input signal level.


Figure 4.10 The transmitter system.

# CHAPTER 5. EXPERIMENTAL PROCEDURE AND DATA REDUCTION. 

### 5.1 INTRODUCTION.

In this chapter an outline of the experiments conducted using the dual branch receiver will be given. In addition, the procedure for digitising the data, which was recorded onto magnetic tape using a multitrack FM recorder, will be discussed. Finally, the initial data reduction, which was carried out on a mainframe computer, will be described.

### 5.2 EXPERIMENTAL PROCEDURE.

Two series of field trials were conducted during this work. In the first set, the transmitter was located at the mobile and the dual branch receiver at the base station. In the second set, the transmitter and receiver locations were reversed. The vehicle was driven around the test route, at a near-constant speed of $10 \mathrm{~m} / \mathrm{s}$, for both sets of field trials. The test route, situated some 1.3 km from the base station, was the same as that used in an earlier investigation[1]. The principal variable during these trials was the antenna separation between the vertically mounted $\lambda / 2$ dipoles used in conjunction with the dual branch amplitude and phase measuring receiver. Three routes were used which had directions, relative to the base station, that were approximately radial(1) or circumferential(2). Each route was traversed in both directions, thus producing six sets of results for each value of antenna separation. The constant vehicle speed and choice of route enabled the data to be analysed in terms of the direction of vehicle motion and maximum Doppler frequency.

### 5.2.1 Receiver at the Base Station.

In this series of field trials a 3 W CW signal was transmitted at 914.5125 MHz from the mobile using a monopole antenna mounted on the roof of the vehicle. The scattered signal was received, at the base station, on two vertically mounted and vertically separated $\lambda / 2$ dipole antennas. The base station was located on the roof of the Electrical Engineering Building some 35 m above ground level. Data were recorded for each of the six routes for nineteen values of antenna separation. The separation between the antennas was adjusted, in steps of $1 \lambda$, from $2 \lambda$ to $20 \lambda$.

This series of field trials was a reconstruction of an earlier investigation[1] in which only the signal envelope was recorded. In this more recent survey however quadrature detection was used which enabled both the envelope and phase of the received signal, to be measured. Figure 5.1 shows the test routes in relation to the receiver at the base station.

### 5.2.2 Receiver at the Mobile Station.

A $3 W$ CW signal was transmitted at 914.5125 MHz , from the base station, using a vertical monopole antenna. The receiver, now located at the mobile station, was connected to two vertically mounted and vertically separated $\lambda / 2$ dipole antennas. A mast was mounted on the the roof of the vehicle which enabled the antennas to be displaced in $\lambda / 2$ steps from ${ }^{15} \lambda / 2$ to $4 \lambda$. The lower antenna was fixed at $1 \lambda$ above the vehicle roof, which coincided with the optimum position for VSWR and the maximum number of antenna separations which could be easily accom-

[^12]modated. Again the vehicle covered all six routes for each of the antenna separations.

### 5.3 DATA DIGITISATION.

The in-phase and quadrature baseband signals from the two antennas, were recorded onto a multitrack analogue FM tape recorder. The analogue tapes were later replayed and the respective quadrature signals simultaneously digitised at a 1 kHz rate. The Analogue to Digital Convertor(ADC) used was a 12 -bit device with bipolar input ( $\pm 2.5 \mathrm{~V}$ ) which was operated by an IBM Personal Computer(PC). The IBMPC(model AT) also transferred the digitised data onto digital magnetic tape using two bytes per sample. The magnetic tape transport employed (EMI 8800) used an 8-bit byte format. The first recorded byte (lo-byte) stored the first eight bits of the sample and the second byte (hi-byte) contained the higher four bits of information, the upper 4-bits being masked. ${ }^{16}$ The data bytes were recorded as coded ASCII characters. The data were recorded in the sequence $I_{1}, Q_{1}, I_{2}$ and $Q_{2}$ (where $I_{1}$ is the in-phase component of branch 1 etc.). The data were recorded in blocks of 4080 bytes i.e. 510 samples of each quadrature signal per block. The first record, or block, contained header information pertaining to the experimental configuration e.g. location of receiver, the antenna separation and vehicle route. The digital tapes were later read, decoded and subsequently analysed on the University's mainframe computer (IBM-3081).

[^13]
### 5.3.1 Data File Representation.

The first block of each data file contains information about the experimental arrangement. When the receiver was located at the base station the first five characters of the information block were used. The first two of these characters, 'VB', referred to Vertically spaced antennas at the Base station. The third and fourth characters provided the antenna separation in wavelengths (e.g. '20'). The fifth and final character indicated the test route e.g. ' A ' ( A to F for the six routes). A typical information character string would then be

VB20A

When the receiver was located at the mobile the first two characters again gave information regarding the test location and antenna arrangement. In this particular case a ' C ' is used to represent tests with the receiver at the Car e.g 'VC'. The following three characters provide the antenna separation in $1 / 2 \mathrm{~dB}$ steps with a ' P ' being used to represent a decimal point e.g. $3 \mathrm{P} 5=3.5$ wavelengths separation. Again the final character is used to represent the test route for the file. A typical character string would thus be

## VC3P5F

These character strings will appear on some of the graphs for the results (see Chapter 6) to provide information of the data source.

### 5.4 PRELIMINARY DATA REDUCTION.

In order to facilitate a study of the effects of antenna correlation and diversity improvement etc., the data were preprocessed prior to analysis. This data preprocessing was undertaken in two stages. Firstly, the data were decoded from the magnetic tape and secondly the data were converted into signal envelope values using the calibration information shown earlier in Figures 4.7 and 4.8.

### 5.4.1 Data Decoding.

The data on the digital magnetic tape was stored in ASCII format. The mainframe computer(IBM-3081) uses EBCDIC format, which is not directly compatible with that of the data tapes. The ASCII characters of the first block, which contain header information, are decoded by means of a 'look-up' table arrangement of corresponding characters. The raw baseband data are transformed by using the standard FORTRAN-77 character-to-integer function (ICHAR(arg)), together with the appropriate lo-byte and hi-byte transformation. The baseband signals were then converted from integer to bipolar voltages corresponding to the voltage outputs of the FM tape recorder.

### 5.4.2 Envelope Calibration.

The quadrature data, for each antenna, was used to store corresponding signal strength values of each associated envelope. The regression data shown in Figures 4.7 and 4.8 were used to convert the voltage quadrature information into relative signal strength values( dBm ). In addition, the phase associated with each envelope is determined from the appropriate linear-valued component of the signal on each antenna.

### 5.5 ESTIMATION OF THE LOCAL MEAN.

The received signal envelope is composed of superimposed fast and slow fading components. To calculate the cross-correlation between the signals received on the two antennas and to assess the diversity improvement requires that the slow fading component, often called the local mean, is removed. To estimate the local mean a moving average method can be used. The received signal strength $R(t)$ can be represented as

$$
\begin{equation*}
R(t)=r(t) \bullet m(t) \tag{5.1}
\end{equation*}
$$

where $m^{2}(t)$ is the local mean power, which is the total power of the incoming multipath waves arriving at the receiver, and $r(t)$ is a normalised received signal strength which varies quickly (i.e. fast fading). In an urban area, the number of multipath waves can be assumed to be very large, and thus $r(t)$ becomes a Rayleigh process having unity power.

An estimate of the local mean power, $m^{2}(t)$, at a time $t_{n}$, for a vehicle moving at a constant speed can be found from a series of $N$ samples using the following moving average method

$$
\begin{equation*}
\hat{m}^{2}(t)=\frac{1}{N} \sum_{m=\frac{-(N-1)}{2}}^{m=\frac{(N-1)}{2}} \frac{R^{2}\left(t_{n+m}\right)}{2} \tag{5.2}
\end{equation*}
$$

where $\hat{m}^{2}\left(t_{n}\right)$ is the estimate of the local mean power. Using $\hat{m}^{2}\left(t_{n}\right)$ the estimated fast fading component $\hat{r}(t)$ is given by

$$
\begin{equation*}
\hat{r}\left(t_{n}\right)=\frac{R\left(t_{n}\right)}{\sqrt{\hat{m}^{2}\left(t_{n}\right)}} \tag{5.3}
\end{equation*}
$$

This estimated fast fading (i.e. normalised signal) is used in the analysis of the cross-correlation between the envelopes and in the assessment of the statistics associated with the various diversity schemes.

The length of time over which $m^{2}$ is estimated is $T=N / f_{s}$, where $f_{s}$ is the sampling period. If $T$ is chosen too short then the local mean is poorly estimated, since the fast fading components are still present. If $T$ is chosen too long the slow fading is largely lost. A satisfactory value for $T$, was determined in an earlier investigation[1] where it was found that the local mean could be estimated with an accuracy of between $\pm 1 d B$ and $\pm 2 d B$ for a normalised sample period of $f_{D} T=16$. The vehicle speed of $10 \mathrm{~m} / \mathrm{s}$ corresponded with a maximum Doppler frequency of 33 Hz . Thus the observation period was 0.5 s , which
coupled with the 1 Hz sampling rate corresponded with a local mean averaging window of 501 points. Appendix $E$ describes the effect of sample size and sampling rate (as a function of $f_{D}$ ) on the variance of of the estimated local mean signal strength (expressed in dB terms).

### 5.6 CONCLUSION.

The experimental procedure has been given for vertically spaced antenna measurements at the base and mobile stations. The digitisation, of the recorded data, has been described together with preliminary data reduction, which included decoding the magnetic data tapes and calibrating absolute signal strength values. The estimation of the local mean, which is used to normalise the data to the fast fading component only, has been described.

In the following chapter the normalised data are analysed in terms of statistics associated with a single branch, which were outlined in Chapter 2. In addition, the cross-correlation between signals received on two vertically separated antennas is analysed as a function of the antenna separation and their location. The improvement provided by several predetection diversity schemes is then assessed in terms simulated diversity using the data of the signals received on the two correlated antennas, as outlined in Chapter 3.
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Figure 5.1 The test area in relation to the base station. Sections labelled $A$ to $F$ refer to the data routes. The vertical antenna separation is $d_{v}$.

## CHAPTER 6. RESULTS.

### 6.1 INTRODUCTION.

Results of an investigation using the dual branch vector demodulator receiver with vertically spaced receiver antennas at both the mobile and base stations are presented in this chapter. The presentation is in three sections. Firstly, some single branch statistics are presented which show results that are in some cases compatible with a simple Rayleigh fading model whilst in others a dramatic departure is noted. Secondly, the measured cross-correlation between signals received on two vertically spaced antennas is determined for both mobile and base stations, and interpreted in terms of a scattering model which describes the cross-correlation in terms of a scattering geometry. Finally, results illustrating the performance of several simulated predetection diversity strategies using correlated signals are presented, in a similar statistical framework to that described in Chapters 2 and 3.

### 6.2 SINGLE BRANCH STATISTICS.

Before discussing the results of the various diversity strategies a brief presentation of some single branch statistics will be given. These results are discussed in terms of the theoretical expressions presented in Chapter 2.

### 6.2.1 The Quadrature Components.

The PDF and CDF of a typical pair of quadrature components (I and Q) detected by the receiver are shown in Figure 6.1. These signals were measured at the mobile and the results agree well with the theoretical PDF and CDF given in Chapter 2 (see equations 2.6 and 2.7 respectively). For the CDF, the ordinate has been scaled such that a normally-distributed variable appears as a straight line with a gradient inversely related to the standard deviation of the distribution.

### 6.2.2 The CDF of the Envelope.

The CDF of the received signal envelope is shown in Figure 6.2. The ordinate has been scaled such that the CDF of a Rayleigh-distributed envelope appears as a straight line. In this figure two situations have been plotted for comparison. Both the cases depicted were commonly observed when studying propagation in small cells in urban areas. Firstly, a Rayleigh-distributed envelope received at the mobile is shown as a straight line with a CDF accurately given by equation 2.11. In the second case (the curve) deep fades have been recorded at the base station which have a higher probability of occurrence than that observed for a pure Rayleigh fading envelope. The CDF of this latter case arises when a standing wave pattern occurs as a result of the superposition of direct and indirect propagation paths[1,2]. In the case recorded, 30 dB fades have occurred approximately ten times more frequently than for a Rayleigh distributed signal. Naturally, this situation would present a serious impairment to information transmitted over such a channel. Indeed such propagation conditions might easily arise in microcellular systems where only a few propagation paths probably exist. In this situation diversity could provide a much improved signal, particularly if the signals received on the antenna branches are uncorrelated (see later sections).

### 6.2.3 The Received Signal Phase.

Figure 6.3 shows the received signal phase, differential phase (i.e. $\phi(t+1)-\phi(t))$ and envelope, for a typical section of data gathered at the mobile using the receiver. The seemingly abrupt phase changes which occur between $0^{\circ}$ and $360^{\circ}$ are not real but merely the way transitions between full cycles are plotted. The true large phase changes that occur can be seen to coincide with the deep fades as expected. The small scale ragged appearance of the phase is caused by phase noise resulting from small instantaneous differences in phase between the transmitter and receiver frequency sources (see Chapter 4).

Figure 6.4 shows the measured PDF of the phase, $p(\phi)$, and differential phase, $p(\dot{\phi})$, for a typical section of data. The PDF was measured in phase bins of $1^{\circ}$ between $0^{\circ}$ and $360^{\circ}$. The reference point, $0^{\circ}$, relates to the in-phase component of the received signal and increases in a counter-clockwise manner, i.e. $0^{\circ}=I, 90^{\circ}=Q, 180^{\circ}=-I$, and $270^{\circ}=-Q$. The measured PDF of the phase agrees well with that predicted by equation 2.30. In this case, since $\phi$ is in degrees the theoretical value for $p(\phi)$ is given by $1 / 360$ i.e. 0.003 , which can be seen as the horizontal line in the figure. The lower plot depicts the measured PDF of the differential phase, $p(\dot{\phi})$. Again, the measured values agree well with that predicted by theory (see Figure 2.11).

### 6.2.4 PDF of the Differential Phase as a Function of Envelope.

Figure 6.5 shows the conditional probability of the differential phase as a function of the fade depth i.e. $p(\dot{\phi} \mid R)$. This plot differs slightly from that given for the theoretical result (see equation 2.63 and Figure 2.12) in that the PDF has not been measured for a specific envelope value but over a range of fade depths. This method of data presentation has been used in order to show the trend of $p(\dot{\phi} \mid R)$ when a statistically small number of samples exist for specific envelope values. The form of the result, however, agrees well with theory in that the peak of the PDF
occurs at small $\dot{\phi}$, for the shallow fades whereas, large values of $\dot{\phi}$ are clearly associated with the deep fades, especially when $-10 \leq R \leq-6 d B$ and $1 \leq|\phi| \omega_{D} \mid \leq 3$.

### 6.2.5 PDF of the Phase Gradient.

The probability density function of phase gradient as a function of time, or spatial, difference is shown in Figure 6.6. The result shown agrees well with that predicted by equation 2.38 . The differences between the experimental and predicted values can be accounted for in the uncertainty of the vehicle speed, which is directly related to $l / \lambda$ (see equation 2.38 and Figure 2.6). Clearly the PDF maximises at large phase differences ( $e . g \pi$ ) as $l / \lambda \rightarrow 0.5$. When $l / \lambda \simeq 0.38$ the PDF is approximately constant across the range of $\Delta \phi$. This situation coincides with the samples, at $l / \lambda$ apart, being independent of one another. In terms of equation 2.38 the normalised autocovariance function is zero and hence $p(\Delta \phi)$ or $p\left(\phi_{1}, \phi_{2}\right)=p\left(\phi_{1}\right) \bullet p\left(\phi_{2}\right)=1 / 4 \pi^{2}$.

### 6.2.6 The RF Input Spectrum.

In order to determine the spectrum of the RF input signal, the quadrature complex autocorrelation coefficients were first determined for 512 delays using 5000 points of data (i.e. 5 seconds). The complex correlation coefficient for a given delay was then determined using equation (6.5) ${ }^{17}$ with $z_{2}$ forming the delayed, but replicated, data samples of $z_{1}$. The spectral components of the Doppler RF input spectrum were computed using a complex FFT (Fast Fourier Transform) routine[3]. Prior to the Fourier transform however, the data samples were shaped using a Hammin window[4] which combined good frequency resolution with minimum spectral leakage. The FFT routine was carried out over

[^14]1024 points (i.e. a power of two for fast computation) which, together with a sampling frequency of 1 Hz provided a spectral resolution of 0.97 Hz from -500 Hz to +500 Hz (i.e. the negative and positive Nyquist frequencies). A complex FFT routine[3,5 and 6] was used in order that both positive and negative Doppler components could be resolved. Several overlapping spectra were determined for each section of data. These spectra were then averaged to provide a representative spectrum for the route. The extent of the overlapping used was half the length of the FFT, i.e. 512 (approximately half a second).

Figures 6.7 and 6.8 show two contrasting cases of Doppler spectra. The upper plot in each figure shows the real part of the complex autocorrelation function, whilst the lower plot depicts the computed spectrum of the carrier, translated to baseband. In the first example the autocorrelation and spectrum closely resemble that predicted in Chapter 2 with sharp frequency cut-offs occurring at $\pm f_{D}$. In the second example, which was not untypical, the spectrum departs dramatically from that predicted by theory. The dominant components in the spectrum suggest that for some periods along the route a propagation mode existed in which the received signal vector did not move in a random manner, in the I/Q plane. Such a situation might arise in several ways, for example if a dominant direct path existed, the arrival angle of the multipath waves was non-uniform, the multipath waves do not posses a uniformly distributed phase or the combined multipath waves resulted from propagation in elevation as well as azimuth (see Chapter 2). For propagation in very small cells these points probably become increasingly more important. As a result therefore, it could be expected that the Doppler spectrum, for small cells, would differ from that expected under pure Rayleigh fading conditions.

### 6.2.7 The Envelope Spectrum.

The spectrum of the fading envelope was determined by carrying out a real FFT on the measured autocorrelation coefficients of the envelope.

Again, the autocorrelation coefficients were first transformed using a Hammin window prior to Fourier transformation into spectral values. The same parameters were used for the autocorrelation size and number of lags etc. as those discussed earlier in the previous section.

Figures 6.9 and 6.10 show two contrasting cases of envelope spectrum for the same sections of data used in the previous discussion. In the first case the envelope autocorrelation function (upper plot) and envelope spectrum (lower plot) clearly resemble that predicted in Chapter 2 with a sharp frequency cut-off occurring at $2 f_{D}$. The second example (Figure 6.10) shows a case where the measured values differ markedly from that predicted by theory. This is most noticeable in the spectrum where there is no abrupt frequency cut-off. Indeed the spectrum shows a general decrease in spectral power with increasing frequency, instead of the usual flat response up to the sharp cut-off at $2 f_{D}$. The same explanation is offered for the differences between the two cases as that used in the previous section. The apparent lack of spectral content below 2 Hz , in both cases, is solely due to this region of the spectrum being removed by the normalisation of the envelope (see Chapter 5).

### 6.2.8 The Random FM Spectrum.

Figure 6.11 shows the measured random FM spectrum for a single branch at the base station together with that predicted by theory (see equations 2.64 to 2.66 and Figure 2.13. The spectrum was determined by Fourier transforming the measured autocorrelation function of $\dot{\phi}$. The autocorrelation function was determined using a window of 1500 points and 128 lags. A real FFT routine[3] was used with 512 points which, with points sampled at $1 \boldsymbol{k H z}$, gave a frequency resolution of 1.95 Hz . The spectral values plotted represent data averaged over spectral segments of 39 Hz . The measured random FM spectrum agrees well with theory, the greatest energy being concentrated at the lower frequency and the energy of the higher frequency falling asymptotically.

The predicted spectrum was determined by Fourier transforming equation (2.65).

### 6.3 CROSS-CORRELATION BETWEEN VERTICALLY SPACED ANTENNAS.

Having presented examples of the statistics derived from measurements using a single branch, we now turn attention to the matter of diversity reception. Firstly we present some measured results for the crosscorrelation between signals received on vertically separated antennas at both the base and mobile stations. In a previous study[7] the crosscorrelation between the envelopes of signals received on two base station antennas was measured for both vertical and horizontal antenna separations. The normalised envelope cross-correlation, $\rho_{\text {env }}$, was calculated using[7]

$$
\begin{equation*}
\rho_{e n u}=\frac{\overline{\hat{r_{1}} \hat{r_{2}}}-\overline{r_{1}} \overline{r_{2}}}{\sqrt{\overline{r_{1}^{2}}-\overline{\hat{r}_{1}^{2}}} \sqrt{\overline{\hat{r}_{\chi}^{2}}-\overline{r_{\chi_{2}}^{2}}}} \tag{6.1}
\end{equation*}
$$

$\overline{r_{n}}=\overline{r_{n}}(t)$ is the arithmetic average of the estimated fast fading component (see Chapter 5) of antenna $n$. Subsequent analyses $[8,9]$ made use of the fact that $\rho_{\text {cnu }} \simeq\left|\rho_{12}\right|^{2}[10,11]$ where $\left|\rho_{12}\right|$ is the modulus of the complex correlation between antennas 1 and 2 . In the present work, the vector demodulator receiver provides the necessary quadrature information to measure $\rho_{12}$ directly. If we represent the complex signal received on antenna 1 as $z_{1}$ and that on antenna 2 as $z_{2}$ then the complex cross-correlation between the signals received on the two antennas is defined as [12]

$$
\begin{equation*}
\rho_{12} \equiv \frac{\operatorname{COV}\left(z_{1}, z_{2}\right)}{\sigma\left(z_{1}\right) \sigma\left(z_{2}\right)} \tag{6.2}
\end{equation*}
$$

Since $z_{1}$ and $z_{2}$ are complex, the signals can be expressed in terms of the quadrature components, $I$ and $Q$ as

$$
\begin{align*}
& z_{1}=I_{1}+j Q_{1} \\
& z_{2}=I_{2}+j Q_{2} \tag{6.3}
\end{align*}
$$

In equation (6.2) the terms of the complex correlation are

$$
\begin{aligned}
\operatorname{COV}\left(z_{1}, z_{2}\right) & =\text { Covariance between } z_{1} \text { and } z_{2} \\
\sigma\left(z_{1}\right) & =\text { Standard deviation of } z_{1}
\end{aligned}
$$

Also

$$
\begin{align*}
\operatorname{COV}\left(z_{1}, z_{2}\right) & \equiv E\left\{\left(z_{1}-E\left\{z_{1}\right\}\right)^{*}\left(z_{2}-E\left\{z_{2}\right\}\right)\right\} \\
\sigma\left(z_{1}\right) & \equiv \sqrt{E\left\{\left|z_{1}-E\left\{z_{1}\right\}\right|^{2}\right\}} \tag{6.4}
\end{align*}
$$

Where $\mathrm{E}\{$.$\} is the expectation of the variate (see Chapter 2). Combining$ equations 6.2 and 6.4 , the complex correlation between the signals received on antennas 1 and 2 is given by ${ }^{18}$

$$
\begin{equation*}
\rho_{12}=\frac{<\left(z_{1}-<z_{1}>\right)^{*}\left(z_{2}-<z_{2}>\right)>}{\sqrt{<\left|z_{1}-<z_{1}>\right|^{2}>} \sqrt{<\left|z_{2}-<z_{2}>\right|^{2}>}} \tag{6.5}
\end{equation*}
$$

The complex cross-correlation, $\rho_{12}$, was determined for each setting of antenna separation at both the mobile and base stations using two sec-

[^15]ond segments of data[7] each of which was approximately Rayleigh distributed.

### 6.3.1 Cross-correlation at the Base Station.

From experimental data, the complex cross-correlation, $\rho_{12}$, was determined, using equation (6.5), for each of the antenna separations and for each of the routes travelled. Values of $\rho_{12}$ were found for antenna displacements of $2 \lambda$ to $20 \lambda$ in steps of $1 \lambda$. Figure 6.12 shows $\left|\rho_{12}\right|^{2}$ plotted against antenna separation, for radial and circumferential routes. The values of $\left|\rho_{12}\right|^{2}$ shown in Figure 6.12 agree well with values of $\rho_{\text {enu }}$ found in an earlier study[7] from measurements taken over the same routes. It is generally accepted[11] that for $\left|\rho_{12}\right|^{2} \leq 0.7$ an improvement in performance can be achieved using a two branch diversity system. In the case of vertical antenna separation at the base station values of $\left|\rho_{12}\right|^{2} \leq 0.7$ can be achieved for antenna separations of $8 \lambda$ to $13 \lambda$ for the various routes surveyed. This result agrees well with that found in the earlier investigation[7] where $\rho_{\text {env }} \leq 0.7$ was achieved for antenna separations of $11 \lambda$ to $13 \lambda$.

### 6.3.2 Cross-correlation at the Mobile Station.

In this case, the complex cross-correlation, $\rho_{12}$, was calculated, using equation (6.5), for measurements using two vertically spaced antennas at the mobile, for the same routes. Values of $\rho_{12}$ were found for antenna displacements of $0.5 \lambda$ to $4.0 \lambda$ in steps of $0.5 \lambda$. Figure 6.13 shows $\left|\rho_{12}\right|^{2}$ plotted against antenna separation for each of the routes. Regardless of the route travelled, a value of $\left|\rho_{12}\right|^{2} \leq 0.7$ can be achieved for antenna separations $\lesssim 1.0 \lambda,{ }^{19}$ which, at 1 GHz , is physically small ( $\simeq 33 \mathrm{~cm}$ ). This

[^16]suggests that, using vertical separation, a small, unobtrusive space diversity antenna could be constructed for use on mobiles. Horizontallyspaced antennas are not an attractive proposition for vehicular use.

### 6.3.3 Comparison of Envelope and Complex Cross-correlation.

The cross-correlation between the envelopes ( $\rho_{\text {env }}$ ) of the signals received on two spaced antennas was calculated for a radial route, together with the corresponding complex cross-correlation $\rho_{12}$. The two crosscorrelation parameters are shown in Figure 6.14 for one of the routes. This figure shows that $\rho_{c n v}$ is generally a good approximation to $\left|\rho_{12}\right|^{2}$ [11,13] i.e. $\rho_{e n v} \simeq\left|\rho_{12}\right|^{2}$ and suggests that it is reasonable to employ conventional signal strength envelope-detection receivers to measure the magnitude of the cross-correlation between signals received on spatially separated antennas.

In the following section a scattering model is used to explain the cross-correlation between the signals received on the two branches, in terms of scatterers in the vicinity of the mobile. This model is based upon the statistical relationship between two complex phase-related signals received on two vertically-spaced antennas. The phase relationship, between the two complex signals, is modelled in terms of the angle of the received multipath waves waves relative to the scatterers surrounding the mobile.

### 6.3.4 Theoretical Analysis of Cross-correlation using a Scattering Model.

Consider the transmission from a moving vehicle received by two vertically spaced antennas at the base station. It is assumed that no line

[^17]of sight propagation path exists, and that all the waves received at the base station come from scatterers surrounding the mobile unit. It is further assumed that there are no local scatterers at the base station, and that the distance between the mobile and base stations is much greater than the antenna separation. The coordinate system (for vertical separation of the antennas) at the base station is shown in Figure 6.15. If we represent the complex signal received on antenna 1 as $z_{1}$ and that on antenna 2 as $z_{2}$ then
\[

$$
\begin{gather*}
z_{1}(t)=\sum_{n=1}^{N} E_{n} \exp \left\{j\left[\left(\omega_{c}+\omega_{n}\right) t+\theta_{n}\right]\right\}  \tag{6.6}\\
z_{2}(t)=\sum_{n=1}^{N} E_{n} \exp \left\{j\left[\left(\omega_{c}+\omega_{n}\right) t-\frac{2 \pi}{\lambda} d_{v} \sin \varepsilon_{n}+\theta_{n}\right]\right\} \tag{6.7}
\end{gather*}
$$
\]

where

$$
\begin{aligned}
E_{n} & =\text { Amplitude of } n^{\text {th }} \text { wave. }- \\
\omega_{c} & =\text { Nominal carrier angular frequency. } \\
\omega_{n} & =\text { Angular frequency of } n^{\text {th }} \text { wave. } \\
d_{v} & =\text { Vertical antenna separation. } \\
\varepsilon_{n} & =\text { Elevation angle of } n^{\text {th }} \text { wave. } \\
\theta_{n} & =\text { Phase of } n^{\text {th }} \text { wave. }
\end{aligned}
$$

Since the multipath waves come from different scatterers, the random phases, $\theta_{n}$ are independent. Substituting (6.6) and (6.7) into (6.5) and noting that for a Rayleigh process $\left\langle z_{1}\right\rangle=\left\langle z_{2}\right\rangle=0$ the complex cross-correlation, $\rho_{12}$, is given by

$$
\begin{equation*}
\rho_{12}=\frac{\frac{1}{2} \sum_{n=1}^{N} E_{n}^{2} \exp \left\{-j\left[\frac{2 \pi}{\lambda} d_{v} \sin \varepsilon_{n}\right]\right\}}{\frac{1}{2} \sum_{n=1}^{N} E_{n}^{2}} \tag{6.8}
\end{equation*}
$$

Assuming the multipath waves all have identical amplitude ( $E_{n}=E$ ) then $\rho_{12}$ becomes

$$
\begin{equation*}
\rho_{12}=\frac{1}{N} \sum_{n=1}^{N} \exp \left\{-j\left[\frac{2 \pi}{\lambda} d_{v} \sin \varepsilon_{n}\right]\right\} \tag{6.9}
\end{equation*}
$$

If we assume a large number of received waves with a PDF in elevation given by $p\left(\varepsilon_{n}\right)$ then (6.9) can be replaced by an integral over $p\left(\varepsilon_{n}\right)$ such that

$$
\begin{equation*}
\rho_{12}=\int_{-\pi}^{\pi} \exp \left\{-j\left[\frac{2 \pi}{\lambda} d_{v} \sin \varepsilon_{n}\right]\right\} p\left(\varepsilon_{n}\right) d \varepsilon_{n} \tag{6.10}
\end{equation*}
$$

In addition, we assume $p\left(\varepsilon_{n}\right)$ to be Gaussian distributed and centred at an angle $\varepsilon_{u}$. This angle $\left(\varepsilon_{v}\right)$ is the angle of elevation of the mobile relative to the base station. The PDF of the multipath waves in elevation for a Gaussian distribution is therefore given by

$$
\begin{equation*}
p\left(\varepsilon_{n}\right)=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left\{-\frac{\left(\varepsilon_{n}-\varepsilon_{U}\right)^{2}}{2 \sigma^{2}}\right\} \tag{6.11}
\end{equation*}
$$

### 6.3.4.1 Vertically Spaced Antennas at the Base Station.

The elevation angle at which the multipath waves are centred is given by the relative height of the base station with respect to the mobile test area (approx 35 m in this case) and the distance of the test area from the base station ( 1.3 km ), i.e.

$$
\begin{equation*}
\varepsilon_{u}=\tan ^{-1}\left(\frac{35}{1300}\right)=1.5^{\circ} \tag{6.12}
\end{equation*}
$$

Since $\varepsilon_{v}$ and the spread in $\varepsilon_{n}$ are small, the directivity of the two $\lambda / 2$ dipoles in elevation (i.e. $G(\varepsilon)$ ) need not be considered here (i.e. $G_{1}(\varepsilon)=G_{2}(\varepsilon) \simeq 1$ ).

The cross-correlation, $\left|\rho_{12}\right|^{2}$, can thus be determined by numerically integrating equation (6.10). Alternatively, an approximate closed form solution to $\left|\rho_{12}\right|^{2}$, is available[7] which relates the cross-correlation with the vertical antenna separation $\left(d_{v}\right)$, the distance of the mobile from the base station $(L)$ and the distance of the scatterers from the mobile $\left(r_{v}\right)$, this being

$$
\begin{equation*}
\left|\rho_{12}\right|^{2} \simeq \exp \left\{-\left[\frac{2 \pi}{\lambda} \frac{d_{u} r_{v} \sin \varepsilon_{v} \cos \varepsilon_{u}}{L}\right]^{2}\right\} \tag{6.13}
\end{equation*}
$$

Figure 6.16 shows theoretical values of $\left|\rho_{12}\right|^{2}$ plotted using equation (6.13) for various values of $\sigma$ (in 6.11). The results in Figure 6.16 suggest that $\sigma$ lies between $1^{\circ}$ and $1.4^{\circ}$. From Figure $6.15, \sigma$ is given by

$$
\begin{equation*}
\sigma=\frac{r_{v} \sin \varepsilon_{v}}{L} \tag{6.14}
\end{equation*}
$$

which suggests that the distance of the scatterers from the mobile (i.e. $r_{u} \sin \varepsilon_{v}$ ) is some 22.7 to 31.8 m .

### 6.3.4.2 Vertically Spaced Antennas at the Mobile.

In this situation care has to be taken in numerically integrating equation (6.10) because, at the mobile, $\varepsilon_{v}$ is not necessarily the same as that used for vertically separated antennas at the base station. The reason for this is the way the mobile views the incoming multipath waves which arrive at various angles from the scatterers. In addition, the directivity of the vertically displaced $\lambda / 2$ dipoles must also be considered. For a vertical $\lambda / 2$ dipole the antenna directivity is given by[14]

$$
\begin{equation*}
G_{1}(\varepsilon)=G_{2}(\varepsilon)=G(\varepsilon)=\frac{\cos \left\{\frac{\pi \sin \varepsilon}{2}\right\}}{\cos \varepsilon} \tag{6.15}
\end{equation*}
$$

In this situation $\left|\rho_{12}\right|^{2}$ is given by[15]

$$
\begin{equation*}
\left|\rho_{12}\right|^{2}=\frac{\left|\int_{-\pi}^{\pi} G_{1}^{*}(\varepsilon) G_{2}(\varepsilon) \exp \left\{-j\left[\frac{2 \pi}{\lambda} d_{v} \sin \varepsilon\right]\right\} p(\varepsilon) d \varepsilon\right|^{2}}{\int_{-\pi}^{\pi} G_{1}^{*}(\varepsilon) G_{1}(\varepsilon) p(\varepsilon) d \varepsilon \int_{-\pi}^{\pi} G_{2}^{*}(\varepsilon) G_{2}(\varepsilon) p(\varepsilon) d \varepsilon} \tag{6.16}
\end{equation*}
$$

In other words, the multipath amplitudes $\left(E_{n}\right)$ and the PDF of the arrival angles in elevation in equation (6.8) are now modified by the directivity of the two antennas.

The complex cross-correlation between the signals on the two antennas was calculated using equation (6.16) for various values of $\sigma$. Figure 6.17 shows curves of $\left|\rho_{12}\right|^{2}$ at several values of $\sigma$. In this situation $\sigma$ clearly lies between $3^{\circ}$ and $6^{\circ}$. The value of $\sigma$ can be interpreted as the effective angular radius of the scattering volume as viewed by the vertically spaced antennas. If we consider the angular diameter of the
scattering volume (i.e. $2 \sigma)^{20}$ then the mobile views the scatterers as $6^{\circ}$ to $12^{\circ}$ in cross-section whereas the base station views the volume as some $2^{\circ}$ to $2.8^{\circ}$ in cross-section. Hence the mobile antennas have a smaller cross-correlation, for a given separation, compared with that experienced by the base station antennas.

To conclude this section on the measured cross-correlation between signals received on two vertically displaced antennas, we can summarise as follows; a branch cross-correlation of $\leq 0.7$, when diversity becomes useful, can be achieved at the base station for antenna separations of $8 \lambda$ to $13 \lambda$ for cells of a few km in radius. This arrangement at the base station is particularly useful in that, little roof-top space is required and, unlike horizontally spaced antennas, is not dependent on the relative position of the mobile with respect to the base station. When the diversity antennas are located at the mobile, vertical displacements of only $1 \lambda$ are required to obtain values of $\left|\rho_{12}\right|^{2} \leq 0.7$. This is of particular importance as system manufacturers believe that horizontally spaced antennas on the mobile are unacceptable to their customers. Two vertically spaced antennas could be designed to appear as a single antenna which might be acceptable to the consumer. The small separation required at the mobile, compared with that necessary at the base station, is a direct consequence of the uniform angle of arrival of the multipath waves at the mobile and the proximity of the scatterers compared with that experienced at the base station. In addition, it has been shown experimentally that the envelope cross-correlation, $\rho_{\text {cnu }}$, is a good approximation to the square of the modulus of the complex cross-correlation, i.e. $\left|\rho_{12}\right|^{2}$, between the signals received on two antennas.

[^18]
### 6.4 DIVERSITY RESULTS.

Results illustrating the performance of the various diversity strategies in terms of the CDF, LCR and AFD of the envelope, for data received by two vertically spaced antennas at the base station, have been presented elsewhere[8,9]. In this section results for the CDF, LCR and AFD will be presented only for data received at the mobile station. These statistical parameters are presented in terms of the normalised equivalent envelope, i.e. the slow fading component is removed (see Chapter 5). The procedure allows a comparison of the improvement provided, in respect of the fast fading, by each of the diversity strategies considered. The small antenna separations involved essentially means that both branches record the same local mean variation. The normalisation of each branch signal by its own local mean value also removes any differences between the overall signal power received by each antenna. In this study the antenna separations used at the mobile are sufficiently small that the differences between the signal powers received on the two antennas was $\leq 1 d B$ which has little effect on the performance improvement at the antenna separation of interest. The various spectra and random FM statistics will be presented for data gathered at both the mobile and base stations.

### 6.4.1 CDF of the Received Envelope.

The CDF of the received envelope at the mobile using antennas vertically separated by $2 \lambda\left(\left|\rho_{12}\right|^{2}=0.41\right)$ for the various diversity strategies ( -10 dB switching threshold for SAS) is shown in Figure 6.18. The results for MRC, EGC and SEL agree reasonably well with those predicted by theory (see Figure 3.3). The differences between the measured and predicted values can be explained in terms of the measured data having an appreciable value of correlation (0.41) compared with the value of zero assumed in the theoretical case. This can clearly be seen in the case of SAS where the measured data departs significantly from that in Figure 3.3. This is to be expected since in Chapter 3 it was observed that
the SAS strategy is more susceptible to a degradation in performance as a function of increasing correlation. In addition the measured CDFs for the individual branches show a slightly increased probability of deep fades occurring than that predicted for a pure Rayleigh fading environment (see equation 2.11 and Figure 2.4). This suggests that for some period during the length of section A there existed a propagation mode of only a few multipaths (see earlier discussion for a more extreme case). Obviously SAS is more susceptible to such propagation conditions because of its inherent dependence upon the fade falling below the threshold level, which will occur more frequently than for the pure Rayleigh fading case. The other strategies are however remarkably resilient to such a deleterious propagation mode.

### 6.4.1.1 The CDF of the Envelope as a Function of the Branch Correlation.

The CDF of the envelope for various values of correlation between the two branches is plotted in Figure 6.19 for the MRC case. The antenna separations used are $1 \lambda, 2 \lambda$ and $4 \lambda$ which, for this route, correspond to values of $\left|\rho_{12}\right|^{2}$ of $0.68,0.46$ and 0.1 respectively. The experimental values agree well with those predicted in Chapter 3 (see equation 3.33 and Figure 3.4). Again the differences between the measured values and theory can be attributed to slight differences between the measured values of $\left|\rho_{12}\right|^{2}$ and those used in the theory and the fact that the single branch statistics show a slightly increased probability of deep fades occurring than that encountered in pure Rayleigh fading conditions.

Figure 6.20 shows the CDF for different values of correlation for the SAS strategy, using a -10dB switching threshold, for the same section of data as that used for the MRC case above. Immediately apparent in this figure is the fact that the performance of the SAS strategy is highly dependent upon the degree of correlation between the branches, in contrast to that for the MRC case. This feature of the SAS strategy was outlined earlier in Chapter 3 (see equation 3.33 and Figure 3.6).

### 6.4.2 Level Crossing Rate and Average Fade Duration.

The LCR and AFD of the received envelope at the mobile for an antenna separation of $2 \lambda\left(\left|\rho_{12}\right|^{2}=0.41\right)$ for the MRC, EGC and SEL strategies is shown in Figures 6.21 and 6.22 respectively. In the context of Figure 6.21 the term 'normalised LCR' refers to the measured LCR divided by the maximum Doppler frequency, $f_{D}$, which for these experiments was approximately 30 Hz . The 'normalised AFD', is simply the measured AFD multiplied by $f_{D}$. The form of the experimental results agree well with those predicted by theory (see equations 3.37 and 3.38 and Figure 3.7). The differences between the experimental and theoretical results can be attributed to two sources. Firstly, the theoretical values for $N_{R}$ and $\tau_{R}$ were determined for zero correlation, whereas the experimental values have an appreciable value of $\left|\rho_{12}\right|^{2}=0.41$. Secondly, the normalisation of $N_{R}$ and $\tau_{R}$ have a certain degree of error associated with them as a result of an inaccurate knowledge of the vehicle speed.

Figures 6.23 and 6.24 shows $N_{R}$ and $\tau_{R}$ for the SAS strategy using a threshold level of -10 dB . Again differences between the experimental and theoretical values can be attributed to the same causes as those discussed above.

### 6.4.2.1 LCR and AFD as a function of Correlation.

The LCR for different values of correlation between the branches is plotted in Figures 6.25 and 6.26 for the MRC and SAS cases respectively. Again antenna separations of $1 \lambda, 2 \lambda$ and $4 \lambda$ have been used with corresponding values of correlation of $0.68,0.46$ and 0.1 respectively. The results agree well with those predicted earlier (see equations 3.40 and Figure 3.8). The differences between experimental and theoretical values can be attributed to the same causes outlined earlier. Clearly the

MRC strategy is quite resilient to increasing values of cross-correlation, whereas the SAS strategy shows a rapidly decreasing degree of improvement with increasing branch correlation.

The AFD for different values of correlation is not plotted here as $\left|\rho_{12}\right|^{2}$ had little effect on $\tau_{R}$, which remained approximately halved. This result agrees well with that found earlier[8,9] for signals received at a base station site.

### 6.4.3 The RF Input Spectrum for SEL and SAS Biversity Strategies.

The RF input spectrum was determined for each of the two individual branches and the equivalent signal output for SEL and SAS diversity strategies. In the case of SAS the spectrum was determined for switching thresholds of -5 dB to -20 dB in steps of -5 dB . The two antennas, situated at the base station, were separated by $5 \lambda$ which corresponded to a value of $\left|\rho_{12}\right|^{2}=0.87$. Although the diversity improvement will be minimal at such a high value of cross-correlation, this example is chosen to clearly illustrate both the beneficial and detrimental effects of diversity due to the degree of cross-correlation and consequent switching between branches. The spectra were determined using the same methods outlined earlier for the single branch analysis. Figures 6.27 and 6.28 show the autocorrelation and spectra for the SEL and SAS ( -10 dB threshold) strategies respectively. The effect of each diversity strategy can clearly be seen. Overall, each strategy basically reduces the power of the lower spectral components at the cost of some spectral broadening. This spectral broadening can be explained in terms of the abrupt switching, that occurs in both diversity strategies, between the two branches. The abrupt change between branches causes a discontinuity to occur in the complex sequence which results in a more impulsive autocorrelation function. Such an autocorrelation function, or complex sequence, when Fourier transformed causes a broadening of the spectral content of the information. SAS diversity shows the largest
spectral broadening because of the larger discontinuities that occur in the complex sequence when switching between branches. Naturally, the choice of switching threshold will alter the switching rate and hence the rate of discontinuity occurrence which affects the degree of spectral broadening.

### 6.4.4 The Envelope Spectrum with Diversity.

The spectrum of the envelope was determined for each of the individual branches and the equivalent envelope for each of the various diversity strategies. The spectra were determined in the manner described earlier. Figure 6.29 and 6.30 show the envelope spectra for MRC and SAS ( -10 dB threshold) respectively. Although the maximum Doppler frequency, $f_{D}$, appears little changed with diversity the overall effect of the various strategies is to reduce the spectral content of the higher frequency components, whilst increasing that of the lower values. This phenomen $n$ is associated with diversity smoothing out the envelope time series. Again the abrupt changes in the diversity envelope, for SAS, results in a more impulsive-like autocorrelation function which when Fourier transformed causes broadening of the spectrum beyond $2 f_{D}$.

### 6.4.5 Random FM.

The PDF, and hence CDF, of the random FM component, i.e. $\dot{\phi}$, was determined for data gathered at the base station using simulated SEL and SAS diversity strategies. The CDFs of $\dot{\phi}, P(\dot{\phi})$, are plotted in Figure 6.31 for an antenna separation of $15 \lambda$ on route $\mathrm{A}\left(\left|\rho_{12}\right|^{2}=0.53\right)$ for a single branch and SEL diversity together with SAS using switching thresholds of -5 dB to -20 dB in 5 dB steps. The SEL strategy shows the largest improvement with SAS showing a best performance at a switching threshold of -10 dB . The SEL results agree well with expected values given by equation (3.47) and shown in Figure 3.9. The measured single
branch values of $P(\dot{\phi})$ are slightly worse than than those expected theoretically because $\dot{\phi}$ exists in the data not only as a result of the channel but also because of phase noise introduced by the transmitter and receiver frequency sources (see Chapter 4). In addition, discrepancies between experimental values and those predicted by equation (3.47) can be explained in terms of the non-zero correlation between the branches. The theoretical values of $P(\dot{\phi})$ assume independent branches. The tendency for the measured data to show too large a reduction in $P(\dot{\phi})$ at high values of normalised frequency is attributed to the lack of statistical values at such extreme excursions in phase difference.

Figure 6.32 shows $P(\dot{\phi})$ for selection diversity as a function of antenna separation from $5 \lambda$ to $20 \lambda$ in steps of $5 \lambda$, which corresponds to correlation $\left(\left|\rho_{12}\right|^{2}\right)$ values of $0.92,0.81,0.53$ and 0.42 respectively. This figure shows that SEL diversity can significantly reduce the random FM component even at high values of correlation.

Figure 6.33 shows $P(\dot{\phi})$ for SAS diversity, using a switching threshold of -10 dB , for the same data as discussed above. Although the switching threshold chosen was near optimum, SAS diversity clearly does not provide the same improvement in reducing the random FM noise as SEL diversity. Indeed, SAS diversity shows little improvement in reducing the random FM noise at high values of normalised frequency.

### 6.5 CONCLUSION.

The signal received from propagation measurements in small cells showed that in general the phase statistics differ little from those predicted for a purely Rayleigh fading environment. In some, not uncommon, cases the measured CDF of the envelope showed a considerably higher preponderance of deep fades than that expected for Rayleigh fading. In addition, the Doppler and envelope spectra sometimes exhibited markedly different forms than those predicted by Rayleigh fading.

The causes of the departure from Rayleigh, which becomes increasingly apparent in well-illuminated small cells, is largely due to dominant propagation paths and/or significant contributions to the summed multipath components from waves propagating out of the horizontal plane (see Chapter 2).

Results have been presented for the measured correlation (complex and envelope) between vertically separated antennas at the base and mobile stations. Two scattering models have been presented to describe the degree of correlation as a function of antenna separation and reception geometry for both stations. Both sets of results show that vertically separated antennas can provide a sufficient degree of decorrelation for practical diversity to be employed at both base and mobile stations with unobtrusive antenna arrangements requiring little space.

Various predetection diversity schemes have been simulated using data received on the dual branch vector demodulator receiver. Results comparing the diversity strategies have been presented in terms of the envelope statistics for the mobile case only. Statistics associated with the phase have been presented for both the mobile and base station cases. These results show that significant diversity improvement can be achieved at both stations using practical antenna separations. MRC showed the biggest improvement in signal statistics, even at high values of branch correlation. SAS provided significant improvement in the signal statistics provided that the cross-correlation between the branches is low. Both of these results confirm the findings presented in Chapter 3.

In the following chapter the concluding results of this investigation will be given in detail. In addition, recommendations for future work will be presented in the framework of the research carried out in this investigation.
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Figure 6.1 Measured PDF (upper) and CDF (lower) of the in-phase and quadrature components. The ordinate, of the CDF plot, is scaled such that a variable with a Gaussian PDF appears as a straight line.


Figure 6.2 CDF of the envelope for a nearly Rayleigh fading (straight line) and severely non-Rayleigh (curved line) fading case. The extreme fading case is caused by destructive interference between a direct and secondary reflected ray which results in a standing wave pattern which has a higher probability of deep fades than occurs in Rayleigh fading. The term 'normalised signal level' means that the envelope sequence has been normalised by the average signal power $\left(\sigma^{2}\right)$ i.e. $r / \sqrt{2} \sigma$.


Figure 6.3 Example of envelope, phase and differential phase, for the same time period, for data detected by the vector demodulator receiver. The apparent large phase transitions, in the centre plot, occur merely as a result of the plotting method recording transitions over the $0^{\circ}$ and $360^{\circ}$ boundary. True large phase transitions can be seen in the lower diagram where they are seen to coincide with the deep fades.


Figure 6.4 Measured PDF of the phase (upper plot) and differential phase (lower plot see Figure 2.11). The horizontal line in the upper diagram represents uniform phase (i.e. $p(\phi)=1 / 2 \pi$ )


Figure 6.5 Measured conditional PDF of the phase, i.e. $p(\dot{\phi} \mid R)$, over a range of envelope values. Note that small changes in phase are associated with shallow fades (i.e. small values of R ) and that the large phase transitions are associated with the deep fades.


Figure 6.6 Measured PDF of the phase gradient (i.e. $p(\Delta \phi)$ ) as a function of several values of distance $(l / \lambda)$. Note that when the distance is $\simeq 0.38$ the PDF is uniform i.e. the samples are independent and therefore $p(\Delta \phi)=p\left(\phi_{1}\right) \cdot p\left(\phi_{2}\right)=(1 / 2 \pi)^{2}$.


Figure 6.7 Measured quadrature autocorrelation (upper plot) and RF input (i.e. Doppler) spectrum for data gathered from a Rayleigh like fading environment. For comparison with theory see Figure 2.9.


Figure 6.8 Measured quadrature autocorrelation (upper plot) and RF input (i.e. Doppler) spectrum for data gathered from a non-Rayleigh like fading environment. For comparison with theory see Figure 2.9. Note that the characteristic frequency cut-offs at $\pm f_{D}$ have largely been reduced in sharpness and that the majority of the energy is concentrated at the lower frequencies.


Figure 6.9 Measured envelope autocorrelation (upper plot) and envelope spectrum for data gathered from a Rayleigh like fading environment. For comparison with theory see Figure 2.10.


Figure 6.10 Measured envelope autocorrelation (upper plot) and envelope spectrum for data gathered from a non-Rayleigh like fading environment. For comparison with theory see Figure 2.10. Note that the general shape and characteristic frequency cut-off at $f_{D}$ has been largely replaced by a decaying spectrum.


Figure 6.11 The measured random FM spectrum for a single branch and that expected in a Rayleigh fading environment. The measured random FM spectrum was determined by Fourier transforming the measured autocorrelation of the differential phase (i.e. $\dot{\phi}(t)$ ). The theoretical spectrum was determined by Fourier transforming equation 2.65 .


Figure 6.12 Magnitude of the complex crosscorrelation $\left(\left|\rho_{12}\right|^{2}\right)$ between signals received on two antennas, at various vertical antenna separations, for data received at a base station site from radial(B) and circumferential routes(A,C).


Figure 6.13 Magnitude of the complex crosscorrelation $\left(\left|\rho_{12}\right|^{2}\right)$ between signals received on two antennas, at various vertical antenna separations, for data received at a mobile travelling radial(B) and circumferential routes(A,C).


Figure 6.14 Comparison of the magnitude of the complex crosscorrelation $\left(\left|\rho_{12}\right|^{2}\right)$ and envelope crosscorrelation ( $\rho_{e n u}$ ) for data received on two vertically separated antennas at a base station site.


Figure 6.15 Coordinate system for the scattering model in which $\left|\rho_{12}\right|^{2}$ is a function of the vertical elevation angle ( $\varepsilon_{v}$ ) and the spread in arrival angle ( $\sigma$ ) of incoming multipath waves.


Figure 6.16 Theoretical curves and experimental values of $\left|\rho_{12}\right|^{2}$ as a function of antenna spacing and spread in arrival angle ( $\sigma$ in degrees) of incoming multipath waves for data received at a base station site.


Figure 6.17 Theoretical curves and experimental values of $\left|\rho_{12}\right|^{2}$ as a function of antenna spacing and spread in arrival angle ( $\sigma$ in degrees) of incoming multipath waves for data received at a mobile site.


Figure 6.18 The measured CDF of the envelope for individual branches and various diversity strategies at the mobile using a vertical antenna separation of $2 \lambda$. The term 'normalised signal level' means that the envelope sequence has been normalised by the average signal power ( $\sigma^{2}$ ) i.e. $r / \sqrt{2} \sigma$.


Figure 6.19 The measured CDF of the envelope for individual branches and MRC diversity, as a function of branch crosscorrelation (i.e. antenna separation). The term 'normalised signal level' means that the envelope sequence has been normalised by the average signal power ( $\sigma^{2}$ ) i.e. $r / \sqrt{2} \sigma$.


Figure 6.20 The measured CDF of the envelope for individual branches and SAS diversity ( -10 dB switching threshold), as a function of branch crosscorrelation (i.e. antenna separation). The term 'normalised signal level' means that the envelope sequence has been normalised by the average signal power ( $\sigma^{2}$ ) i.e. $r / \sqrt{2} \sigma$.


Figure 6.21 The measured LCR, of the envelope, for an individual branch and MRC, EGC and SEL diversity strategies. The term 'normalised signal strength' means that the envelope sequence has been normalised by the average signal power ( $\sigma^{2}$ ) i.e. $r / \sqrt{2} \sigma$.


Figure 6.22 The measured AFD, of the envelope, for an individual branch and MRC, EGC and SEL diversity strategies. The term 'normalised signal strength' means that the envelope sequence has been normalised by the average signal power ( $\sigma^{2}$ ) i.e. $r / \sqrt{2} \sigma$.


Figure 6.23 The measured LCR, of the envelope, for an individual branch and SAS diversity ( -10 dB switching threshold). The term 'normalised signal strength' means that the envelope sequence has been normalised by the average signal power ( $\sigma^{2}$ ) i.e. $r / \sqrt{2} \sigma$.


Figure 6.24 The measured AFD, of the envelope, for an individual branch and SAS diversity ( -10 dB switching threshold). The term 'normalised signal strength' means that the envelope sequence has been normalised by the average signal power ( $\sigma^{2}$ ) i.e. $r / \sqrt{2} \sigma$.
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Figure 6.25 The measured LCR, of the envelope, for an individual branch and MRC diversity as a function of branch crosscorrelation (i.e. antenna separation). The term 'normalised signal strength' means that the envelope sequence has been normalised by the average signal power ( $\sigma^{2}$ ) i.e. $r / \sqrt{2} \sigma$.


Figure 6.26 The measured LCR, of the envelope, for an individual branch and SAS diversity ( -10 dB switching threshold) as a function of branch crosscorrelation (i.e. antenna separation). The term 'normalised signal strength' means that the envelope sequence has been normalised by the average signal power ( $\sigma^{2}$ ) i.e. $r / \sqrt{2} \sigma$.


Figure 6.27 The measured autocorrelation and Doppler spectrum for an individual branch and SEL diversity. Note the decreasing of the lower frequency energy and the spectral broadening as a result of SELection diversity.


Figure 6.28 The measured autocorrelation and Doppler spectrum for an individual branch and SAS diversity ( -10 dB switching threshold). Note the decreasing of the lower frequency energy and the spectral broadening, which is greater than that for SEL diversity. The broadening results from frequent large discontinuities that occur when switching between branches.
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Figure 6.29 The measured autocorrelation and envelope spectrum for an individual branch and MRC diversity. Note the increasing of the lower frequency energy. This phenomena is synonymous with the diversity action smoothing out the envelope time series. The absence of energy below 2 Hz is simply due to the normalisation procedure which removes the local mean variation of the envelope.
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Figure 6.30 The measured autocorrelation and envelope spectrum for an individual branch and SAS diversity ( -10 dB switching threshold). Note the increasing of the lower frequency energy and the broadening of the spectrum beyond $2 f_{p}$. This phenomena is synonymous with the diversity action smoothing out the envelope time series with the switching transients causing the spectral broadening. The absence of energy below 2 Hz is simply due to the normalisation procedure which removes the local mean variation of the envelope.


Figure 6.31 The measured CDF of the random FM component for a single branch, SEL and SAS ( -5 dB to -20 dB thresholds) diversity for data gathered from a base station site using a vertical antenna separation of $15 \lambda$. Note that SEL provides the best improvement with SAS showing optimum performance with a switching threshold of -10 dB to -15 dB .
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Figure 6.32 The measured CDF of the random FM component for a single branch and SEL diversity as a function of branch crosscorrelation. Note that there is little increase in improvement for antenna separations beyond $10 \lambda$.
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Figure 6.33 The measured CDF of the random FM component for a single branch and SAS diversity ( -10 dB threshold) as a function of branch crosscorrelation. Note that the improvement is not as good as that provided by SEL diversity and that in this case optimum performance is achieved at maximum antenna separation.

## CHAPTER 7. CONCLUSION.

### 7.1 SUMMARY

This final chapter contains a summary of the work undertaken in this thesis. The summary will be in two parts. Firstly, the results of the investigation will be collated and discussed in terms of the original aims of the work. Secondly, some proposals for future work will be presented as a consequence of the findings of this study.

In the second chapter a review of the received signal statistics was presented in terms of two propagation models. The conventional two dimensional propagation model, where the multipath waves are constrained to propagation in the horizontal plane only, was considered in terms of the classical results associated with Rayleigh fading. The three dimensional model, where the multipath waves are considered to exist in both the azimuthal (i.e. horizontal) and elevation (i.e. vertical) planes was examined and it was found that the major difference between the two models is seen in the spectral statistics and not those statistical parameters pertaining to just the envelope and phase alone. This later model is considered by the author to be of considerable importance to the understanding of the propagation mechanisms associated with small cells where the effects of height probably become increasingly more important and where, in addition, few multipaths may, on occasions, exist.

In the third chapter the envelope statistics of several predetection diversity combiners were presented in a unified form using a number of reference sources. The statistical parameters were found for both the largely unrealistic case of uncorrelated branches and for the more meaningful case of correlated branches. Each of the diversity strategies considered was able to provide a considerable improvement in system performance, as evidenced by the statistical parameters related to the envelope. Maximal Ratio Combining(MRC) provided the biggest im-
provement followed by Equal Gain Combining(EGC) and Selection(SEL) diversity. The improvement in all three cases persisted even for high values of cross-correlation between the branches. Switch And Stay(SAS) diversity showed the least improvement of the diversity strategies. The best improvement provided by SAS was obtained with a switching threshold approximately 10 dB below the local mean envelope value. SAS diversity did not show the same resilience to highly correlated signals as the other diversity strategies. The CDF of random FM, for SEL diversity, was derived for uncorrelated branches. The results of this derivation clearly showed that such a diversity scheme could dramatically reduce the effects of the random FM noise.

In the fourth chapter a simple account of vector demodulation was presented in terms of the measurement of carrier signal amplitude and phase. The origins and methods of reducing several sources of error (amplitude imbalance, quadrature dc off-set and quadrature error) were discussed in terms of the appearance of each source of error, on the envelope and phase, in relation to a test signal (a tone) viewed on a CRO. The concept of the vector demodulator receiver was then extended to the design, construction and testing of a dual branch direct conversion vector demodulator receiver with an operating frequency of nearly 1 GHz , a dynamic range of +45 dB and a sensitivity of -110 dBm . To measure the phase characteristics of a mobile radio channel required that the transmitter and receiver were both frequency and phase locked to each other. The practicalities of achieving such coherency, in a mobile radio environment, was then examined in terms of the phase noise performance of the experimental configuration. The overall system, in which the receiver was operated, was then discussed in terms of a dual selective front-end stage, for the receiver, and the recording equipment used to store the dual branch quadrature information. Finally, the transmitter system was discussed for two experimental arrangements, one with the receiver at the base station and the other for the receiver at the mobile.

In the fifth chapter the experimental procedure and initial data reduction were discussed. Two sets of field trials were outlined; one where two vertically spaced receiving antennas were located at the base
station, the other where the two vertically separated antennas were located at the mobile. In each case the vehicle was driven at a constant speed of $10 \mathrm{~m} / \mathrm{s}$ around a preplanned test route using several different values of antenna displacement. The recorded results formed a data set that enabled a realistic comparison to be made between several predetection diversity strategies in terms of both the envelope and phase. Prior to the analyses, the data were reduced to a usable form through decoding and calibration. The envelope statistics were later examined using normalised data whereby the slow fading component (introduced by variations in the gross terrain features and not multipath) was removed using a moving average window technique. This technique was discussed in detail with respect the the vehicle speed and data sampling. Reference to an earlier investigation suggested that an averaging window of half a second together with a vehicle speed of $10 \mathrm{~m} / \mathrm{s}$ and sampling rate of 1 Hz enabled the local mean to be estimated to within $\pm 1 d B$ to $\pm 2 d B$.

The sixth chapter presented results of the investigation for three distinct areas of interest. The first section of Chapter 6 considered the received signal statistics of a single branch. It was found that for small cells (in this case the cell radius was 1.3 km ) a not uncommon propagation mode occurred whereby interference between a direct and indirect path resulted in deep fades occurring more frequently than that experienced in the more commonly encountered Rayleigh fading environment. Overall, the statistics associated with the phase were found to conform to those predicted by a Rayleigh fading model (e.g. probability of phase, differential phase and phase gradient). The measured Doppler spectrum however seldom matched the familiar ' $U$ ' shape predicted by theory. Instead it was noticed that the low frequency components sometimes dominated the spectrum in a fashion suggested by the three dimensional propagation model (see Chapter 2 and Aulin reference therein). The unusual shaped spectrum could also be explained in terms of a non-uniform angle of arrival for the multipath waves or the summation of only a few multipaths with non-random phases. Both of these later two conditions might easily occur for propagation in small cells.

In the second section the cross-correlation between signals received on two vertically separated antennas was investigated. The cross-correlation was examined in terms of both the envelope and complex signal received on the two branches. It was found that $\rho_{e n v}$ is a good approximation for $\left|\rho_{12}\right|^{2}$ for the field trials carried out in this work. The cross-correlation between the branches was determined over a range of vertical antenna separations at both the base and mobile stations. The results of the base station experiment confirmed an earlier investigation in that an antenna separation of between $8 \lambda$ and $13 \lambda$ is all that is necessary for diversity to provide useful improvements in the received signal statistics (i.e. $\rho_{\text {cnv }} \leq 0.7$ ). Not only is a small amount of rooftop space required for vertically separated antennas at the base station but also the improvement afforded is not dependent upon the direction of the mobile with respect to a line joining the base station antennas. Both these results are in marked contrast to that experienced using a horizontally separated antenna arrangement. A similar vertical displacement experiment at the mobile suggested that a separation between the antennas of $\leq 1 \lambda$ is all that is necessary for diversity to be usefully employed at the vehicle. The cross-correlation results at the mobile suggest that an unobtrusive and physically small antenna arrangement could be used on the vehicle roof. A scattering model was developed for signal reception both at the base and mobile stations in terms of the scatterers surrounding the vehicle. The scattering model fitted the experimental results well, suggesting that the principal scatterers are situated some 20 m to 30 m from the vehicle. This scattering distance implies that the buildings immediately lining the test routes act as the principal sources of multipath. The degree of crosscorrelation between the branches was found to be inversely related to the cross-sectional area of the scatterers viewed by the diversity antennas. The antennas at the mobile therefore viewed a wider scattering area than that experienced by the base station antennas for a given antenna displacement.

The third and final section of Chapter 6 considered the effects of several predetection diversity strategies, using data received on two vertically separated antennas. This analysis allowed a true comparison
to be made, in terms of the envelope and phase, between the various strategies since the same field-recorded data was used in each case. The results were considered in terms of the degree of cross-correlation between the two branches (i.e. antenna separation) and the location of the diversity receiver (i.e. base or mobile). At both receiver locations it was found that a significant improvement in performance, as evidenced by the received signal statistics could be achieved at relatively small values of antenna separation. Maximal ratio combining was found to provide the greatest improvement with little impairment to performance as a result of increasing cross-correlation (i.e. smaller antenna separation). Switch and stay diversity shows a best improvement with a switching threshold of -10 dB . This scheme however, suffered a rapidly decreasing improvement with increasing cross-correlation. The effects of MRC and EGC diversity on random FM were not examined in this work. The effects of these two strategies is dependent upon the method of implementation, which can vary from the total elimination of the random FM component to no reduction whatsoever (i.e. the output of the diversity strategy is the same as that of a single branch). The effects of diversity on random FM was examined for the SEL and SAS diversity strategies. SEL diversity provided the best improvement in reducing the deleterious effects of random FM. Again SAS showed an optimum performance using a switching threshold of -10 dB . Both the strategies showed a maximum improvement in reducing random FM at the highest values of differential phase. The results found for SEL diversity agreed well with those derived in Chapter 3.

In summary therefore, the designed receiver performed to expectation in measuring the narrowband channel, in terms of both the envelope and phase on two branches, for propagation over small cells in an urban environment. The results have shown that propagation in such an environment cannot be solely described in terms of Rayleigh statistics and that worse propagation conditions, than Rayleigh, sometimes prevail. In addition, predetection diversity can provide a considerable improvement in system performance when used at either base or mobile stations for realistic values of antenna separation.

### 7.2 RECOMMENDATIONS FOR FUTURE WORK.

As a result of these investigations the author considers that there are four areas in which further studies are worthwhile.

Firstly, it is suggested that the existing data could be used to investigate how various estimator algorithms perform in relation to predicting the amplitude and phase of the measured channel. Such an analysis would be extremely useful since future generation mobile communication systems might utilise estimator/predictor techniques in conjunction with high order digital modulation (e.g. vector modulation) schemes in order that more efficient use is made of the RF spectrum. The existing data is extremely useful for such an analysis because it is real, i.e. it possesses the vagaries of a true channel, and is not subject to the many assumptions used in computer simulation studies. In addition, the data exists in the form of two phase locked branches and hence the various diversity strategies could be assessed using the real data with simulated high order modulation schemes that employ estimator/predictor techniques.

As a consequence of this first recommendation it is further suggested that field trials be conducted in which the dual branch vector demodulator receiver is used in conjunction with the transmission of high order modulation schemes using estimator techniques.

Thirdly, it is recommended that field trials be conducted using the equipment described in this work to investigate the complex signal for propagation in very small cells (i.e. cells with a radius $\ll 1 k m$ ) with diversity. The information gathered from such field trials would, the author feels, be of considerable use in further understanding the propagation mechanisms for small cells. In small cells the effects of multipath propagation in the vertical plane would be expected to play an increasingly more important role, especially in terms of the received spectra and degree of cross-correlation between the signals received on two vertically separated antennas. In addition, various diversity strategies could be assessed over the wide range of propagation modes that occur in small cells.

Finally, it is suggested that any future dual branch vector demodulator receiver be constructed to operate at a high IF in order to accommodate a wider range of RF input frequencies. Although such a receiver would be more complicated to build and test than than the unit employed in this work, the higher operating frequency would enable diversity to be assessed at those frequencies where future generation mobile communications systems might be expected to operate.

## APPENDIX A. REFERENCE PAPERS.

This appendix contains papers referred to in this work which were either written or co-written by the author. The titles and sources of these papers are;
[1] Williamson, A.G., Adachi, F., Feeney, M.T. and Parsons, J.D., "Base Station Space Diversity for Mobile Radio Systems", Presented at the IREECON (Melbourne Australia) Oct. 1985, pp.228-231.
[2] Adachi, F., Feeney, M.T., Williamson A.G. and Parsons J.D., "Cross-correlation Between the Envelopes of 900 MHz Signals Received at a Radio Base Station Site", IEE Proc. Pt.F., Vol.133, No.6, 1986, pp.506-512.
[3] Feeney, M.T. and Adachi, F., "The Performance of Various Diversity Combiners on Signals Received at a Base Station Site", Presented at the IERE Third International Conference on 'Land Mobile Radio', Publication No.65, pp.55-62, 1985.
[4] Adachi, F., Feeney, M.T. and Parsons, J.D., "An Evaluation of Specific Diversity Combiners Using Signals Received by Vertically Spaced Base Station Antennas", J. of IERE Vol. 57, No. 6 (Supl.) pp.S218-S224 1987.
[5] Adachi, F., Feeney, M.T. and Parsons, J.D., "Effects of Correlated Fading on Level Crossing Rates and Average Fade Duration with Predetection Diversity Reception", IEE Proc. Pt.F, Vol.135, No.1, pp.11-17, 1988.
[6] Parsons, J.D. and Feeney, M.T., "Comparison of Selection and Switched Diversity Systems for Error-Rate Reduction at BaseStation Sites in Digital Radio Systems", 37th IEEE Vehicular Technology Conference, 1-3rd June 1987, Tampa Florida, pp.393-398.
[7] Adachi, F., Feeney, M.T. and Parsons, J.D., "Level Crossing Rate and Average Fade Duration for Time Diversity in Rayleigh Fading Conditions", IEE Proc. Pt.F, Vol.135, No.6, pp.501-506, 1988.

# Base Station Space Diversity for Mobile Radio Systems 

A.G. Williamson

University of Auckland, Auckland New Zealand
F. Adachı

Nippon Telephone and Telegraph Public Corporation, Japan
M. Feeney
J.D. Parsons

University of Liverpool, UK
Aspects of diversity systems for mobıle radio are reviewed, and the suitability of space diversity is noted. Details of the receiving antenna system at both the mobile and the base station are discussed, and a recent base station diversity investigation is outlined, and results reported.

## IMTRODUCTION

The signal received by a mobile operating in an urjan environment is subject to deep and rapid =ading, a result of the mobile moving through the standing wave set up by the interierence of the various scattered waves in the vicinity of the modile. In most locations no line-of-sight path exists becween the base-station and the mobile, and communication is achieved only by the reception of these scattered waves. The received signal can vary by as much as 20-30dB in as short a distance as a quarter of a wavelength ( 8 cm at 900 MHz ). The signal received at the base station from a moving mobile transmitter suffers the same signal variations.

Clearly, for a given mean signal in, or from, some locality, the reliability of communication will be worse for a transmission suffering fading compared to that for one not so affected. Diversity reception is a technique which can mitigate the effects of fading, and thus provide improved reliability of reception of transmissions subject to fading.

In this paper we briefly review the essential features of a diversity system for mobile radio adplications, note the sultability of space diversity systems, and consider the receiving ancenna system requirements at both the moblle and base station. A recent experimentai study of base siation space diversity is reported.

## DIVERSITY SYSTEYS

The essence of any diversity system is obtaining and processing two (or more) independent samples of the same transmission.

There are a number of ways of obtaining the samples While retransmission (time diversity) and frequency diversity are possibilities, they reduce througnput and require greater spectrum, respectively, which make them unattractive solutions for mobile radoo applications wnere demand for service and spectrum is very high. Polarisation diversity is also a possibility, but it requires the transmission of two polarisations. For mobile radio applications we would like to minimise additional equipment requirements and avoid, as far as possible, additional complexity at the mobile. For these reasons space diversity is attractive because it requires the transmission of only one dolarisation, and the additional equipment complexity, compared to non-diversity reception, is restricted to the receivers (and receiving antennas).

Having obtained the two (or more) independent samples, there are a variety of processing
techniques which can be employed [1]. These tecnniques eacn have different degrees of complexity and performance. We shall not be concerned in this paper with discussing the relative merits of the various techniques. It is sufficient for our purposes to note that even the simoiest techniques can orovide significant improvements in terms of reception reliability. It is also worth noting [2] that while increasing the number of branches (independent signals) provides increasing improvement, the greatest benerit is acnieved between non-diversity (one-branch) and two-branen diversity systems. For this reason, in the remainder of this paper we shall think of diversity for mobile radio systems in terms of two-branen sys tems.

Whatever the technique employed, the basic requirement then is to obtain two samples of the transmission each having approximately the same mean power level, but fading independently. While zero correlation between the signals would produce the greatest benefit, it has been shown [3] that useful advantage can be obtained from signals whose correlation is less than about 0.7. The question wnich now remains is how do we obtain such signals?

## SPACE DIVERSITY FOR MOBILE RADIO SYSTEMS

Space diversity is the means of obtaining the two samples of the transmission from two antennas separated by some distance. The question thus reduces to determining what separation is required in order that the fading of the signals is usefuily independent. In the mobile radio situation, the mobile and base station environments are quite different, and this results in quite different required separations. It is thus appropriate to consider the two situations separately.

## Mobile

The diffraction and reflection of the signal which permits communication-between the base station and the mobile in the absence of a line-of-sight path gives rise to multipath propagation. Moreover, because the clutter in the locality of the mobile more or less completely surrounds the mobile, the multipath signais received by the mobile antennas tend to arrive from all angles in random relationship. The effect of this is that the correlation coefficient between the two signals of two antennas decreases quite rapidily as the separation of the two antennas is increased, even for quite small separations. It has been shown [4] that in practice a separation of only a fraction of a wavelength is all that is necessary at the mobile to obtain signals with a correlation coefficient of less than 0.7.

Consequently obtaining suitabie signals at the roolie is not difificult, certainiy at VMF and UHF, and we shall consider the matter no further here.

## Sase station

In contrast to the mobile environment, the basestation is usually much less cluttered, and elevated above the coverage area. As a consequence most of the signals received at the base station arrive within a cone-shaped region centred on the mobile location. Moreover the cone apex angle is quite small, [5] suggests of the order of $0.4^{\circ}$ for a range of 3 ml les. The consequence of this is that much larger antenna separations are required at the base station than at the mooile in orcer to cbzain signals with low correlation. The antenna separation could, of ccurse, be in the horizontal or vertical planes, or perhaps both.
forizontal separation base station soace diversity nas been investigated by a few authors [3,5-7]. It has been found that the required separation be wween the antennas is dependent on the angle between a line between the mobile and base station and the base station diversity antennas base line. The required separation has been reported to be of the order 15-20ג for the broadside case and 70-80 for the endfire case [3]. It is also a function of base station height [6]. While such separations may be acceptable at some sites in a system they may be di:Eicult to accomodate at restricted city sites such as may be necessary in cellular systems for example. It is also worth noting in passing that the presence of local scatterers at the base station tends to decrease the correlation between the two received signals [5].

Vertical separation base station space diversity has some attractions for moble radio systems, since in some situations vertical separation may be more easily accomodated than horizontal separation. Veriical separation systems have however received little attention [7]. The restricied study in [7] found that the signais from two vertically separated ancennas were quite hignly correlated up to $10 \backslash$ separation. Moreover it adpeared that the relationship between corrolation and separation disolayed a "standing wave" variation. Separations greater than 10ג were not considered in [7].

## CEL_ULAR YOBILE RADIO

A potential application of diversity reception in monle radio is in cellular systems. Because of the frequency reuse inherent. in cellular mobile racio systems, it is impractical to increase the transmitter power to provide an additional margin ageinst fading in view of the interierence imolications. This would be particularly so in urgan areas wnere the cells are likely to be small, and the fading quite severe because of the highly obstructed transmission paths. Diversity reception offers the possibility of improving recedtion reilablity without increasing transmitter power. Of course, in areas with small cells, where diversity may be most attractive, there would be many base stations. In view of the restricted size of many base station sites, or the cost of rental etc, we would want, or need, to keep the space requirements to a minimum consistent with the desired performance.

This is the tackground for a recently conducted study undertaken at the University of Liverpool, U.K.

## EXPERIME!TTAL STUDY

The aim of the study was to compare the performancs of various base station antenna configurations for use in a diversity system. The principal parameter of interest, of course, is the correlation coefficient of the two received signals. The study was undertaken aty 900 MHz in the Liverpool city area

The base station which operated in the receiving mode was installed on the roof of the Department of Electrical Engineering and Electronics of the University of Liverpool. The equioment comprised two receivers the input signals to which were from two identical half-wavelength dipoles the relative disoosition of which could be altered in both the horizontal and vertical planes. The lcg video outputs of the two receivers (that is outouts proportional to the input signals in dBm ) were recorded on an (8 track) FM tape recoraer.

The 900 MHz transmitter was operated from the mobile which was driven along a preplanned route. Voice commentary and tacno signals from the vehicle were also transmitted on other frequencies, received at the base station and also recorded on the tape recorder.

The test route of approximately 2 km in length contained four separate test sections each of about $200-250 \mathrm{~m}$ in length. The test area was located adproximately 1.3 km from the base station, the maximum range possible with the transmitter and equipment available given that it was necessary for the received signal in the deep fades to be above the receiver threshold.

The data collection was accomplished in the following manner. For a particular antenna configuration at the base station the mobile was driven around the test route, in both directions, as the received signal levels were recorded for the four sections (eight records in all). The four test sections comprised: two highly obstructed sections adproximately circumferential to the base station, one obstructed section almost radial to the base station and one section neither circumferential nor radial and up an inclined road thus resulting in a progressive reduction of path obstruction.

A number of different base station configurations were investigated so their combarative performance could be assessed. The following situations were considered:

Horizontal sedaration only: for separations of multiples of $5 \lambda$, from $5 \lambda$ to $45 \lambda$ (depending on $\theta$ ), for $\theta=0^{\circ}, 10^{\circ}, 20^{\circ}, 30^{\circ}, 60^{\circ}$ and $90^{\circ}$ where $\theta$ is the angle between a line from the base station to the nominal centre of the test area and the baseline of two antennas.
Vertical separation only: for separations from $2 \lambda$ to $24 \lambda$ in increments of $1 \lambda$.
Joint horizontal and vertical separation: near end-fire case ( $\theta=0$ ) for horizontal separation in increments of $5 \lambda$ and vertical separation in increments of $4 \lambda$.

The horizontal separation cases were investigated so as to permit comparison with previously published results $[3,5,7]$, and to provide results obtained in the same test environment for comparison with the other results. The range of vertical separation cases studied was more extensive than that in [7].

Joint displacement cases were oniy considered for cases near end-fire since it is only for sucn cases that the separation distances required for horizontal separation become larçe. One pursose of the investigation of joint displacement situations was to assess whether the required horizontal separation for such cases could be reduced by introducing some vertical separation.

In order to calibrate the data gathering system, known signals were fed into each of the receivers prior to commencing the test-runs and the outputs recorded. These records, together with the records for the test sections for the various antenna configurations were subsequently digitized and the resuits transferred to corouter for processing.

## RESULTS

The analysis of the data, and calculation of the correlation coefficient follows that in [3]. The intial phase of processing the data has been comoleted, and results for two situations are snown in Figs 1 and 2.

Fig 1 presents results for the section or the route which was nearly raalal, and shows the variation of the correlation coefficient with horizontal sedaration. Results are shown for $8=0^{\circ}, 10^{\circ}, 20^{\circ}$, $30^{\circ}, 60^{\circ}$ and $90^{\circ}$. (It should be noted that 9 was measured between the antenna base line and a line to the nominal centre of the test area. The nearly radial route to which fig 1 relates was approximately $6^{\circ}$ from base station/test area centre line.! The key point to note from Fig 1 is that the correlation coefficient tends to decrease with both increasing $\theta$ and horizontal separation. This is in agreement with previously published results.

Results for vertical separation cases are given in Fig 2 in terms of the correlation coefficient as a function of vertical separation. (The results are not functions of $\theta$ of course because of the omnldirectional character of the recelving antennas arrangement.) Two cases are considered in Fig 2; results are given for the nearly radial test section considered in Fig 1, as well as for a neignbouring almost circumferential test section. The interesting aspect of the rasults in fig 2 is that the correlation coefficient decreases with increasing vertical separation. Results for the two other test sections investigated show the same trend. This is in marked contrast to the resuits of the limited study reported in [7] which tended to indicate that the variation of correlation coefficient with vertical separation displayed a stanaing wave character. On the basis of the results presented in Fig 2 a vertical separation of the order of $15 \lambda$ would seem to be satisfactory for vertical separation base station diversity.

Early results for the joint displacenent cases have indicated that for a given hornzontal separation the correlation coefficient is affected by increasing vertical separation, quite significantly so for small horizontal separations, and that for a given vertical separation the correlation coefficient decreases with increasing horizontal separation. Further analysis and interpretation of the results is continuing.

## CONCLUSION

The application of diversity reception in mobile radio has been considered, and the suitability of space diversity noted. Previous work on space diversity for mobile radio was briefly reviewed. and a recent experimental study reported. The
results of this study for horizontal separaticn configurations were broady in agreqment with results published previously, wnile the investicesion of vertical separation conrigurations was more extensive than that in an earlier study. A significant result of this recent investigation is that vertical separation space diversity systems appear feasible with a minimum separation of $15 \lambda$ to obtain correlation coefficient less than 0.7
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#### Abstract

Ibitract: In experimental invest gation i morted of the crosscorrelation of $9(0)$ VHz signals received by two spataally separated antennas at a base station. The investggation embrated vertuczi, horizontal and combined horizontal and vertical separation of the intennas, for transmission from test routes 1.3 km from the base station It was found that a crosscorrelation $\leqslant 07$ i.e. when disersity improtement becomes ugniticantil can best be athieved using verucal separation of the untennus of between 11 , and $13 \%$ for the 13 km cell radius. At Y(x) WHz such an antenna separation is easily ubtained and. in addition, the roof space required is small. Moreover. the crosscorrelation using ertically spaced antennas is independent of the incoming arnval angle unlike honzontally spaced antenndsh, and hence low correlation cin be dehieved while maintaning omnidirtetuonal coverage


List of princıpal symbols
$t$ effective antenna sepdration
$d_{11} \quad$ horizontal separation of base station antennas
$d_{v}$ - veritical separation of base station antennas
$e_{i}$ - complex amplitude of th multipath wave
$E=$ amplitude of ith multupath wave
$f_{D}$ - maximum Doppler frequency
$j$ - Doppler frequency of th multupath wave
$f_{z}=$ sampling frequency
$L^{2}=$ distance of mobile from base station
$\dot{\dot{m}}^{2}=$ estumate of local mean power
$\mathrm{V}=$ number of samples
$p(=)=$ probability distribution functuon of variable :
$r_{H}=$ effective distance of scatterers from the mobile for multupath waves received in a horizontal plane
$r_{1}=$ effective distance of scatterers from the mobile for multupath waves received in a verucal plane
$R(t) \quad$ ume-vary ing signal strength envelope
nfl ume-varying Raylergh-distributed signal strength envelope sampling interval

* = complex conjugate of compler variable $=$
$=$ ensemble average of vanable z
- angle between two base station antennas and a mobile
$x_{H}=$ arrival angle in honzontal plane of incoming multipath wave
$=$ arrival angle of th multipath wave
$x_{r}=$ arrival angle in vertical plane of incoming multipath wave
. = wavelength
$D_{1}=$ phase of th multipath wave
$\mu_{\rho m 1}=$ crosscorrelation between two signal envelopes
$\rho=$ complex crosscorrelation between two signal envelopes
= carrier angular frequency
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## 1 Introduction

In mobile radio, the received signal envelope is composed of the superpostion of fast and slow fading components [1]. The fast fading (Raylengh fading) is caused by the interference between multipath waves from the surrounding scatterers. The slow fading (sometimes called lognormal fading or shadowing) is caused by gross variations in the terrain between the base and mobile stations.

Diversity reception [2] is one of the most promising techniques available for reducing the effect of the rapid and deep fading. Practucal diversity systems for mobile radio are unlikely to employ more than two branches. since as the number of branches increases the incremental improvement decreases and in addition the system becomes more complex. For diversity reception at the mobile the antenna separation need only be around $0.2 \%$ sunce the principal scatterers surround the mobile. At the base station, however, the antenna spacings required are considerably larger because the spread in arrival angles is small compared with that experienced at the mobile. Lee [3] studied the crosscorrelation $\rho_{\text {env }}$ berween the received sıgnal envelopes at two antennas as a function of the horizontal spacing between the antennas (which were at the same height), and the angle $x$ which the two antennas make relauve to a line joining the base station with the mobile test area. He concluded that increasing the antenna separation reduced $\rho_{\text {env }}$, and that the smallest values of $\rho_{\text {enc }}$ occurred for a broadside configuration ( $x=90$ ). Recently Kozono and Turuhara [4] carried out an experimental study in the Tokyo area and reported similar results. In another study Rhee and Zysman [5] considered both vertucal and horizontal separation. Their resuits indicated an oscallating tendency for $\rho_{\text {env }}$ with increasing vertical separation.

This paper reports the results of a series of field trials in which a moble transmitted to a base station where the multipath waves were received on two antennas. Various antenna configurations were used: vertical separation over a range from 2 to 24 wavelengths, horizontal separation at various angles $\boldsymbol{x}$ (from endfire to broadside), and a combination of both horizontal and vertical displacements for the endfire case. Results reported here give values for $\rho_{\text {env }}$ determined using normalised data which are obtained by dividing the instantaneous signal envelope by an estimate
of the locell mean. The values of $\mu_{\text {ane }}$ are presented as a lunction of antenna configuration. and compared with balues obtaned from ia theoretical model which describes the elfect that a spread in arrival angles has on $p_{\text {anv }}$.

## 2 Crosscorrelation calculation procedure

21 Effect of crosscorrelation on diversity improvement The crosscorrelation $\rho_{\text {int }}$ between two Rayleigh fading ugnal envelopes reduces the effective received signal power, with two-branch diversity, by $\left(1-p_{\text {em }}\right)^{12}$. However, because deep rades occur only rarely, useful duersity advantage can still be obtained for $p_{\text {ant }}$ as high as 07 Since the principal scatterers surround the mobile. It is relatively casy to obtain a low $\rho_{n c}$ at the mobile end of the link, and in such a case the minimum required spacing is tround $0.2 \%$. However, at the base station the required antenna spacing will be larger than at the mobile. since the arrisal aneles of the multipath waves are concentrated wilun a small sector. The correlation is a function of the urrisal angle of the multipath waves. the distribution of the xalterers surrounding the mobile and the antenna spalang. This means that the orientation of the routes travelled. relative to the base station. and the different types of area (t e. suburban, urban etc.) affect the crosscorrelation.

### 2.2 Estimation of local mean

The received signal envelope is composed of supenmposed tast and slow fading components To calculdte $\rho_{\text {enc }}$ we have to remove the slow fading component. often called the local mean. which varies in a random manner To estimate the local mean a moving average method can be used. The received signal strength $R(t)$ can be represented as

$$
\begin{equation*}
R(t)-r(t) m(t) \tag{1}
\end{equation*}
$$

where $m^{2}(t)$ is the local mean power, which is the total power of the incoming multupath waves arriving at the receiver, and mfl is a normalised received signal strength which baries quicklv 11 e. fast fadingl In an urban aren, the number of multipath waves can be assumed to be very arge, and thus mil) becomes a Ruvleigh process having unsts power.
in estimate of the local mean pouer. $m i_{n}$, at a time $i_{n}$. for a tehicle moving at a constant speed can be lound from $a$ series of $V$ samples using the following moving sverage method.

$$
\begin{equation*}
\dot{n}^{-}\left(t_{n}\right)-\frac{1}{V_{m=}} \sum_{i=112}^{V} \frac{R^{2}\left(t_{n-m}\right)}{2} \tag{2}
\end{equation*}
$$

where $\min ^{\prime}\left(t_{n}\right)$ is the estimate of the local mean power 4 sing $i^{-1}\left(f_{n}\right)$ the esumated fast fadine component $\dot{r}(1)$ is given by

$$
\begin{equation*}
n\left(t_{n}\right)=\frac{R\left(t_{n}\right)}{V\left[m^{-}\left(t_{n}\right)\right]} \tag{3}
\end{equation*}
$$

Thus estumated fast fading (ie. the normalised signal) can be used to calculate the crosscorrelaion.

The length of tume over which $m^{2}$ is estimated is $T=$ $V f_{s}$. If $T$ is chosen too short then the local mean is poorly estumated. since fast fading components are stull present. If $T$ is too long the slow fading is largely lost. To establish a satısfactory value for $T$, a prelımınary study was undertaken using a pure Rayleigh fading signal. It was found that the local mean power could be estimated to within $\pm 2 \mathrm{~dB}$ using a normalised averaging time length $\int_{D} T \simeq$ 12. and an estimate within $\pm 1 \mathrm{~dB}$ can be obtained using $f_{D} T=64$. For values of $f_{D} T>12$, the improvement in the
ateuracy of the estimate improves very slowly with increasing $f_{n} T$. In the analysis of our data. $f_{D} T=16 \mathrm{was}$ chosen. The diriving speed of the vehicle was hept at d nearly constant 10 m s , which gives a maximum Doppler frequency of around 33 Hz . The observation period is thus 0.5 s , which corresponds to an observation length $L=$ $\left(f_{D} T\right) i=5.3 \mathrm{~m}$. The data were sampled at a rate of 1 kHz . which represents 501 data points in the estimation of the local mean.

### 2.3 Crosscorrelation calculation

The crosscorrelation $\rho_{\text {env }}$ between the normalised signals at two antennas is calculated using [6]

$$
\begin{equation*}
\rho_{e n r}=\frac{\overline{\hat{r}_{1}(t) \hat{r}_{2}(t)}-\overline{\hat{r}_{1}(t)} \overline{\hat{r}_{2}(t)}}{\left.\sqrt{\left[\overline{r_{1}^{2}}(t)\right.}-{\overline{r_{1}}(t)^{2}}^{2}\right]_{V}\left[\overline{r_{2}^{\prime}(t)}-\overline{\hat{r}_{2}(t)^{2}}\right]} \tag{4}
\end{equation*}
$$

where $\hat{r}_{1}(t)$ and $\hat{r}_{2}(t)$ are the estimates of the fast fading components of the two received signals, as obtaned from eqn. 3. Because the test routes were long ( $200-250 \mathrm{~m}$ ), it is reasonable to assume that the princtpal scatterers surrounding the mobile would change ds the vehicle progressed along a test section, and thus so would $\rho_{\text {env }}$. This effect was investigated by determining $\rho_{\text {eno }}$ for data segments. of 2 s duration, along each of the routes traversed. These segments were found to have normalised signal envelopes which followed a Rayleggh distribution. The values of $\rho_{\text {eno }}$ varied quite considerably over the segments of a section and for the various antenna configurations. An average value of $\rho_{\text {env }}$ was determined for each section.

## 3 Experimental configuration

A test area, of varying topography, was chosen in the Everton district of Liverpool. Several routes were selected in the test area. these being positioned in approximately radial or transverse directions relative to the base station. The two types of route were chosen since the relative posithon of the scatterers would create different received signal statistics at the base station. A third type of route was also selected which allowed the mobile to move both radially and transversely (relative to the base station) on a hillside that included some locations giving line of sight propagation. Fig. 1 shows the vanous sections within the test area in relation to the base station. some 1.3 km distant. The base station was located on the roof of the Electrical Engineering building at the University, some 35 m above ground level.

The mobile transmitted a 5 W CW signal at 896.5 MHz via a vertical monopole antenna mounted on the roof of the vehicle. In addition, the vehicle was equipped with a transceiver for voice communication with the base station. The mobile was driven around the test route at a nearly constant speed of 10 m s . The test route was composed of four sections. each some $200-250 \mathrm{~m}$ in length. which were traversed in both directions.

At the base station a pair of half-wavelength dipoles, mounted vertically, were used in a variety of spaced configurations. The following situations were investigated for each section:
(a) Horizontal separation only: The base station antennas were operated at the same vertical height for horizontal separations from 5 to $50 \lambda$ in $5 \lambda$ steps for antenna angles $\alpha$ of $0^{\circ}, 10^{\circ}, 20,30^{\circ}, 60^{\circ}$ and $90^{\circ}$. The antenna angle $\alpha$ is the angle made between the two antennas and a line joining the base station with the centre of the test area.
(b) Vertical separation only: The antennas were
mounted verucuily and separated in $1 /$ steps from 2 to Itノ.
(c) Jomi horizontal and certical eparation: In this case 2 wis arranged for the endrire configuration $(x=0)$ and the horizontal spacing was increased from 5 to $45 i$ in $5 i$ increments for vertucal separations of 4 to $16 i$ in $4 \lambda$ steps.
The stgnal strengths from the two base station antennas uere recorded on an eight-track FM recorder using the log-video outputs of two field-strength measuring receivers connected to each of the antennas. Thus the recorded values varted linearly in decibels. Preplanned marhers on the test route were used to identufy the start of data collection. Subsequently the data on the FM tapes were digltused, at $\downarrow 1 \mathrm{kHz}$ samping frequency, and recorded onto


Fig. 1 Test area in relation to base tation and antenna arrangement becti ns labelled $A$ to I refer to data routes. Parameters $H$ and $V$ refer to horizontal nd vert cal antenas displavemenis. $x$ is the antenna angle see text for defintioni
computer masnetic tape $A$ 'sample-and-hold' circuit was used $n$ conjunction with an andlogue digital convertor (ADC) to ensure simultaneity in the data. The ADC was an eight-bit machine with a resolution of 03 dB over $d$ drnamic range of $75 \mathrm{~dB}(115 \mathrm{dBm}$ to 40 dBm$)$. The 120 Mbyte of data gathered were transferred. in stages. onto one of the Unıversity's manframe computers (an (BM 3083) for analysis.

## 4 Experimental crosscorrelation

### 4.1 Vertical separation

Fig. 2 shows the crosscorrelation of the envelopes of the signais received on two antennas at various antenna spacings for radial and circumferentual routes. Both routes show a monotomic decline in $\rho_{\text {ent }}$ with increasing antenna separation. The radial section has, overall. a larger reduction in $\rho_{\text {onv }}$ for a given antenna spacing than the circumferential route. This is especially pronounced for large antenna spacings. This feature can be explaned in terms of the radial route having a larger spread in arrival angles in the vertical plane than the circumferential route (see Discussion). It is generally accepted that for $\rho_{\text {env }} \leqslant 0.7$ an improvement in the received signal statistics can be acheved using a two-branch diversity system. In the case of vertical separation. $\rho_{\text {env }}=0.7$ can be achieved at an
antenna spacing ol between 11 a and 13 , for radial and circumferential routes, respectuely.

### 4.2 Horizontal separatıon

The crosscorrelation data at various horizontal antenna spacings and for various antenna angles $x$ over radial and circumferential routes are shown in Figs. 3 and 4, respectively. In both sections it is seen that as the horizontal separation increases $\rho_{\text {env }}$ decreases for all antenna angles. In addition, it can be scen that, as the antenna configuration approaches the endfire case $(x=0) \rho_{\text {ane }}$ increases for nearly all values of horizontal separation, which is in


Fig. 2 Crosscorrelation betueen stgnal entelopes ( $\mu_{\text {ear }}$ ) recetced on tho untennas spaced at larious tertical separations, for data from a radiul and a circumterential route

- eary radia route Bu
- nearly crrcumierental route $\mathbf{C}$
agreement with the trend found by Lee [3]. Overall. the talues of $\rho$.nv reported in this paper are smaller than those of Lee. It is believed that the differences can be attrnbuted to the larger spread in multupath arrival angles in the Liverpool experiment. these arising because the test area is closer to the base station ( 1.3 km ) than that used by Lee. The overall crosscorrelation is lower for the carcumferential route than for the radial one. Again, this is attributed to a difference in the spread of arrival angles in the horizontal plane. In the case of the circumferential route the spread is larger, thus producing a lower value of $\rho_{\text {env }}$.


## 43 Joint separatıon

The crosscorrelation between the signal envelopes. received at two antennas separated both vertically and horizontally, is shown in Figs. 5 and 6. The endfire case is Illustrated, and the Figures show data from radial and circumferential routes, respectıvely. For both cases it can be seen that an increase in either horizontal or vertical separation produces a reduction in $\rho_{\text {env }}$, with vertical separation having the larger effect. This is consistent with the two individual cases of horizontal and vertical separation dealt with earlier. The overall crosscorrelation is lower for the circumferential route than for the radial route, and again this is consistent with the results for horizontal separation alone at $\alpha=0^{\circ}$.
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Fig. 6 Crosscappoldtun retween vanal emetanes
 zontulls dna erticuin az $=0$. 'or duta trom a a :rumberential route

## 5 Theoretical analysis and discussion

### 5.1 Horizontal separation case

Constder the transmission from a moving sehicle recented by the two antennas at the base station It is assumed that no line-of-sight propagation path exists, and that all the udves recewed at the base station come from scatterers urrounding the mobile unit It is lurther assumed that there are no local scatterers at the base station, and that the distance between the mobile transmitter and the base station receivers is much greater than the antenna separauon. The co-ordinate system for this model is shown in Fig. 7 Under these ussumptions. the recerved signals $e_{1}(f)$






andez(t) are given bs

$$
\begin{align*}
e_{1}(t)= & \left.\sum_{i-1}^{v} E_{1} \exp j\left[\mid \omega_{c}-2 \pi t\right) t-\omega_{1}\right]  \tag{151}\\
e_{2}(t)= & \sum_{i-1}^{i} E_{1} \exp \left\{d \left[\left(\omega_{c}+2 \pi f_{1}\right) t\right.\right. \\
& \left.\left.-2 \pi \frac{d_{l}}{\dot{i}} \cos x_{i}+\phi_{i}\right]\right\} \tag{6}
\end{align*}
$$

Since the multipath waves come from different scatterers, the random phases $\phi$, are independent.

The normalised crosscorrelation between the two recesced suensls may be obtanned from

$$
\begin{align*}
& y=\frac{\vdots_{1} e_{1}(t)-e \cdot(t), e_{1} e_{2}(t)-e_{2}(t):}{\left.\sqrt{\left[\frac{1}{2}\right.} e_{1}(t)-e_{1}(t) \quad\right]_{1}\left[\begin{array}{lll}
1 & \left.\left.e_{2}(t)-e_{2}(t)\right\rangle^{2}\right)
\end{array}\right.} \\
& =\frac{1}{2} \frac{\sum_{1}^{v} E_{1}^{2} \exp \left\{-J\left(2 \pi \frac{d_{H}}{i} \cos x_{1}\right)\right\}}{\frac{1}{2} \sum_{1=1}^{n} E_{i}^{2}} \tag{7}
\end{align*}
$$

Assumang the multipath waves have identical amplitude. i.e. $E=E$. then eqn. 7 becomes

$$
\begin{equation*}
\rho=\frac{1}{V} \sum_{1} \exp \left\{-\lambda\left(2 \pi \frac{d_{H}}{i} \cos x_{1}\right)\right\} \tag{8}
\end{equation*}
$$

If we assume a large number of recenved waves. where $7(x)$ is the probabilits density function (PDF) oi $x_{1}$. we have

$$
\begin{equation*}
\left.=\int_{-}^{-} \exp \cdot-\left(2 \pi \frac{d_{H}}{1} \cos x_{1}\right)\right\}_{p} p\left(x_{1}\right) d x \tag{91}
\end{equation*}
$$

Since the arrival angles at the base station are concentrated within a small angular width at an angle $x_{H}$, eqn. 9 can be adproximated by

$$
\begin{align*}
\Omega= & \left.\int^{-} \exp \cdot-2 \pi \frac{d_{H}}{2} \cos x_{H} \cos \left(x_{2}-x_{H}\right)\right\} \\
& <\exp \left\{\operatorname{la\pi }\left(\frac{d_{H}}{2} \sin x_{H}\right) \sin \left(x_{1}-x_{H}\right), p(x) d x_{1}\right. \\
= & \exp \left\{-2=\frac{d_{H}}{i} \cos x_{H}\right\} \\
& \times \int_{-}^{\pi} \exp \left\{\rho \pi\left(\frac{d_{H}}{i} \sin x_{H}\right) \sin \left(x_{i}-x_{H}\right)\right\} p\left(x_{1}\right) d x_{1} \tag{10}
\end{align*}
$$

if the angle $x_{H}$ is not near $0^{\circ}$.
Thus. the crosscorrelation of the envelopes of two signals can be obtaned from [7]

$$
\begin{align*}
\rho_{\text {env }} & =|\rho|^{2} \\
& =\left|\int_{-}^{\pi} \exp \left\{j 2 \pi \frac{d^{\prime}}{i} \sin \left(x_{1}-x_{H}\right)\right\} \rho\left(x_{2}\right) d x_{1}\right|^{2} \tag{11}
\end{align*}
$$
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 $4 \quad l_{11} \times n$ in 112
I wn II ，hows that the crosseorrelation is dependent on the arrad anele．Fo further examone thas effect．｜er an assume that the dostribution of arraval anele poxt，in the horiontal plane．is a Giausian distribution with a barmance of $\sigma^{2}$ ：

$$
\begin{equation*}
\left.r(x)-\frac{1}{\sqrt{12 \pi 1 \pi}} \operatorname{wp} \quad \text { (e } \quad x_{11}\right)^{2}=\sigma_{1}^{2} \tag{13}
\end{equation*}
$$

 the mobile．and that the base－mi die dhame is muth ar er than the dntance if the catterers of im the mobile． ＇he pread $\sigma$ of the arrasa anule si the mumpatin wates ，小en b

$$
\tau \sim\left(r_{11} L\right)
$$

 in oile．：ncosured perfenamular t，the me nie 0 bac frection．It wan he een ir mom eqn 11 and ta tata the ar seorrelatoon approathe anty as the me ofe－nase do－ ＇ance besomes larser．

Fin＇and＇how hoth expermmental and predicted



Fig 3 ，$, \quad, \quad r, \quad, \quad, 1, \quad 1,1$,






 from eqn． 11 by numercal integration）for $a$ opread in arrital angles of 1 to 6 ．The expermental data and the theoretical model appear to deree quite reasonably for a small spread in arrival aneles．The spread in arrival angles for the radial route lies between 1 and 3 ，while for the circumferential route it is 2 to 6 ．The difference between the two can be explained in terms of the orientation of the routes．The circumferentral route．when viewed from the base station．subtends a larger angle than the radial route． leading to lower correiation values fur a given base station antenna contiguration．Cising ean．It we find that the effectuse distance of the scatterers from the mobie is between 23 and 69 m for the radai route and between +5 and 136 m for the carcumerental route．These values suggest that the primcipal scatterers are along the routes． The effectue distances of the scatterers from the mobiic tre．in general． vmaller for the radial route than for the circumierential une in the case $f$ horizontal antenna eparation．

## 52 Vertical separation case

The results obtained for horizontal separation of the antennas can be appled to the cate of veratal separation wh rome modincation．The co－oranate sistem for the model is shown in Fig．10．T＇ue crosscorrelation is gle en by
antenna 2
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－he ame supresson lveun ！！．Wuh

$$
\begin{equation*}
1=l_{1} \cos x_{1} \tag{115}
\end{equation*}
$$

$$
\begin{equation*}
\sigma=\left(\frac{r_{1} \sin x_{1}}{L}\right) \tag{16}
\end{equation*}
$$

where $\sigma$ is the spread oi the mulipath arrival angle in the cortical piane．The resuits tor the horizontal separation case suggest that the proncipal scatterers are jocated along the route of the mobile in an area $46-1.36 \mathrm{~m}$ wide by $90-272 \mathrm{~m}$ long．Hence the effectise distance $r$ ，of the scat－ lerers from the mobile．measured parallel to the mobile to base station direction．is 23－68 m for the urcumierental route and $+5-136 \mathrm{~m}$ for the radial route．Theretore．the radial routes have a larger apread in armal angle $\sigma$ in the sertical plane than the circumferential routes，thus produc－ ing a lower $\mu_{\text {enu }}$ ．This agrees well with the results shown in Fig．：

For a small spread in the arrival angle．a further approximation to eqn． 11 can be made as follows：

$$
\begin{equation*}
\rho_{e n t} \simeq\left|\int_{-\pi}^{\pi} \exp \left\{j 2 \pi \frac{d^{\prime}}{i}\left(x_{1}-x\right)\right\} p\left(x_{1}\right) d x_{i}\right|^{2} \tag{17}
\end{equation*}
$$

where $x=x_{11}$ for the horizontal antenna separation case and $x_{i}$ for the vertical antenna separation case．The inte－ gral on the right－hand side of eqn． 17 is equal to the char－
acteristuc function of the variable $x_{1}$, which is detined as the Fourier transiorm $F\left({ }_{3}^{\prime}\right)$ with ${ }_{5}=2 \pi d^{\prime}$ i on ats probabilil) distribution function $p\left(x_{1}\right)$. Assuming that $p\left(x_{1}\right)$ follows a Guussian distribution function, we then have the following simplified expression:

$$
\begin{aligned}
\rho_{\mathrm{env}} \simeq \exp & \left\{-\left(2 \pi \frac{d^{\prime}}{i} \sigma\right)^{2}\right\}= \\
& \left\{\exp \left\{-\left(\frac{2 \pi}{i} \frac{d_{H} r_{H} \sin x_{H I}}{L}\right)^{2}\right\}\right.
\end{aligned}
$$

for horizontal separation

$$
\begin{equation*}
\exp \left\{-\left(\frac{2 \pi}{f} \frac{d_{v} \cdot r_{v} \sin x_{v} \cos x_{v}}{L}\right)^{:}\right\} \tag{18}
\end{equation*}
$$

for verucal separation
In general. $x_{y}$ is very small. even for a small mobile-base distance of 1.3 km , and hence cos $x_{V} \simeq 1$. In contrast. however. $x_{H}$ can vary over $0 \leqslant x_{H}<2 \pi$, in which case eqn. 18 suggests that the vertical antenna separation case can dehieve 4 lower $\rho_{\text {ant }}$ than the horizontal separation case with the horizontal arrival angle $x_{H}$ of the mulupath waves being very small. irrespective of the orientation of the routes travelled. Indeed. a comparison of Figs. 2-4 shows that $\rho_{. n t}$ for the vertical separation case is lower than that of the hurizontal separation case when $x_{H}=0$ and higher when $x_{H}=10 \quad 90$.

## 6 Conclusion

An experimental investigason of tarious antenna configurations for use in mobile radio base station space diversity reception has been reported. The results show that a consistent reduction in the crosscorrelation between two signal envelopes. detected at the base station, is best acheved using vertically spaced antennas. This suggests that space diversity systems can be implemented using antennas with vertical separations of between $11 i$ and 13 \& When signals recerved are from a mobile, at a distance of toout 1.3 km . At distances greater than 1.3 km it is
expected that the trend in reduction of the crosscorrelation will be similar, but that the absolute crosscorrelation will be higher, owing to the smaller spread in multipath arrival angles. A similar argument leads to the conclusion that for vertucally spaced antennas the crosscorrelatton will be reduced for smaller cells, because of an increase in the angular width of the effective scatterers surrounding the mobile, when viewed from the base station. We also conclude that vertucally spaced antennas have a distinct advantage over horizontally spaced antennas in that the crosscorrelation is not a function of the horizontal arrival angle of the multipath waves. In addition. vertically spaced base station antennas require little roof-top space (approximately +m at 900 MHz ).
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# THE PERFORMANCE OF VARIOUS DIVERSITY COMBINERS ON Signals received at a base-station site 

M. T. Feeney+ and F. Adachi*

SLMMARY

า a multipain environment the recerved signa!, zoth at ine modile and the oase station, .s scoject to deep and rapid racing. This causes problems for cigitáa and anatoque type transmissions. It may de overcorre, to some erient, by implementing rarious aiversity tecnniques. Cne sucn tecnnique stalizes aiversit/ comoiners e-g. selection, equal-gain, maximal ratio, 'switioh 3nd stay' and 'switen and examire') with scaced antenna systems.

Extensive field triais rave seen carried out in which a mobule iranstittec is a base station equipped for spaced antenna diversity reception. Data from these triats have been used to compare various forms of diversity comoiner. Results from such comoarisons take the form of, the cummulative prodability distribution function, the level crossing rate and fade duration. The latier pararreters are especial!y
important for digital transmissions since they orovide information on the Durst error occurrence and rength. The resuits 'or the diversity zembiners are also sompared for varıous 'ading correlatiors, which are a corsequence וכ the anterna configurations used.
i. $\quad$ iNRCCLCN:
in modi.e racio, 'he rece.ved signai is sloject :o multipath fading. The signal enveiope is comoosed of a fast fading signal superimposed on a sic.r fading sigrai. The fast fading results from the interiererce between scattered radio paths in 3 region betweer the base and mobile stations. The slow 'ading is calsed by the rarying terrain cetween the base and modile stations.

Diversity receot:on il] ss one uf the most oromising iecnnaques avaladie wnich san reduce the iading effect. Since the dirersity antennas эre c.ose to each other (less than a few tens of wavelengtns), the :echnique has little effect on the slow fading component.

When digital modulation is used, the radio link performance deteriorates rapidly when the received signal fades below some systemdetermined threshold. The statistical parameters for the rate of occurrence of a signal crossing
a pari:c'ular ievel, and the duration of fage de.c.n a ave! are :mpcrtant in system oesign [2].

There does not exist in the literature, io the authors' nnowledge, any comparison oetween calculated and experimental results cotalned from several diversity reception scremes. Lee [3] analysed the level crossing rate for just one system assuming a precetection equal-gain combiner and a low crosscorrelation among fadirg signals.

This pader presents the measured cata for the statistics of ievel crossing rate (LCR) and fade duration wnen predetection selection (SC), equal-gain combining (EGC) and maximalratio comoining (MRC), schemes are used. In acdition, we present results using 'switcn and stay' (SS) and 'switch and examine' (SE) strategies. The experimental data are compared with results obtained theoretically for a simple case of no cross-correlation.
II. DNERSITY CPERATION

The SGC and MRC strategies copnase and comoine ali the receired signals. MRC weights the received signals in preportion to tre respective enveicoes lassuming tre receiver noise power is identical in al of the brancnes). The SC selects one ci the received signals wnocn רas the argest signal enveloce, anc so is the simplest. Practical combiners have been proposed for EGC and MRC for use in mobile radio
systems [1]. To realise the action obtained by SC with less complexity, 'switch and stay' and 'switcn and examine' straregies have been proposed [4]. SS and SE switch between antennas whenever the received signal falls below a switching threshold. If the new signal is sti!! below the switening threshold, then SE switches back to the previous antenna after a certain examining period. SS and SE are simple to implement and hence are attractive for mobile radio use. However the signal statistics are a function of the switching threshold, and although the SE strategy allows for a quicker return to a higher signal level than the SS strategy, the rapid switching causes accompanying noise bursts.

In order to compare various diversity combiners we introduce the effective signal envelope ( $R$ ), which is determined from the

[^19]

Fic.i. Measured CDF of a normalısed fast fating slona! envelope for various diversity schemes.


Fig.2. Measured LCR and average fade duration for SC, EGC and MRC strategies.
resultant signal－to nolse ratio（Sivp）aiter combining，since the receiver noses are alzo added for EGC and MRC．When the recelsed signal envelopes are $R_{1}, R_{2}, \ldots R_{N}$ ，for a $N$ branch system，the effective signal envelope is given by：

$$
\begin{aligned}
& R= \frac{R_{N}}{R_{1}+R_{2}+R_{y}} \\
& \sqrt{N} \text {, for } S C, S S \text { and } S E \\
& \sqrt{R_{1}^{2}+R_{2}^{2}+\bar{R}_{V}^{2}}, \text { for } \text { URC }
\end{aligned}
$$

：f ine erfoctive envelopes are the same then re sombirer sutpu＇s have the ，ame こidR．

## As the number of giversit，branches

．ncreases，the increase in aversity improvertent becomes less and the recelver structure beccmes more complex．A two－brancn diversity $N=2$ ） svstert，wnicr 15 considered to be the nost oraciical，was adopted for our experimert．

## ＇II．E KPERIMENT

The data for this paper oriçmates from field rriais carried out in an urban area of Liverpoos using a mobile which transmitted to a base
station．The data were recorded，at the base station，as signal strength values from the outout of fieid strength receivers that were connected to two antennas．These antennas were positioned for various configurations relative to each other and the mobile test area．The mobile trans－ ritted a 25 watt continuous wave at 896.5 MHz ssirg a vertical monopore antenna mounted on ＂he ioot of the venic．e．The venicie was ariven frcind 3 prea．anned route in ine test area，some ．．‘ゥ Jistance＇rom tre base station，at a －ear．f constant－Deed of arounc lOmisec． －ne data used ．$n$ this pacer are taken tron a $\quad$ ：Jute wnicn was some $\quad$ Eum in length that lay $\quad$ feariy circumferential relative to the base station．The base station was located on the soi Jf the separment at a meignt of 35 meters scove the grcund evel．Two er：icaliv mounted －ヨi＇wave！engin cipotes were used，at ine zase stat：on，to receive the nultijath signais． For this pader we use data ootaıned when the aniernas were configured in a stacked manner －or separations of +10 and 20 wavelengths， ．vricn corresponds to envelope cross－correlations Penv），detween the two received signais，or $0.73,0.75$ and 0.42 respectively．These cross－ rorrelations nere obtained by averaging aross－ correlations for two second segments over the whote section length（approx． 300 m ）．The two received signals were recorded on a multi－ track FM tape recorder using the $\log$－video output of the field strength receivers．The FM tapes were later replayed and the two tracks holding the signal strength data were simultaneously digitised by means of a＇sample and hold＇ circuit and an eight bit analogue to digital converter．The digitised values were then reco－ rded onto computer magnetic tape and later transfered onto one of the Universiy＇s main－
frame computers．

This data base has enaoled a true comp－ arison to be made between various diversity reception systems by simulating the diversity action using identical data．The diversity schemes are compared using a number of stat！stical results such as；the cummulative probadtity distribution sunction（CSF），the leve！ crossing rate（LSR）and the average fade dura－ ton tor the oridinal signal onve！ope 3no the eifective envelope after diversity has been empl－ ofed．Priar to determining these parametars ine data is flitered to remove the slow fading gomoonent．This is acnieved oy normaiising the enve！cpe ty tre ：ocal rean．The recemes signal envelcoe $Z(t)$ ，is a comoination of $a$ ast $r(t)$ ard slow $n,(t)$ fadirg comoorer：s $\operatorname{sic}$ ihat：

$$
\begin{equation*}
R(t)=r(t) \sqrt{m_{l}(t)} \tag{2}
\end{equation*}
$$

The local mean power $\left(m_{f}(t)\right)$ is estimated using 3 moving average method by：

$$
\hat{T}_{2}\left(t_{n}\right)=\frac{1}{N} \sum_{m=\frac{N N+1}{2}}^{\frac{N-1}{2}} \frac{\left.R^{2} t_{n+m}\right)}{2}
$$

where $N$ is the averaging window width．To remove the local mean variation the origional envelope $R\left(t_{n}\right)$ is normalised by the estimated local mean such that；

$$
\begin{equation*}
r\left(t_{n}\right)=\frac{R\left(t_{n}\right)}{\sqrt{\tilde{m}_{R} i t_{n}}} \tag{4}
\end{equation*}
$$

IVa．E KFERIMEVTAL REELLTS
In tre following section we present resuits for the eisects that $S C, E G C, M R C, S S$ and $S E$ Jiversity strategies have on statistical parameters such as the CDF，Lこマ and average face duration for data with envelope cross－correlations of $0.93,0.75$ and 0．42．Figure 1 snows the CDF for each of the diversity strategies（using $a$ －lOaB switching threshold for $S S$ and $S E$ and a 2 millisecond duration for SE）for data with $\rho_{\text {onv }}=0.42$ ．All of the scnemes show big improvements compared with the case of no diversity，especially when deep fading jccurs． Typical improvements at the $1 \%$ level are；
5.25 dB using SS
6.93 dB using SE
8.83 dB using SC
9.52 dB using EGC
10.15 dB using MRC

Clearly the choice of switching threshold has a large effect on the improvement which SS and SE strategies can provide．The effect that the various strategies have on the LCR and average fade duration is shown in Figures 2 and 3 ．In these figures the term＇normalised crossing rate＇refers to the number of crossings per second，of a particular level，divided by the maximum Doppler frequency（which for



Fig.4. Effect of $\rho_{\text {eny }}$ on the measured CDF for MFこ and senv on trategres.
sur experiment was $3^{7} \vDash 2$ ）．The inormalieed aserage fade duration＇is the duration，in econds，of a fade belon a paricuiar level multiplied by the maximum Doppler frequency． In all of the schemes the LCR is considerably reduced for situations when deep fading occurs． The SC，EGC and MRC cases have the largest improvement on LCR with again，the switch－ ．ng thre nola atfecing the improvement prosided of the $S S$ and $S E$ cases．In terms re averace face aurati i the SC，EJこ 3nd MRE ca es show a consistent reducticn $n$ the duration of a facs，with the larcest ror vement deing proviged bv MRC．Eeicw re sevitoning thresnold tre GS and SE sira＊egles non mo reouction in the eace duratinn．
 $s$ nown $n=$ icure $41 r$ the VRC and $S S$ ca，es． ．n botn wases $3 n$ rcrease ．n $\rho$ en，recuces the a pecilde imorovement．How̉ver where as in the limiting case of $\rho$ anv $=1$ the $S C$ ，SS and ${ }^{-E}$ stratog：es show $n$ improvement，the ＝aC and vRC cases have a minim am 3cE rrorovement．F gures 5 and 6 now the $-C R$ ard averaae face Jurat，$n$ ver a－ange of
$\rho$ anv for MRC and ES re pectively．For MRC the $V$ ©R is maximised for increasing $\rho$ any and oven as $\rho$ ock approache a high ralue there is ill $\exists$ sigñ．ficant reduction in the LCR．The average fage duration，using MRC，changes little with $\rho$ and remains approximately halved． The SS cadiv，in Figure 6 ，snows a greater incr－ ea e in LCR for enlarging $\rho$ onv than that for the MRC case，and in addi＊ 10 hi，the choice of switcning thresnold consideraoly affects the perfcrmance．The average face duration tenos －owards the no dirersity cae as $\rho$ any incr－ －a：e．Je，and the withirg hresnêd point －he average vace Juration .5 ci arrorived for


$$
\because \quad \text {. ell <rown -qat be gavaาtage or }
$$

 or a cros－orraiation ap $\because \because . \quad$ Tris 15 een in all of Jur results＇or the CCF，LCR and averade sace durat on for all strategies exceot rat is ana $-E$ have a recuced improve－ －en：witn sega：o 0 － 0 and fage duration． －acmieve a $\rho$ arv or $\mathrm{O}^{-}$at the mooile an antenna spac．ng $\hat{j f}^{\vee}$ around half a wavetength $s$ reauirea．To acrieve a eimilar $\rho$ anv $3 t$ the ve e staticn，wren tre modile s－omve l． 3 km j．starce，the antennas can be separated －rilcallv epart by arjund 12 wavelengths．
:sb. - ALCルLAES RESLLTS
in Ravleigh fading，the received sioral envelope at eacn branch，has a probability cistribution func：icn（PDF．given by，

$$
\begin{equation*}
p(R)=\frac{R}{\Gamma} e^{-R^{2}} \frac{2 \Gamma}{2} \tag{5}
\end{equation*}
$$

where，from now on，$R$ is the envelope，and $\Gamma$ is the average signal power（viz $\mathrm{m}_{\mathrm{f}}(\mathrm{t})$ ）．When predetection diversity is used，the signals are combined in phase or switched．For independent Rayleigh fading，the PDF and CDF are given in Tabie I for various diversity strategies．

The calculated CこF is srow in $=19.7$ for each of the diversaty strategles．It can ve shown that MRC has the best performance，and that SC and EGC achieve a reduced improvement， relative to MRC，of -1.5 dB and -0.88 dB respect－ ively．In the case of SS and SE the diversity gain varies according to the switching threshold． The calculated and measured CDF（Figs． 7 and （ respectively）are quite similar．

7re Lこに is ze\％ired as the רurber $=f$ negative or positire－zoirg crossings per second of the equivelont signal envelooe $R$ ，and is obtained＇rom：

$$
\begin{equation*}
V_{F}=\int_{0}^{\infty} \dot{q} \rho \dot{Q}, \bar{R} \quad \dot{Q} \tag{6}
\end{equation*}
$$

vnere $\dot{R}$ is the rime ceri，aive of $₹$ and $\Omega(\dot{Q}, q)$
is the joint PDF．If we consider $R_{1}$ and $R_{p}$ as the equivaient envelcpes of each bramen then since $\dot{R}_{1}$ and $\dot{R}_{2}$ are indeoendent of $R_{1}$ and $R_{2}$ and trey are mutuall／independent zero－mean Saussaan varables，then their var！ance is given by；

$$
\begin{equation*}
\sigma_{\dot{R}}^{2}=-\Gamma \ddot{\rho}_{\prime}^{\prime} \text { (0) } \tag{7}
\end{equation*}
$$

where $\rho(t)$ is the normalised autocorrelation function of the received complex signal envelcpe． Substituting（7）into（6）and using Table I then；

$$
\begin{equation*}
N_{R}=\rho(R) \sqrt{\frac{-\rho}{2 \pi}(0) \Gamma} \tag{8}
\end{equation*}
$$

If we assume that the scatterers surround
the mobile uniformly then；
$\left.\ddot{\rho} \quad 0)=\frac{\partial^{2}}{\partial t^{2}} J_{0} 2 x^{2} z^{t}\right)\left.\right|_{t=0}=-\frac{\left(2 x i_{0} j^{2}\right.}{2}$
vnere ${ }^{i}=$ is the raximum Vonpier ${ }^{\text {requency }}$ 1．е．deric．e＝oeed waveıençtr）．

The calculated $\_こ 9\left(N_{R} f_{\rho}\right)$ for the various diversity schemes are shown ${ }^{\circ}$ in Fig 8 ，where a $-100 B$ threshold has been used in the SS and SE strategres．The LCR values are under－ estimated for $S E$ ，since the ealculations do not take into acccunt the derioalc switening，which occurs wnen both envelopes are below the switening thresno．a．

The average face duration is given by；

$$
\begin{equation*}
\tau=\frac{P P)}{V_{R}} \tag{10}
\end{equation*}
$$

The results are also shown in Fig．s．The measured and calculated LCR and average fade duration are similar．

It is well known［2］that if two signals
are correlated，the effective average power is reduced to $\Gamma$ eff $=\left.\Gamma \sqrt{1-\mid \rho} 12\right|^{2}$ ，where $\rho_{12}$ is the complex fading cross－correlation and is related to $\rho_{\text {env }} \approx\left|\rho_{12}\right|^{2}$ ．When
$\rho_{\text {env }}=0.7$ the diversity reduction is about



Fig.7. Calculated CDF of a Rayleigh fading envelope or various diversity schemes under a conditıon of independent fading.


Fig.8. Calculated LCR and average fade duration
for various diversity schemes under a
condition of independent fading.

26 dB ．Considering this effect，the measured data agree well with the calculated results． The difference between the two can be attr－ ibuted to the normalised data not being pure Rayleıgh and not having zero cross－correlation．

## v．CON＝＿USION

The effec：of varioue diversity combiners were compared using the CDF，LCR and average fade duration ciatustics．Jur results show tha． alverslty recepiton is ueful ir reaucing the effect of fast and deep siona！fading，in agree－ ment with，theorv．The improvement is mosi nctuceable for the CDF and $\_C R$ ，noweve： the average face duration is only reduced by about a nalf．This means that if diversity reception is abolied to digital transmissions， then the bit error rate 15 recucec considerably， and the burst error length is approximately halved．The advantace of a twe branch diversity s－neme can be obianned for an envelode cross－
 exred：for the 5 S ane ${ }^{--}$stratecles．
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TABLE

| Dive：sity Scheme | PDF p（R） | CDF P（R） |
| :---: | :---: | :---: |
| MRC | $\frac{F^{3}}{2 \Gamma^{2}} e^{-\frac{-R^{2}}{2 \Gamma}}$ | $1-e^{-R^{2}} \frac{2 \Gamma}{2 \Gamma} \frac{\left(\frac{R^{2}}{2 \Gamma}\right)^{k-1}}{(k-1)!}$ |
| EGこ | $\frac{F^{3}}{2 \Gamma_{1}^{2}} \in \frac{-E^{2}}{2 \Gamma_{1}}$ | （！－e $\frac{-R^{2}}{2 \Gamma_{i}} i^{2} \sum_{k=1}^{2} \frac{\left(\frac{F^{2}}{2 \Gamma}\right)^{k-1}}{(k-1!}$ |
| 5 | $\cdots+a \underset{\bar{\Gamma}}{ }\left(\underline{\frac{-F^{2}}{2 \Gamma}}\right.$ | $(1+q)\left(1-e \frac{-F^{2}}{2 \Gamma}:-a \quad R \geqslant R_{t}\right.$ |
| SE | $\frac{0 口}{\bar{j}} \in \frac{-R^{2}}{2 \Gamma}$ | $q^{\prime} 1-\mathrm{e} \frac{-R^{2}}{2 T} \quad R<R_{t}$ |
| SC | $\frac{2 F}{\Gamma}\left(e^{\frac{-F^{2}}{2}}-\epsilon \frac{-\Gamma^{2}}{\Gamma}\right)$ | $\left(:-e^{\frac{-F^{2}}{2 \pi}}\right)^{-}$ |

$$
\text { where } \begin{aligned}
\Gamma_{1} & =\Gamma \sqrt{3} \\
G & =\left(1-e^{-=^{2}} t^{2 \Gamma}\right. \\
R_{t} & =\text { Switching threshold }
\end{aligned}
$$
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CDF cumulative distribution function
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SC selection combining
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SS switch and stay

## 1 Introduction

It is well known that in mobile radio the recensed signal is subject to multupath fading. The signal envelope is composed of a fast-fadıng component. caused by multuple scattering in the immediate vicinuty of the vehicle. superimposed on a slowly varying mean value. The fastfading component often exhibits Rayleigh statistics whilst the mean value (slow fading component) is log-normally distributed.

When digital modulation is used, the radio link performance deteriorates rapidy whenever the received sugnal falls below some noise-related threshold. Diversity reception technques have the potental to reduce error rates substantially. ${ }^{1}$ since diversity can improve the signal envelope statistics, reduce the occurrence of deep fades and significantly shorten average fade durations. However, theoretical comparison of the performance of various diversity systems is usually limited to the case of Rayleigh fading with equal mean noise powers on each branch. ${ }^{2}$ which may not represent conditions encountered in practice. It is therefore of interest to conduct a practical

## SUMMARY

A series of field trials has been conducted in which a 900 MHz CW signal was transmitted from a vehicle moving along a test route some 1.3 km from a base station. The recorded envelopes of the signais received on two verticallyseparated antennas at the base station have been used in a computer simulation of two-branch predetection diversity reception Several different systems have been sımulated and the computed results show that the theoretical diversity advantages can still be obtaned for an envelope crosscorrelation ( $\rho_{\text {emv }}$ ) of less than 0.7 for all strategies except switching. For a 13 km radius cell, a $\rho_{\text {env }}$ less than 0.7 can be obtained using antennas with a vertical separation of about 12 .. It has been found that the cumulative distribution and level-crossing rates of the signal are substantially improved and the average fade duration is approximately halved.
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## SUMMARY

A series of field trials has been conducted in which a 900 MHz CW signal was transmitted from a vehicle moving along a test route some 1.3 km from a base station. The recorded envelopes of the signals received on two verticallyseparated antennas at the base station have been used in a computer simulation of two-branch predetection diversity reception. Several different systems have been simulated and the computed results show that the theoreticai diversity advantages can stlll be obtained for an envelope crosscorrelation ( $\rho_{\text {env }}$ ) of less than 0.7 for all strategies except switching. For a 13 km radius cell, a $\rho_{\text {env }}$ less than 0.7 can be obtarned using antennas with a vertical separation of about $12 i$. It has been found that the cumulative distribution and level-crossing rates of the signal are substantially improved and the average fade duration is approximately halved.
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AFD average fade duration
CDF cumulatue distribution function
CVR carmer-to-nome ratio
EGC equal-gan combining
L(R leiel-irowsing rate
VRC mavimal-ratio combinang
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SC selection combining
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SS switch and stay

## 1 Introduction

It $s$ well hnown that in mobile radio the recened signal is subject to multupath fading. The signal envelope is composed of a fast-fading component. caused by multiple scattering in the immedate vicinty of the vehicle. supermposed on a slowly varying mean value. The fastfading component often exhibits Rayleigh statistics whilst the mean value (slow fading component) is log-normally distributed.

When digtal modulation is used, the radio link performance deteriorates rapidly whenever the received signal falls below some nose-related threshold. Diversity reception technques have the potentral to reduce error rates substantually. ${ }^{\text {' }}$ since diversity can improve the signal envelope statistics. reduce the occurrence of deep fades and significantly shorten average fade durations. However, theoretical comparison of the performance of various diversity systems is usually limited to the case of Rayleigh fading with equal mean noise powers on each branch. ${ }^{2}$ which may not represent conditions encountered in practice. It is therefore of interest to conduct a practical
comparison using real received signals which have statistical properties that may be somewhat different from those theoretically assumed. This paper presents such a comparison using measured signal envelopes obtained at a base station site in an urban area. It had previously been shown that signal envelopes with sufficient decorrelation could be obtained from vertically-separated antennas ${ }^{3}$ and ugnals from two such antennas were used as inputs in a computer simulation of vanious diversity schemes. A base station site was specifically chosen. firstly because basestation diversity has recenved much less attention than vehicle diversity and secondly because cellular radio operators in the UK actually use diversity reception at TACS base sites.
In comparing the various diversity techniques it is of interest to examine the cumulative distribution function (CDF) of the output signal, the level-crossing rate (LCR) and the average fade duration (AFD). Although the effect of correlation on the CDF is well-known ${ }^{2}$ it is only recently that any attention has been given to the LCR and AFD. ${ }^{+}$Lee ${ }^{5}$ has analysed the approximate LCR for just one system assuming a predetection equal-gain combiner and a low crosscorrelation among fading signals. Recently, the LCR and AFD for correlated two branch predetection selection (SC), equal-gain combining (EGC) and maximalratio combining (MRC) schemes have been analysed ${ }^{4}$ to show that diversity reception is effective in reducing the LCR and AFD. However, the literature does not appear to contain any comparison between calculated and experimental results obtained from several diversity reception schemes.

Extensive field trials were carried out in an urban area of Liverpool to measure the crosscorrelation between the
enselopes of signals recened at a base station site using two antennas separated vertically, horizontally and a combination of both. Using the envelope data obtained from these field trials. two-branch predetection diverstty action was computer simulated and the output CDF. LCR and AFD were determined. We present the measured results when SC, MRC and EGC schemes were used, for various values of envelope crosscorrelation. In addition. results are presented using 'switch and stay' (SS) and 'switch and examine" (SE) strategies. ${ }^{6}$ The experimental data are compared with results obtaned theoretically.

## 2 Diversity Operation

The deleterious effects that fading has a signa. aceeptoon. especially to digital transmissions. can be overcome. to a large extent. by implementung vartous diversity schemes. Diversity is a convenient method of reducing the depth and occurrence of fades by combining decorrelated verstons of the onginal signil. Of the many diversity schemes. the most useful method for mobile radio is space diversity which utilizes the simultaneous reception of decorrelated signals on two or more spaced antennas. The spacing between the antennas determines the crosscorrelanon between the received signal enveiopes and thus difects the degree to which the rate and depth of fading can be reduced. The decorrelated signals obtaned from the diversity branches can then be processed using various combining' schemes. The processing can be performed prior to or after demodulation (pre- or postdetection). In what follows we consider various predetection combining systems for which we assume the noise power to be the same in all branches.

In a predetection MRC the signals from the branches are cophased and added together, each branch being weighted in proportion to its own signal voltage to noise pouer ratio. Provided the noise in the vanous branches is uncorrelated, this produces an output signal-to-norse ratio (SNR) equal to the sum of all the input signal-to-noise ratios, which is the best that can be achieved by a linear combiner. Predetection combining can be more simply achered however by setung all the wetghtung factors to unity. thereby producing an EGC. Practical realizations of MRC and EGC have been proposed for use in mobile radio systems. ${ }^{8}$ SC selects the branch with the largest instantancous SNR. However to realize an action sumiar to that of SC with less complexty. SS and SE strategies hase been proposed. ${ }^{\circ}$ The essencial difference is that in suitched systems there is no attempt to find the best input. mercly one which is acceptable $A$ threshold is set and an input is used until it falls belou that threshold. Bastailly there are two switching strategles which can then be used and these cause ditferent behavour when both signals are in sumultaneous fades. Firstly, there is the SE strategy which causes rapud switching between the inputs until one of them rises above the threshold. Secondly, there is the SS stratery in which the recener is switched to. and stays on. the alternatise input as soon as the input in use falls below the threshold. irrespective of whether that input is acceptable or not. Of course. if the alternative input is above the threshold, both systems behave in an identical manner. Although the SE strategy allows a marginally quicker return to an acceptable input when the signals on both branches fade simultaneously. the rapid switching can cause a noise burst and the SS strategy is therefore preferable in most circumstances.
In order to compare various diversity combiners we introduce the concept of an effective signal envelope $R(t)$, which is determined from the resultant SNR after combining, since the receiver noises are also added for EGC and MRC. When the received signal envelopes are
$R_{:}(t) . R_{2}(t) \ldots R_{14}(t)$ for an $M$-branch witem. then it is shown in the dppendix that the effectuve signal envelope is given by

where we have assumed that the $k$ th branch is selected for SS. SE and SC. If the effective envelopes are the same. then the combiner outputs have the same SNR. As the number of diversity branches increases. the increase in diversity improvement becomes less and the receiver structure becomes more complex. Two-branch diversity (M-2). which is probably the most practical. is consudered in this paper.

## 3 Experimental Configuration

The data for the simulation originates from field trials carried out in an urban area of Liverpool. ${ }^{3}$ A vehicleborne transmitter radjated a 5 WCW signal at 896.5 MKi using a vertical monopole antenna mounted on the roof of the vehicle which was dnien around a route. nearly circumferential relatuve to the base station. some 1.3 km distant, at a nearly constant speed of 10 m s. The base statton was located on the roof of the Electrical Engineering building at the University, some 35 m above ground level. Two vertically-spaced i 2 dipoles were used at the base station to receive the multipath signals. The signal strengths from the two base-station antennas were recorded on an FM tape recorder using the log-video outputs of field strength receivers connected to each of the antennas. The recorded signal strength data were later simultaneously digtized at a rate of 1 kHz using an eight bit analogue digital converter, and stored on a digital tape. which was subsequently transferred onto one of the


Fig. 1. Crosscorrelation between signal envelopes $\rho_{\text {env }}$ received on two antennas spaced at various vertical separations for data from a nearly circumferentual route.


Fig. 2. Measured CDF of a norma ized fast fading signal envelope for various diversity schemes

University's mainframe computers (IBM 3083). The datd base enabled a true comparison to be made between barious diversity combiners by simulating the diversity action using idenucal data.
Since the diversity antennas are usually close to each
a)

(b)


Fig. 3. Measured (a) LCR. and (b) AFD, for SC, EGC and MRC strategies
other (less than a few tens of waveleneths), there is little elfect on the slow fading caused by the tarying terrain between the base and mobile stations. The signal envelope data was therefore normalized by the local mean (estumated with a 0.5 s moving-average window) to remove the slow fading component. ${ }^{3}$ The various diversity schemes are compared using a number of statistical properties of the fast fading, the cumulative distribution function (CDF), LCR and AFD for the original signal envelope and the effectuve signal envelope after diversity has been employed.

## 4 Experimental Results

The measured entelope crosscorrelaton. $\rho_{\text {en }}$. between the two received signals is shown in Fig. I for vertical antenna separations from 2 to 24\%. These crosscorrelation coetficients were obtained by averaging values obtained for two-second segments over the whole section (approx. 300 ml . For the diversity simulation. we used the data obtained when the antenna separations were 4. 10 and $20 \%$. which correspond to $\rho_{\text {env }}$ being $0.93,0.75$ and 0.42 respectuvely.
4.1 Cumulative Distribution Function (CDF)

Figure 2 shows the CDF for each of the diversity strategies (using a -10 dB switching threshold for SS and SE and a 2 ms duration for SE ) using data for which $\rho_{\text {env }}=0.42$. Without diversity. the CDF of the individual branch signals follows the Rayleigh distribution as expected. All the schemes show substantial improvements compared with the case of no diversity, especially when deep fading occurs. MRC gives the largest improvement. SE is slightly superior to SS for a signal below the switching threshold. while the CDF is identical above the switching threshold.
(a)

(b)


Fig. 4. Measured (a) LCR, and (b) AFD, for SS and SE strategies using a switching threshold of -10 dB .

Typical improvements at the 1 ", lesel are 5.3 dB for $S S$ 6.9 dB tor $S E .8 .8 \mathrm{~dB}$ for $\mathrm{SC}, 95 \mathrm{~dB}$ for EGC and 10.5 dB for IRC .

### 4.2 Level Crossing Rate and Average Fade Duration

 The effect that the various diversity strategles have on the LCR and AFD is shown in Figs 3 and 4. In these figures, the term 'normalized LCR' refers to the LCR divided by the maximum Doppler Frequency. $f_{\mathrm{D}}$, which for our experiment was 33 Hz . The 'normalized AFD' is the AFD multiplied by $f_{\mathrm{D}}$. In all the schemes the LCR is considerably reduced for situations where deep fading occurs. The SC. EGC and MRC eases provide the largest amprovement in LCR with dean the suitching threshold affecting the improvement provided by SS and SE. As far is AFD is concerned. the SC. EGC and MRC eases show a consistent reduction. with the largest improvement being prowded by MRC. It can be seen in Fig. 3 that the AFD for SC. EGC and MRC is almost halved. Figure + shows that the $S S$ and $S E$ strategues yeld an identical reduction in the AFD when the sienal is above the suatehing thresthold. Below the sultching threshold. the SS strategy ,hows no improvement, whilst SE does. as a result of the periodic switching.
### 4.3 The Effect of Crosscarrelation

The effect of envelope crosscorrelation on the CDF is thown in Fig. 5 for the MRC and SS strutegies. In both cases. an increase in $\rho_{\text {enr }}$ reduces the improvement. However. whereas in the limiting case of $\rho_{\text {env }}=1$ the SC. SS and SE strategles shou no improvement. the EGC and MRC cases have a minimum 3 dB improvement. which is casily understood by reference to equation (1). Figures 6 and 7 show the LCR and AFD over a range of $\rho_{\text {env }}$ for MRC and SS respectively. For MRC, even as $\rho_{\text {env }}$ approaches a high value. there is still a significant
a)



Fig. 6. Effect of $\rho_{\text {env }}$ on the measured (a) LCR, and (b) AFD. for MRC.


Fig. 5. Effect of $\rho_{\text {env }}$ on the measured CDF for MRC and SS strategies.
reduction in the LCR. The AFD. using MRC, changes little with $\rho_{\text {env }}$ and remains approximately halved. The SS case, in Fig. 7. shows a greater increase in LCR for a larger $\rho_{\mathrm{env}}$ than that for the MRC case. The AFD tends towards the no-diversity case as $\rho_{\text {env }}$ increases. Below the switching threshold. the AFD is not improved for any value of $\rho_{\text {env }}$.
(a)

(b)


Fig. 7. Effect of penv on the measured (a) LCR, and (b) AFD for SS using a switching threshold of -10 dB .

It is well known that in Retletgh fading conditions the advantages obtainable from daersity are still apparent provided the envelope crosscorrelation does not exceed 07.2 This is contirmed by the results for the CDF. LCR and . $1 F \mathrm{D}$ for all strategies except SS and SE . To achieve a fine no greater than 0.7 th the base station, when the mobile is some 1.3 km distant, experiments ${ }^{3}$ have shown that when the antennas are approximately 35 m above ground level the vertical separation necessary is only about $12 i$.

## 5 Theoretical Analysis

5.1 Cumulative Distribution Function

In Rusleigh fiding, the envelope of the signal receuved on each branch has a CDF given by

$$
\begin{equation*}
P(R)=1 \quad \exp \binom{R^{2}}{2 \sigma^{2}} . \tag{2}
\end{equation*}
$$

where $\sigma^{2}$ is the average signal power (which has been wsumed to be unity since the received aignal is normalized by the local mean). \& closed form expression for the CDF of SE. SC and WRC with corrclated fading is given by ${ }^{9}$
where $K=1$ for SC. 23 for EGC and 12 for MRC. Since $\rho_{\text {cnu }} \approx \mu_{1}{ }^{2}$ in Raylegeh fadme. ${ }^{2}$ equation ( 5 ) show that the envelope crosscorrelation reduces the elfective average pouer by a factor of $\left(1-\rho_{\text {cnv }}\right)$ for all the diversity combiners. When $\rho_{\text {env }}=0 \cdot 42.0 .75$ and 0.93 . the diversity gain reductions are $1 \cdot 2,3.0$ and 5.8 dB respectively. The measured data shown in Fig. 5 agree well with the calculated results.
5.2 Level Crossing Rate and Average Fade Duration The LCR is defined as the number of negative or positive going crossings per second of the effective signal envelope $R(t)$ at a particular signal level $R$. and is obtaned from

$$
\begin{equation*}
N_{R}=\int_{0}^{\mathrm{T}} \dot{R} p(R, \dot{R}) \mathrm{d} \dot{R} \tag{6}
\end{equation*}
$$

where $p(R . \dot{R})$ is the joint probability distribution function (PDF) of the signal envelope $R(t)$ and its time derivative $R(t)$. The AFD is green by

$$
\begin{equation*}
\tau_{R}=\frac{P(R)}{N_{R}} \tag{7}
\end{equation*}
$$

where $\mu_{1}$ is the value of the crosscorrelation function p 151 at $\tau-0$ between the complex envelopes of the two fading signals, $Q(a, b)$ is Marcum ; $Q$-iunction defined as

$$
Q(u \cdot b)-i_{b}^{x} \operatorname{xexp}\left(-\begin{array}{c}
u^{2}+i^{2}  \tag{t}\\
2
\end{array}\right) I(u x) \mathrm{dx}
$$

where $I_{n}(\cdot)$ is the modified zero-order Bessel function. and $R_{1}$ is a switching threshold. A good approximation for EGC ean be obtained by multuploing the average signal power in the expression for the CDF of MRC by $\mathrm{v}^{(32) .1}$ In expression for the CDF of SS has not yet been found for correlated fading, but it is identical with that of SE for independent fading." Hence. we use the CDF of SE as an approximation to SS.

The calculated CDFs for independent fading ( $\rho_{12}=0$ ) are shown in Fig. 8 for each of the duersity strategles. It has been shown ${ }^{2}$ that MRC gives the best performance. with SC and EGC achiewng a reduced improvement relature to MRC of -1.5 dB and -0.38 dB respectively. The measured and calculated CDFs (Figs 2 and 8 respectively) are quite similar. For small signal envelopes. equation (3) can be approximated as
$P(R) \approx\left\{\begin{array}{l}{\left[\frac{R R_{t}}{2 \sigma^{2} \sqrt{\left(1-\left|\rho_{12}\right|^{2}\right)}}\right]^{2}, \text { for SS and SE }\left(R \ll R_{t}\right)} \\ K\left[\frac{R^{2}}{2 \sigma^{2} \sqrt{\left(1-\left.\rho_{12}\right|^{2}\right)}}\right]^{2}, \text { for SC. EGC and MRC }\end{array}\right.$


Fig. 8. Calculated CDF of a Rayleigh fading envelope for various diversity schemes under a condition of independent fading.

Recently, the authors halve analped the LCR for predetection disersity combiners. ${ }^{\text {t }}$ When $R$ is small d sumple approximate expression has been obtaned. namely
where $p(R)=(\mathrm{d} \mathrm{d} R) P(R)$ is the PDF of the effective envelope, $\vec{\rho}_{11}=\left(\mathrm{d}^{2} \mathrm{~d} \tau^{2}\right) \rho_{11}(\tau)$ at $\tau=0$ with $\rho_{11}(\tau)$ being the autocorrelation function of the complex envelope of each received signal and $\dot{\rho}_{12}=(\mathrm{d} d \tau) \rho_{12}(\tau)$ at $\tau=0$.
Assuming that all the multipath waves recened at the base station result from seatterers surrounding a mobile uniformly, $\rho_{11}(i)=J_{0}\left(2 \pi j_{0}:\right.$ (Ref. 1) and thus $\ddot{\rho}_{11}=-2(\pi / D)^{2}$ where $f_{D}$ is the maximum Doppler Irequency (vehucle speed carrier wavelength). No analytical expression is avaliable for $\dot{\rho}_{12}$ with vertically-spaced antennas but we know that for hormontally spaced antennas its effect can be assumed small if the separation of the two antennas is not too small. ${ }^{+}$We therefore assume $\prime_{2}^{\prime 2}: 0$ and hence

$$
\begin{equation*}
V_{R} \approx V_{2 \pi}^{\dot{\rho}_{11}} p(R) \tag{9}
\end{equation*}
$$

If the fading signals are independent ( $\rho_{12}$ and $\dot{\rho}_{12}=0$ ) equation (9) elves the exact expression. The calculated LCR $\left(\lambda_{R} /_{D}\right)$ and $A F D\left(/_{D} i_{R}\right)$ for various diversity combiners are shown in Fig. 9 for independent fading signals. where a -10 dB threshold has been used in the SS and SE strategies. The measured data are shown in Fig. 3 for SC, EGC and MRC and in Fig. 4 for SS and SE. The measured and calculated LCR and AFD are similar except for SE. The LCR values are underestumated for SE, since the calculations do not take into account the periodic switching, which occurs when both envelopes are below


Fig. 9. Calculated (a) LCR and (b) AFD, for various diversity schemes under a condition of independent fading.
the sustchang threshold. The difference between the calculated and measured data for SS. SC. EGC and MRC can be attributed to the envelope crosscorrelation not being zero.
When the two fading signals are correlated we have ${ }^{2}$
$._{R}= \begin{cases}\frac{v \overline{(2 \pi)} f_{\mathrm{D}}\left(\frac{R}{\overline{2} \sigma}\right)\left(\frac{R_{\mathrm{t}}}{\sqrt{2} \sigma}\right)^{2}}{\left(1-\rho_{12} 1^{2}\right)} & \text { for SS and SE }\left(R \ll R_{\mathrm{t}}\right) \\ \frac{(10)}{2 \overline{(2 \pi 1} j_{\mathrm{D}} K\left(\frac{R}{2 \sigma}\right)^{3}} & \\ \frac{\left.\mu_{12}{ }^{2}\right)}{} & \text { for SC. EGC and MRC }\end{cases}$
and
$\tau_{R}=\left\{\begin{array}{l}\frac{1}{2(2 \pi) j_{\mathrm{D}}}\left(\frac{R}{v}\right) . \text { for } \mathrm{SS} \text { and } \mathrm{SE}\left(R \ll R_{\mathrm{t}} 1\right. \\ 2 \frac{1}{(2 \pi) f_{\mathrm{D}}}\left(\frac{R}{\sqrt{2} \sigma}\right), \text { for SC. } \mathrm{EGC} \text { and } M \mathrm{RC} .\end{array}\right.$
Without diversity, the LCR and AFD are given by ${ }^{1}$

$$
\begin{align*}
& \mathrm{V}_{R}=\sqrt{(2 \pi) / \mathrm{D}}\binom{R}{\sqrt{2} \sigma} \exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right) \approx \overline{(2 \pi)} /_{\mathrm{D}}\left(\frac{R}{v \overline{2} \sigma}\right) \\
& \tau_{R}=\frac{\exp \left(\frac{R^{2}}{2 \sigma^{2}}\right)-1}{\sqrt{(2 \pi)} f_{\mathrm{D}}\left(\frac{R}{\sqrt{2} \sigma}\right)} \approx \frac{1}{\sqrt{(2 \pi)} f_{\mathrm{D}}}\left(\frac{R}{V \overline{2} \sigma}\right) \tag{12}
\end{align*}
$$

Equations (10) and (11) show that the LCR increases as the envelope crosscorrelation $\rho_{\text {env }}\left(\left.\approx \rho\right|^{2}\right.$ ) increases (whilst the AFD is unaffected) and becomes 1.7 times. 4 times and 14 tumes as large as that for the independent fading case for $\rho_{\text {env }}=0.42 .0^{-5}$ and 0.93. respectively. The AFDs for SS and $S E$ strategles are equal to that of no diversity, while $S C$. EGC and WRC can haive the AFD. Considering the effect of the envelope crosscorrelations, the measured data shoun in Figs 6 and 7 agree well with the calculated results.

## 6 Conclusion

Recorded signals obtained from vertically-separated antennas at a base station site have been used to compare the effects of various two-branch predetection diversity systems (SS. SE. SC. EGC and MRC) on the measured CDF, LCR and AFD statistics. It has been confirmed that improvements can still be obtained for values of $\rho_{\text {env }}$ up to 0.7 for all strategies except switching. A value of $\rho_{\text {ent }}$ no greater than 0.7 can be obtained at a base station site 35 m above ground level. in a cell of radius 1.3 km , using antennas separated vertically by about $12 \lambda$. Diversity produces substantial improvements in the CDF and LCR. but the AFD is only reduced by about half. (Note that there is no improvement in the AFD for SS and SE below the switching threshold.) The results lead to the conclusion that if base station diversity is used with data transmissions then the bit error rate and rate of burst error occurrence can be reduced considerably, whilst the burst error length is approximately halved.
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## 9 Appendix

If a signal with a Rayleigh-fading envelope given by equation (2) is received in the presence of Gaussian noise of mean power $N$. then it follous directly that the instantaneous carner-to-noise ratio ( CNR ) $;=R^{2} 2 \mathrm{~N}$ and the mean $C N R \quad i_{0}=\sigma^{2} N$. It is easily shown that the PDF of the $C N R$ is given by

$$
p(;)={ }_{i 0}^{1} \exp (-; ; 0)
$$

(i) In a maximal ratio combiner ( MRC) the output has a CNR gisen by

$$
\therefore=\sum_{t}^{u}
$$

where $.1 /$ is the number of branches So

$$
\text { ir }=\frac{R_{1}^{2}}{2 . V}+\frac{R \frac{2}{2}}{2}+\ldots=\frac{1}{2 V} \sum_{i}^{4} R_{i}^{2}
$$

We can detine an equivalent output $R_{r}$ such that

$$
i_{r}=\frac{R_{r}^{2}}{2 . V}=\frac{1}{2 N^{N}} \sum_{1=1}^{M} R_{1}^{2}
$$

or

$$
R_{r}=v^{\left(I . V_{\ddot{q}_{r}}\right)}=\sqrt{\left(\frac{4}{-1} R_{r}^{2}\right)}=v^{\left(R_{1}^{2}+R_{2}^{2}+\ldots\right)}
$$

(ii) In an equal gain combiner (EGC) the vutput CNR is

$$
i_{c}={ }_{M}^{1}\left(\sum_{i=1}^{M} v \overrightarrow{i n}_{i}\right)^{2}
$$

Su

$$
\because_{c}=\frac{1}{M}\left(\begin{array}{c}
R_{1} \\
2 . V
\end{array}+\frac{R_{2}}{v 2 . V}-\ldots\right)^{2}=\frac{1}{2 . M . V}\left(\sum_{1-1}^{V} R\right)^{2}
$$

and again we deline an equabalent output $R_{e}$ such that

$$
\therefore_{\mathrm{c}}=\frac{R_{c}^{2}}{2 . V}=\frac{1}{2 . M N}\left(\sum_{1}^{11} R_{i}\right)^{2}
$$

or
$R_{\mathrm{c}}=\sqrt{\left(2 N_{i c}\right)}=\frac{1}{\sqrt{M}}\left(\sum_{1=1}^{M} R_{1}\right)=\frac{R_{1}+R_{2}-\cdots}{v^{M}}$
(iii) For selection diversity
so

$$
\begin{aligned}
& \gamma_{s}=\max \left\{\ddot{1}_{1}, i_{2} \ldots\right\} \\
& R_{s}=\max \left\{R_{1}, R_{2}\right\}
\end{aligned}
$$
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# Effects of correlated fading on level crossing rates and average fade durations with predetection diversity reception 

F. Adachi, PhD<br>M.T. Feeney, MSc<br>Prof. J.D. Parsons, DSc(Eng), CEng, FIEE


#### Abstract

General expressions for the level crossing rate (LCR) and average fade duration (AFD) are obtained for several diversity combining schemes employing two-branch predetection reception of correlated Raylengh fading signals. These expressions are obtained from joint and conditional probability density functions (PDFs) of the received signals, and lead to a unified treatment. This simplified method contrasts with the characteristic function approach used in previous investigations. Numerical results are presented for a space-diversity system using horizontally spaced antennas at a mobile station. It is shown that while the angle between the antenna axis and the direction of vehucle motion does not appear in the cumulative distribution function (CDF) of the combined output signal envelopes. it affects the LCR and AFD when the two fading signals are correlated. When the two antennas para!lel with the direction of vehicle motion are used, the LCR can be reduced below the value obtanable from signals which fade independently. When the two antennas are perpendicular to the direction of vehicle motion, the AFD is loosely dependent on the antenna spacing and. provided the antenna spacing is not too small. is approximately half that for the no-diversity case.


## List of principal symbols

$d$ = distance between space-diversty antennas
$e_{1} \quad=$ received amplatude of $t$ h multipath wave
erfc (.) = complementary error function
$f_{D}=$ maximum Doppler frequency
$J_{0}()=$. zero-order Bessel function
$m_{R}=$ mean value of $\dot{R}$
$N_{R} \quad=$ level crossing rate (LCR) at envelope level $R$
$n \quad=$ conditional level crossing rate
$p(a, b)=$ joint probability density function (PDF) of $a$ and $b$
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## 1 Introduction

In LHF land mobile radio. the stgnal transmission performance detenorates severely because of multipath fading [1]. If digital signals are transmitted, then burst errors are produced when the signal fades below some nosse-related threshold. The rates of occurrence and average length of these burst errors can be estimated from the level crossing rate (LCR) and average fade duration (AFD), respectively [2]. The LCR and AFD in a Rayleigh fading environment have been studied experimentally and theoretically [3].

Predetection diversity reception using selection combining ( SC ), equal-gain combining ( EGC ) and maximalratio combining (MRC) [4] can be used to reduce the effects of multipath fading on LCR and AFD [5, 6]. Theoretical comparison of the three combining schemes has shown [6] that, for independent Rayleigh fading signals, two-branch diversity reception can substantially reduce the LCR, and can halve the AFD irrespective of
the combinng method used. In practical diversty systems, the fading situals recened at the different antennas may be partially correlated. but little attention has been given to evaluation of the LCR and AFD of diversty combiners with correlated fading signals. Lee [7] investuated the influence of the fading correlation on the LCR of an EGC. Assuming that the envelope of the combiner output signal and its time derivative are independent random processes. he showed that if space diversity is used at a mobile station, the LCR is affected by the angle between the antenna axis and the direction of vehicle motion. Measured LCRs and AFDs of SC. EGC and VIRC in a correlated fading environment are available in Reference 6: however, no analytical results have been presented.

The LCR and AFD for an $m$-branch equal-gain combiner have been found previously [8] using an approach based on characteristic functions. This approach has restrictions because, to dertse one of the fundamental relationships reqn. 5 of Reterence 8), it is necessary to dissume that the branch inguals and their ume derivatives are all Gaussan random variables, that the correlation between the signals is not strong, and that the tume derivative $\dot{R}(t)$ of the output sienal envelope is a function only of the tume derivatues $R_{1}(t)$. $R_{2}(t)$ etc. of the branch sugnal envelopes. This latter restriction has the further effect of limitung the analysis to the case of equal-gan combiners isee eqn. 4 of this paper).
In this paper we present a unified analysis of the LCR and AFD of two-branch predetection SC, EGC and MRC with correlated Raylengh fading signals. Our analysis also assumes that the branch signals and their ume derivatuves are Gaussian random signals, but the method using the joint and conditional probability density functions of the branch signals is conceptually simpler and does not suffer from any restrictions. The general expressions derived in Section 2 can be applied to any type of diversity, such as frequency or space, as can the simpler, approximate expressions which are also given. In Section 3 numencal results are obtaned for a space-diversity system using honzontally spaced antennas at the mobile station.

## 2 Analysis

## 21 Received signal representation

We assume that an unmodulated carrier is transmitted and that the stenals recelved on the two antennas are subject to murually correlated Rayleigh fading with a symmetrical power spectrum. The fading power spectra of the two recenved stenals are assumed to be identical.

The recerved signal at the th untenna $(i=1.2)$ can be represented in complex form as

$$
\begin{align*}
c(t) & =\operatorname{Re}: z(t) \omega^{\prime \omega}{ }^{\prime}! \\
& =R_{(1)} \cos ; \omega_{c} t+\theta_{i}(r)^{\prime} \tag{1}
\end{align*}
$$

where $\varepsilon_{1}(t)$ is a zero-mean complex Gaussian process. The envelope $R_{i}(t)\left(=\left|z_{i}(t)\right|\right)$ follows a Rayletgh distribution. and $\theta_{1}(t)$ is a uniformly distributed random phase [1].

### 2.2 Definition of LCR and AFD with predetection diversity

SC selects the branch having the larger signal envelope; EGC cophases the signals and sums them; MRC cophases, amplifies each signal by a factor proportional to its envelope and sums them. Thus the resultant envelope
$R(t)$ can be expressed as

$$
R(t)= \begin{cases}\left.\max !R_{1}(t) \cdot R_{2}(t)\right)^{\prime} & \mathrm{SC}  \tag{2}\\ \frac{R_{1}(t)+R_{2}(r)}{v^{2}} & \mathrm{EGC} \\ \mathrm{v}^{2}\left(R_{1}^{2}(t)+R_{2}^{2}(t)\right) & \mathrm{MRC}\end{cases}
$$

In the above we have assumed that the noise power in each branch is identical $\left(=V_{0}\right)$, and have taken into account the resultant noise power at the combiner output, such that $R^{2}(t) 2 . V_{0}$ represents the combiner output signal norse power ratio. Hence. we can exactly compare the effects of different types of combiner on the $L C R$ and AFD.

The LCR and AFD of an envelope $R(t)$ at a certain level $R$ can be obtained from eqns. 1.3-32 and $1.3-1$. respectuvely, from Reference 4 :

$$
\left\{\begin{array}{l}
V_{R}=\int_{0}^{x} \dot{R} p(R, \dot{R}) d \dot{R}  \tag{3}\\
\tau_{R}=\frac{P(R)}{V_{R}}
\end{array}\right.
$$

where. $V_{R}$ is the number of upward crossings per second. $p(R, \dot{R})$ is the joint probability density function (PDF) of $R=R(t)$ and its time derivative $\dot{R}=\dot{R}(t)$, and $P(R)$ is the cumulative distribution function (CDF). From eqns. 2. $\dot{R}(t)$ is given by

$$
\dot{R}(t)=\left\{\begin{array}{l}
\dot{R}_{1}(t), R_{1}(t) \geqslant R_{2}(t)  \tag{4}\\
\dot{R}_{2}(t), R_{1}(t)<R_{2}(t) \\
\frac{\dot{R}_{1}(t)+\dot{R}_{2}(t)}{v^{2}} \quad \text { EGC } \\
\frac{R_{1}(t) \dot{R}_{1}(t)+R_{2}(t) \dot{R}_{2}(t)}{\sqrt{ }\left(R_{1}^{2}(t)+R_{2}^{2}(t)\right)}
\end{array} \quad\right. \text { MRC }
$$

Using complex notation, $\dot{R}_{1}$ is represented as

$$
\begin{equation*}
\dot{R}_{i}(t)=\operatorname{Re}\left\{\frac{\dot{\dot{t}}_{i}(t)^{*} z_{i}(t)}{\left|z_{1}(t)\right|}\right\} \tag{5}
\end{equation*}
$$

The dnalysis in this paper sgnores mutual coupling effects, and the predictions for LCR and AFD may therefore depart from measurements at small antenna spac ings, particuiarly when the signal is very low [9].

### 2.3 Conditional PDF of $\dot{R}$ (given $z_{1}$ and $z_{2}$ )

From eqns. 4 and 5 it can be seen that with $z_{1}=z_{1}(t)$ and $z_{2}=z_{2}(r)$ being given. $\dot{R}$ becones a Gaussian variable having the conditional PDF

$$
\begin{align*}
p\left(\dot{R} \mid z_{1}, z_{2}\right) & =p\left(\dot{R} \mid R_{1}, R_{2}, \theta_{12}\right) \\
& =\frac{1}{\sigma_{\dot{R} V}(2 \pi)} \exp \left[-\frac{\left(\dot{R}-m_{\dot{R}}\right)^{2}}{2 \sigma_{\dot{R}}}\right] \tag{6}
\end{align*}
$$

where $\theta_{12}=\arg \left(=_{1}^{*} z_{2}\right)$. Values for $m_{\dot{R}}$ and $\sigma_{\dot{R}}$ are derived in the Appendix.
2.4 General expressions for $L C R$

The joint PDF of $R_{1}, R_{2}$ and $\theta_{12}$ is given by eqns. 8-31 and 8-102 of Reference 10 :

$$
\begin{align*}
& p\left(R_{1}, R_{2}, \theta_{12}\right)=\frac{R_{1} R_{2}}{2 \pi \sigma^{+}\left(1-\left|\rho_{12}\right|^{2}\right)} \\
& \quad \times \exp \left[-\frac{R_{1}^{2}+R_{2}^{2}-2 R_{1} R_{2} \operatorname{Re}\left(\rho_{12}^{*} e^{\theta_{12}}\right)}{2 \sigma^{2}\left(1-\left|\rho_{12}\right|^{2}\right)}\right] \tag{7}
\end{align*}
$$

[^20]Applying the appropriate variable transformations using eqns. 2, $\mu(R) \dot{R})$ can be obtained from eqns. 6 and 7 . and hence the LCR can be calculated from eqns. 3. To make the LCR calculations simpler, we can change the order of integration with respect to $R$ irst. The LCR can be evaluated from

$$
N_{R}=\left\{\begin{array}{l}
\left.\int_{\pi}^{\pi} \int_{0}^{R} n p\left(R_{1}=R, R_{2}, \theta_{12}\right) d R_{2} d \theta_{12}+\int_{\pi}^{\pi} \int_{0}^{\pi} n p R_{1}, R_{2}=R, \theta_{12}\right) d R_{1} d \theta_{12} \quad \mathrm{SC}  \tag{8}\\
\int_{0}^{\pi} n_{v}(2) p\left(R_{1}, R_{2}=v_{v}(2) R-R_{1}, \theta_{12}\right) d R_{1} d \theta_{12} \quad \mathrm{EGC} \\
\left.\int_{\pi}^{\pi} \int_{0}^{\pi 2} n R_{p( } R_{1}=R \cos \psi, R_{2}=R \sin \dot{\psi} \cdot \theta_{12}\right) d \psi d \theta_{12} \quad \mathrm{MRC}
\end{array}\right.
$$

where $n$ is the conditional LCR and. from eqn. 6 . is given by

## where

$$
\begin{align*}
n= & \int_{0}^{1} \dot{R} p\left(\dot{R} R_{1}, R_{2}, \theta_{12}\right) d \dot{R}  \tag{12}\\
= & \frac{\sigma_{R}}{\sqrt{(2 \pi)}}\left[\exp \left(-\frac{m_{R}^{2}}{2 \sigma_{R}^{2}}\right)\right. \\
& \left.+,(\pi)\left(\frac{m_{R}}{\sigma_{R, 2}}\right) \operatorname{erfc}\left(-\frac{m_{R}}{\sigma_{R \succeq}}\right)\right]
\end{align*}
$$

$$
v= \begin{cases}2 & S C \\ +3 & E G C \\ 1 & M R C\end{cases}
$$

where erfe (.) is the complementary error function.
For independent fading signals, $\mu_{12}, \dot{\rho}_{12}$ and $\dot{\mu}_{12}=0$ for (9) $m_{R}$ and $\sigma_{R}^{2}$. Hence from eqn. $9 . n=\sigma_{V}\left(-\ddot{\mu}_{11} 2 \pi\right)$. which is not a function of $R_{1}, R_{2}$ and $\theta_{12}$. Inspection of eqns. 3 shows that the LCR is equal to $n$ times the value of the PDF of $R$ with diversity reception, and is given by

$$
\vee_{R}=\left\{\begin{array}{l}
2 V\left(\frac{-\ddot{\rho}_{11}}{\pi}\right) \frac{R}{\sigma_{V} 2} \exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right)\left\{1-\exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right)\right\} \text { SC }  \tag{13}\\
V\left(\frac{-\dot{\rho}_{11}}{\pi}\right) \exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right)\left[\frac{R}{\sigma_{v}{ }^{2}} \exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right)+\left\{\frac{R^{2}}{\sigma^{2}}-1\right\} \frac{\pi}{2} \operatorname{erf}\left(\frac{R}{\sigma_{v} 2}\right)\right] \text { EGC } \\
\sqrt{\left(\frac{-\dot{\rho}_{11}}{\pi}\right)\left(\frac{R}{\sigma_{v}{ }^{2}}\right)^{3} \exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right) \text { MRC }} \text {. }
\end{array}\right.
$$

It is worth noting that the formulation of eqns. 8 is particularly signiticant. Instead of using a characteristic function approach, it is based on the joint and conditional PDFs $p\left(R_{1}, R_{2}, \theta_{12}\right)$ and $p\left(\dot{R} R_{1}, R_{2}, \theta_{12}\right)$, these being well established relationships. The analysis is unified through eqns. 4, which establish the relanonship between $R$ and $\dot{R}$ for each combiner. On this basis. the approach is conceptually more stranghtiorward.

Without diversity, the LCR is given by [4]

$$
\begin{equation*}
N_{R}=\sqrt{\left(\frac{-\ddot{\rho}_{11}}{\pi}\right) \frac{R}{\sigma_{\vee} 2} \exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right), ~(1)} \tag{14}
\end{equation*}
$$

### 2.5 General expression for AFD

We saw in eqns. 3 that the AFD is given by the CDF LCR ratio. The closed-form expressions for the CDF of SC and MRC with correlated fading are gıven by [4]

$$
P(R)= \begin{cases}1-\exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right)\left[1+Q\left(\frac{R}{\sigma_{1}\left(1-\rho_{12}^{2}\right)} \cdot \frac{\rho_{12}-R}{\sigma_{2}\left(1-\rho_{12}^{21}\right.}\right)-Q\left(\frac{\rho_{12} R}{\sigma_{2}\left(1-\rho_{12}^{2}\right)} \cdot \frac{R}{\sigma_{2}\left(1-1 \rho_{12}{ }^{2}\right)}\right)\right] & \text { SC } \\ 1-\frac{1+\rho_{12} \mid}{2 \mu_{12}} \exp \left[-\frac{R^{2}}{2 \sigma^{2} 11-\rho_{12} 1}\right]-\frac{1-\rho_{12}}{2 \mid \rho_{12}} \exp \left[-\frac{R^{2}}{2 \sigma^{2}\left(1-\rho_{12} 1\right)}\right] \quad \text { MRC }\end{cases}
$$

where $Q(a, b)$ is Marcum's $Q$-function:

For small values of $R$, an approximate expression can he obtained. From the Appendix. $m_{\dot{R}}, ~(\Omega) \sigma_{R}$ is small and hence $n \sim \sigma_{\dot{R}}, ~(2 \pi$. Using this and the approximate joint PDF:

$$
\begin{equation*}
p\left(R_{1}, R_{2}, H_{12}\right)=\frac{R_{1} R_{2}}{2 \pi \sigma^{4}\left(1-\left|\rho_{12}\right|^{2}\right)} \tag{10}
\end{equation*}
$$

we have the following simplified approximate expression:

$$
\begin{array}{r}
N_{R} \simeq v \quad\left(-\frac{\ddot{\rho}_{11}+\left(\frac{\left|\dot{\rho}_{12}\right|^{2}}{1-\left|\rho_{12}\right|^{2}}\right)}{\pi}\right) \frac{\left(\frac{R}{\sigma_{\gamma} 2}\right)^{3}}{1-\left|\rho_{12}\right|^{2}} \\
 \tag{11}\\
\text { for } \frac{R}{\sigma_{v}{ }^{2}} \ll 1
\end{array}
$$
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$$
\begin{equation*}
Q(a, b)=\int_{b}^{\infty} x \exp \left(-\frac{x^{2}+u^{2}}{2}\right) I_{0}(a x) d x \tag{16}
\end{equation*}
$$

A good approximation to the CDF of an EGC can be obtamed using the CDF of MRC. and is obtained by replacing the average signal power $\sigma^{2}$ of a single branch with (, 3 2) $\sigma^{2}[4]$. Hence, the values of AFD can be obtained from eqns. 8 and 15.

A simplified expression for the AFD. particularly for small values of $R$. can be obtained using eqn. 11:
$\tau_{R}=\frac{1}{2} \int\left(-\frac{\pi}{\ddot{\rho}_{11}+\left(\frac{\left|\dot{\rho}_{12}\right|^{2}}{1-\left|\rho_{12}\right|^{2}}\right)}\right) \frac{R}{\sigma_{\vee}{ }^{2}} \quad$ for $\frac{R}{\sigma V^{2}} \ll 1$
for all diversity combiners.

When two fading signals are independent, an exact expression for the CDF of an EGC can be obtained. The AFD is given by

$$
\begin{aligned}
& \left(\frac{1}{2} \sqrt{\left(\frac{\pi}{-\ddot{\rho}_{11}}\right) \frac{\exp \left(\frac{R^{2}}{2 \sigma^{2}}\right)-1}{\left(\frac{R}{\sigma \sqrt{2}}\right)}} \mathrm{SC}\right. \\
& \int \sqrt{\left(\frac{\pi}{-\ddot{\rho}_{11}}\right) \frac{\exp \left(\frac{R^{2}}{2 \sigma^{2}}\right)-\left(1+\frac{R^{2}}{2 \sigma^{2}}\right)}{\left(\frac{R}{\sigma_{\vee} 2}\right)^{3}}} \quad \text { MRC }
\end{aligned}
$$

EGC

Without diversity reception. the AFD is represented as [ + ]

$$
\begin{align*}
\tau_{R} & =V\left(\frac{\pi}{-\dot{\rho}_{11}}\right) \frac{\exp \left(\frac{R^{2}}{2 \sigma^{2}}\right)-1}{\left(\frac{R}{\sigma_{V} 2}\right)} \\
& \simeq V\left(\frac{\pi}{-\dot{\rho}_{11}}\right)\left(\frac{R}{\sigma_{V} 2}\right) \quad \text { for } \frac{R}{\sigma_{V} 2} \ll 1 \tag{19}
\end{align*}
$$

Comparıson of eqns. 17 and 19 shows that diversity reception can halve the AFD irrespective of the diversity combining scheme used when the two fading signals are independent.

## 3 Numerical calculations

The expressions derived in Section 2 are general and can be applied to any type of diversity (space, frequency, polarisation or time). In this Section we assume space diversity at the mobile station.

Two antennas with ommidirectional radiation patterns are used ds shown in Fig. 1. In this figure $d$ and $\alpha$ denote


Fig. 1 Antenna contiguration ut mooile station
the intenna spacing and the angle between the antenna axis and the direction of vehicle motion, respectively. Assuming that incoming multipath waves having equal amplitude and independent phases arnve from all directions with equal probability, we have [11]

$$
\left\{\begin{array}{l}
\rho_{11}(\tau)=J_{0}\left(2 \pi f_{D} \tau\right) \\
\rho_{12}(\tau)=J_{0}\left(2 \pi \sqrt{ }\left[\left(f_{D} \tau\right)^{2}+\left(d_{i} \lambda\right)^{2}-2\left(f_{D} \tau\right)(d / \lambda) \cos \alpha\right]\right) \tag{20}
\end{array}\right.
$$

where $J_{0}($.$) is the zero-order Bessel function, \lambda$ is the carrier wavelength, $f_{D}$ is the maximum Doppler frequency (vehicle speed/carrier wavelength), and $\alpha=0 \sim \pi / 2 \mathrm{rad}$.

## Hence

$$
\begin{align*}
& \ddot{\rho}_{11}=-2\left(\pi f_{D}\right)^{2} \\
& \rho_{12}=J_{0}\left(2 \pi \frac{d}{i}\right) \\
& \dot{\rho}_{12}=2 \pi f_{D} \cos x J_{1}\left(2 \pi \frac{d}{i}\right)  \tag{21}\\
& \ddot{\rho}_{12}=\left(2 \pi f_{D}\right)^{2}\left\{\frac{J_{1}\left(2 \pi \frac{d}{i}\right)}{\left(2 \pi \frac{d}{i}\right)} \cos 2 x-\cos ^{2} x J_{0}\left(2 \pi \frac{d}{i}\right)\right\}
\end{align*}
$$

where $J_{1}($.$) is the first-order Bessel function.$
When the antenna spacing is sufficiently large, the two received signal envelopes fade independently. The LCR and AFD for independent Rayleigh fading signals can be


Fig. 2 LCR curves for independent Rayletgh fading $d / \lambda \rightarrow \infty$
evaluated from eqns. 13 and 18, respectively. The results are shown in Figs. 2 and 3. For comparison, the results without diversity reception, calculated from eqna. 14 and 19, are also shown. The use of diversity reception reduces the LCR, particularly for the deep fades.

For correlated Rayleigh fading sugnals, the LCR is calculated using eqns. 8, and is shown in Figs. 1-6. It can be


Fig. 3 AFD curtes for independent Ravleıgh fading


Fig. 4 LCR curves of $M R C$ for vartous antenna spacings $z=0 \mathrm{rad} \quad-\quad-\pi=\pi 2 \mathrm{rad}$
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seen in Figs. 5 and 6 that, as the antenna spacing becomes large, the LCR decreases, becoming oscillatory and convergent. For independent fading, the normalised LCR. $V_{R} f_{D}$, of an MRC at $R V_{(2)} \sigma=-20 \mathrm{~dB}$ is $2.5 \times 10^{-3}$. It can be seen in Fig. 5 that when $x \neq \pi 2$, $N_{R} / f_{D}$ becomes smaller than $2.5 \times 10^{-3}$ for small antenna spacings. In particular, when the two antennas are parallel with the direction of vehicle motion $(x=0)$, a minımum LCR can be obtained at $d / i \simeq 0.25$, where it is approximately halved compared with the independent fading case. In Fig. 5 the approximate results calculated from eqn. Il are shown as broken lines. Except for very small antenna spacings (less than $0.15 \%$, eqn. 11 is found to be a good approximation.


Fig. 5 Effect of angle a between antenna axis and direction of vehucle motion on LCR curves for MRC



Fig. 6 Comparison of LCR curves for SC, EGC and MRC
$R^{\prime} v^{(2)} \sigma=-20 \mathrm{~dB}$
$\begin{aligned} R^{\prime} v(2) \sigma & =-20 \mathrm{~dB} \\ \mathrm{z} & =0 \mathrm{rad}\end{aligned}$

The AFD evaluated using the above results and the CDF calculated from eqns. 15 are shown in Figs. 79.



Fig. 7 fFD (urtes of $1 / R C$ jor :urtous antenna spactings $2 x=0 \mathrm{rad} \quad b y=T 2 \mathrm{rad}$

The shape of the 4FD curves of the MRC for $x=0$ and $\pi 2$ differ considerably. The AFD curves are loosely dependent on the antenna spacings when the two antennas are perpendicular to the direction of vehicle motion ( $\alpha=\pi 2$ ), and almost identical with those of the independent fading case for antenna spacings $>0.1 i$. The effect of the antenna angle $x$ is shown in Fig. 8. Broken lines show the approximate results using eqn. 17. Except for small antenna spacings, eqn. 17 is a good approximate expression. The normalised $\mathrm{AFD}, f_{D} \tau_{R}$, at $R / \checkmark(2) \sigma=-20 \mathrm{~dB}$ is 0.04 for no diversity reception; thus the AFD for the MRC is longer than for nodiversity reception for small antenna spacings and
$z<\pi 4$. At $x=0$, the maximum AFD of the MRC is longer by a factor of two. In Fig. 9 the AFD; of SC, EGC and MRC are compared. The AFDs of SC are sligitly smaller than those of EGC and MRC.


Fig. 8 Effect of angle $x$ between antenna avis and direction of rehicle motion on AFD (uries for MRC
$R, 12 \mathrm{~m} \quad 20 \mathrm{~dB}$
exact
approximate


Fig. 9 Comparison of AFD curves for SC, EGC und MRC $R_{v}(2) \sigma=-20 \mathrm{~dB}$ $\xrightarrow[R]{ } \quad x=0 \mathrm{rad}-\cdots z=\pi 2 \mathrm{rad}$

## 4 Conclusions

Expressions have been derived for the LCR and AFD in the case of two-branch predetection SC, EGC and MRC with correlated Rayleigh fading signals. Numerical resuits were presented for a space-diversity system using horizontally spaced antennas at a mobile station. It has been shown that the angle between the antenna axis and the direction of vehicle motion affects the LCR and AFD curves, while the CDF, which is given by LCR $\times A F D$, is not affected.

A further improvement can be achieved in the LCR over that with independent fading signals by using closely spaced antennas arranged parailel to the direction of vehicle motion. For a signal level of 20 dB below the RMS value and an antenna spacing of $0.25 \dot{\alpha}$, the LCR of an MRC is about half that of the independent fading case. For the independent fading case. the AFD is halved irrespective of the diversity combining scheme used. When two antennas are perpendicular to the direction of vehicle motion, the AFD is loosely dependent on the antenna spacing, and is almost identical to that for the independent fading case except for very small antenna spacings.
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## 7 Appendix

Let $\vdots$ and $z$ be the column matrices of $\dot{\Sigma}_{1}=\dot{z}_{1}(t)$ and $z_{1}=$ $z_{1}(l)$, respectuvely. Here, $\dot{z}_{1}, \dot{z}_{2}, z_{1}$ and $z_{2}$ are mutually correlated zero-mean complex Gaussian vanables. Applying the matrix theory described on pp. $495-496$ of Reference 12. the mean ( $2 \times 1$ column) matrix.$M$ and the covariance $(2 \times 2)$ matrix $\Lambda$ of $\dot{z}$, with $z$ given. can be obtained
from

$$
\left\{\begin{array}{l}
M=\mu z=\left(c b^{\prime}\right)^{* *} z  \tag{122}\\
A=a-c b \quad c^{\Gamma *}
\end{array}\right.
$$

where $a, b$ and $c$ are the partitioned matrices of the correlation matrix

$$
\frac{1}{2}\left\langle\binom{\dot{i}}{i}^{*}\binom{\dot{z}}{z}^{T}\right\rangle=\left(\begin{array}{cc}
a & c  \tag{23}\\
c^{T *} & b
\end{array}\right)
$$

and $(.)^{-1}$ and $(.)^{T}$ are the inverse matrix and transposed matrix. respectively. In our case, the components of $a, b$ and $c$ are given by

$$
\left\{\begin{array}{l}
a_{1 j}=-\sigma^{2} \frac{d^{2}}{d \tau^{2}} \rho_{i j}(\tau)  \tag{24}\\
b_{i j}=\sigma^{2} \rho_{i j}(0) \\
c_{i j}=-\left.\sigma^{2} \frac{d}{d \tau} \rho_{i j}(\tau)\right|_{i=0} ^{2}=-\sigma_{i j}(0) \\
\dot{\rho}_{i j}(0)
\end{array}\right.
$$

where $\rho_{1}(\tau)=z_{i}(t)^{*}=(t+\tau), 2 \sigma^{2}$, and $\sigma^{2}=\left\langle 1=(t)^{2} 2\right.$ is the average received signal power at each antenna.

Since we are assuming a symmetrical fading power spectrum and that the two fading power spectra are identical. $\dot{\rho}_{11}(0)=\dot{\rho}_{22}(0)=0$ and $\ddot{\rho}_{11}(0)=\ddot{\rho}_{22}(0)$. From eqns. 22 and 23 we then have

$$
\begin{align*}
& \mu=\frac{1}{1-\left|\rho_{12}\right|^{2}}\left(\begin{array}{cc}
\frac{\rho_{12} \dot{\rho}_{12}^{*}}{\dot{\rho}_{12}} & -\dot{\rho}_{12}^{*} \\
\boldsymbol{\rho}
\end{array}\right) \\
& \mathbf{\Lambda}=-\sigma=\left(\begin{array}{ll}
\ddot{\rho}_{11}+\frac{\mid \dot{\rho}_{12}}{1-\left|\dot{\rho}_{12}\right|^{2}} \\
1-\left|\rho_{12}\right|^{2} & \ddot{\rho}_{12}+\frac{\left.\rho_{12}^{*} \mid \dot{\rho}_{12}\right)^{2}}{1-\left|\rho_{12}\right|^{2}} \\
\dot{\rho}_{12}^{*}+\frac{\rho_{12}\left(\left.\dot{\rho}_{12}^{*}\right|^{2}\right.}{1-\left|\rho_{12}\right|^{2}} & \ddot{\rho}_{11}+\frac{\left|\dot{\rho}_{12}\right|^{2}}{1-\left|\rho_{12}\right|^{2}}
\end{array}\right) \tag{25}
\end{align*}
$$

where $\rho_{11}=\rho_{11}(0), \quad \rho_{12}=\rho_{12}(0), \quad \dot{\rho}_{12}=\dot{\rho}_{12}(0), \quad \ddot{\rho}_{11}=$ $\ddot{\rho}_{11}(0)$ and $\ddot{\rho}_{12}=\ddot{\rho}_{12}(0)$. Using eqns. 25 with eqns. 4 and $5, m_{\dot{R}}$ and $\sigma_{R}^{2}$ can be found as

$$
\begin{align*}
& \left(\begin{array}{ll}
\frac{R_{1} \operatorname{Re}\left(\dot{\rho}_{12}^{*} \rho_{12}\right)-R_{2} \operatorname{Re}\left(\dot{\rho}_{12}^{*} e^{\theta_{12}}\right)}{1-\mid \rho_{12}^{2}} & R_{1} \geqq R_{2} \\
\frac{-R_{2} \operatorname{Re}\left(\dot{\rho}_{12}^{*} \rho_{12}\right)+R_{1} \operatorname{Re}\left(\dot{\rho}_{1}^{*} \geq e^{\theta_{12}}\right)}{1-\rho_{12}^{2}} & R_{1}<R_{2}
\end{array}\right. \\
& m_{R}=\text {. }  \tag{26}\\
& \frac{R_{1}-R_{2}}{v^{2}} \frac{\operatorname{Re}\left(\dot{\rho}_{12}^{*}, \rho_{12}\right)+\operatorname{Re}\left(\dot{\rho}_{12}^{*} e^{\mu 12}\right)}{1-\mid \rho_{12}^{2}} \quad \text { EGC } \\
& \frac{R_{1}^{2}-R_{2}^{2}}{v\left(R_{i}^{2}+R_{2}^{2}\right)} \frac{\operatorname{Re}\left(\dot{\rho}_{12}^{*} \rho_{12}\right)}{1-\rho_{12}} \quad \text { MRC } \\
& \left\{-\sigma^{2}\left\{\rho_{11}+\frac{1 \dot{\rho}_{12}^{2}}{1-1 \rho_{12}^{2}}\right\}\right. \\
& \sigma_{k}^{2}=\cdot-\sigma^{2}\left\{\ddot{\rho}_{11}+\frac{\mid \dot{\rho}_{12}^{2}}{1-\rho_{12}^{2}}\right\}-\sigma^{2} \operatorname{Re}\left\{\left(\ddot{\rho}_{12}+\frac{\rho_{12}^{*}\left(\dot{\rho}_{12}\right)^{2}}{1-\rho_{12}^{2}}\right)^{*} e^{\theta_{12}}\right\} \quad \text { EGC }  \tag{27}\\
& \left\lvert\,-\sigma^{2}\left\{\dot{\rho}_{11}+\frac{\left|\dot{\rho}_{12}\right|^{2}}{1-\left|\rho_{12}\right|^{2}}\right\}-\sigma^{2} \frac{2 R_{1} R_{2}}{R_{1}^{2}+R_{2}^{i}} \operatorname{Re}\left\{\left(\ddot{\rho}_{12}+\frac{\left.\rho_{12}^{*}!\dot{\rho}_{12}\right|^{2}}{1-\left|\rho_{12}\right|^{2}}\right)^{*} e^{\mu \theta_{1}}\right\}\right. \\
& \text { EGC }
\end{align*}
$$

MRC
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## ABSTRACT

Recorded envelope data from field trials in which a mobile transwitted a CW signal to a base station equipped with two vertically spaced antennas has been used in a computer simulation of diversity reception. The cumulative distribution function, level-crossing rate and average fade duration have been determined for 2-branch selection and suitched diversity systems and the results have been compared with theoretical calculations. Considerable improvements are obtained in general, although switched diversity is not effective in reducing the duration of fades. Provided an optimum switching threshold 15 used, both types of diversity can reduce $B E R$ for uncorrelated envelopes.

## INTRODUCTION

The majority of radio communication links are subjected to conditions in which energy can travel from the transmitter to the receiver via more than one path. This "multipath" situation arises in different ways depending upon the application, but in mobile radio systems the major cause is reflection and scattering from obstacles such as crees, hills and buildings along the transmission path. Radio waves therefore arrive at the recelver from different directions, they have different time delays and they combine vectorially at the antenna to give a spatially-varying signal which can be large or small depending upon whether the incoming waves combine in a constructive or destructive manner. The signal fluctuations are known as fading and the rapid fluctuations caused by local multipath are known as fast (or Rayleigh) fading to distinguish them from the much longer-term variation in the mean level which is termed 'slow-fading'.

It is well-known that the location of the receiving antenna does not have to be changed very much to change the signal level by several tens of $d B$ [1]. Moreover, the envelopes of signals received at two points separaced by a relatively small distance fade in an uncorrelated manner and this makes space diversity [2] an attractive proposition to mitigate the fading effects. At the mobile end of the link the necessary antenna separation is less than $\lambda / 2$; at the base station much larger distances (up to a few tens of $\lambda$ ) are required but the technique can still be used successfully. When digital modulation is used the performance of the radio link deteriorates rapidly when the received
signal envelope fades below some system-related threshold. The statistics of the signal envelope, the level-crossing rate and the duration of fades below any given level are important in system design [3].

The literature does not contain any detailed comparison between calculated and measured results for various diversity schemes, although Lee [3] has discussed the case of equal-gain predetection combiners. In this paper we present results for parameters of two-branch predetection selection and switched diversity and compare measurements with theoretical results for the simple case of uncorrelated signals.

## DIVERSITY SYSTEMS

The various well-known diversity techniques are extensively described in the literature [4]. In selection diversity and its derivative, switched diversity, only one of the available signals is passed into the receiver at any time. The principle of selection diversity is conceptually very simple, the signal chosen at any instant being the one with the largest signal envelope. In switched diversity the chosen signal continues to be used (whether it is the largest or not) provided it remains above a predetermined threshold level. If it falls below the threshold then it is possible to use the 'switch and stay' strategy in which the new signal is used irrespective of its value, or a 'switch and examine' strategy in which, if the new signal is also below the threshold, the system periodically examines both signals until one rises above the threshold. Although the switch and examine technique allows a marginally quicker return to an acceptable signal when both signals are below the threshold together (a rare event), the rapid switching causes noise bursts which are most undesirable. In selection and switched systems the instantaneous output carrier to noise ratio (CNR) is always equal to the instantaneous CNR of the signal actually in use. The mean output CNR is higher than the mean input CNR although the improvement is marginal and is in itself no justification for using diversity.

## EXPERIMENT

The data used for comparison was obtained from a series of field trials in the city of Liverpool [5]. A mobile transmitted a 5 W CW signal at 896 MHz and this was received on two antennas at a base station site approximately 35 m above street level. The vehicle was driven around a pre-planned
route about 1.3 km distant from the base station at a nearly constant speed of $10 \mathrm{~m} / \mathrm{sec}$. Two vertically mounted $\lambda / 2$ dipoles were used for reception and these were mounted one above the other at separations of 4,10 and 20 wavelengths thereby yielding signals with measured envelope crosscorrelation coefficients of approximately 0.93, 0.75 and 0.42 respectively. The two recerved signals were recorded on a multitrack FM instrumentation tape recorder using the log-video outputs of two fieldstrength measuring receivers. The recorded signals were later replayed and simultaneously digitised at a 1 kHz rate, the digitised values being transferred to a main-frame computer for analysis.

This data base has allowed a true comparison to be made between various diversity schemes by simulating the action of the diversity schemes on identical data sets extracted from the measured data base. This provides a much more realistic comparison than that obtained by assuming Rayleigh fading. This paper presents results for the cumulative probability distribution function (CDF) the level crossing rate (LCR) and the average fade duration (AFD) for the original signal envelope and the effective envelope after diversity has been employed. The only way in which the original data was modified was by filtering to remove the slow-fading component. This was achreved by normalising to the local/running mean.

## RESULTS

The measured envelope cross-correlation Penv' between the two received signals are shown in Fig. 1 for vertical antenna separations from 2 to $24 \lambda$. These cross-correlations were obtained by averaging cross-correlations for 2.0 s segments over the section of the test route used (approx. 300 m ). For the following diversity simulation, we use the data obtained when the antenna separations were 4, 10 and 20ג, which correspond to $\rho_{\text {env }}$ of $0.93,0.75$ and 0.42 respectively.

Fig. 2 shows the $C D F$ for each of the diversity strategies (using a -10 dB suitching threshold for SS and SE and a 2 ms duration for SE) for data with $\rho_{\text {env }}=0.42$. Without diversity, the CDF follows the Rayleigh distribution as expected. All of the schemes show improvements compared with the case of no diversity, especially when deep fading occurs. SE is slightly superior to SS for a signal below the switching threshold, while they have an identical CDF above the switching threshold. Typical improvements at the 1 percent level are 5.3 dB for SS, 6.9 dB for SE and 8.8 dB for SC .

The effect that the various strategies have on the LCR and AFD is shown in Figs. 3 and 4. In these figures, the term 'normalised LCR' refers to the LCR divided by the maximum Doppler frequency $f_{D}$, (which for our experiment was 33 Hz ). The 'normalised AFD' is the AFD multiplied by $f_{D}$. In all of the schemes, the LCR is considerably reduced for situations when deep fading occurs. The largest improvement in LCR is provided by $S C$ with again, the switching threshold affecting the improvement provided by the SS and SE cases. In terms of the AFD, a consistent reduction is obtained from SC with the LCR being


Fig. 1 Lross-correlation between signal envelopes Penv received on two antennas spaced at varzous vertical separations for data from a nearly circumferential route.


Fig. 2 Measured CDF of a normalised fast fading signal envelope for varous diversity schemes.


Fig. 3 Measured LCR for SS 3nd SE strategies using a switching threshold of -10 dB .


F18 4 Measured AFD for $S S$ and SE strategies using a switching threshold of - 10 dB .


Fig. 5 Effect of $\rho$ on the measured CDF for the $S S$ stracegy.
almost halved. Fig. 4 shows that the $S S$ and $S E$ strategies have an identical reduction in the AFD above the switching threshold. Below the switching threshold the SS strategy shows no improvement, whilst $S E$ does, as a result of the periodic switching (2 ms).

## The Effect of Correlation

The effect of envelope cross-correlation on the CDF is shown on Fig. 5 for the SS case. An increase in penv reduces the improvement until, in the limiting case of $\rho_{\text {env }}=1$, the improvement disappears completely. A similar argument would apply to SC and SE. Figs. 6 and 7 show the LCR and AFD over a range of $\rho$ eny for $S S$. The AFD tends towards the no diversity case as penv increases. Below the switching threshold, the AFD is not improved for any value of $\rho$ env.

THEORETICAL ANALYSIS

## Cumulative Distribution Function

In Rayleigh fading, the received signal envelope at each branch has a CDF given by

$$
\begin{equation*}
P(R)=1-\exp \left[-\frac{R^{2}}{2 \sigma^{2}}\right] \tag{1}
\end{equation*}
$$

where $\sigma^{2}$ is the average signal power (which has been assumed to be unity since the received signal is normalised by the local mean). The closed form expression of the CDF for $S E$ and $S C$ with correlated fading is given by

where $\rho_{12}$ is the value of the cross-correlation
function $\rho_{12}(t)$ at $t=0$ between the complex
envelopes of the two fading signals, $Q(a, b)$ is
Marcum's $Q$-function and $R_{t}$ is a switching threshold.
An expression for the CDF of $S S$ has not yet been
found for correlated fading, while it is identical with that of SE for independent fading [6]. Hence,
we use the CDF of SE as an approximation to SS.


Fig. 6 Effect of $\rho_{\text {env }}$ on the measured LCR for SS using a switching chreshold of -10 dB .


Fig. 7 Effect of eny on the measured AFD for SS using a switching threshold of -10 dB .

The calculated CDFs for independent fading $\left(p_{12}=0\right)$ are shown in Fig. 8 for each of the diversity strategies. It can be seen that $S C$ has the best performance, with reduced improvements being avallable from SS and SE. The measured and calculated CDFs (Figs. 2 and 8 respectively) are quite similar. For small signal envelopes, (2) can be approximated as
$P(R)= \begin{cases}{\left[\frac{R R_{t}}{2 a^{2} \sqrt{ }\left(1-\left|\rho_{12}\right|^{2}\right)}\right]^{2},} & \text { for } S S \text { and } S E\left(R \| R_{t}\right) \\ {\left[\frac{R^{2}}{2 \sigma^{2} \sqrt{\left(1-\left|\rho_{12}\right|^{2}\right)}}\right]^{2}, \text { for SC }}\end{cases}$
Since $\rho_{\text {env }}=|\rho|^{2}$ in Rayleigh fading [1], (3) shows that the envelope cross-correlation reduces the effective average power by a factor of $\sqrt{ }\left(1-\rho_{\text {env }}\right)$ for all of the diversity combiners. When $\rho_{\text {env }}=0.42$, 0.75 and 0.93 , the diversity gain reductions are $1.2,3.0$ and 5.8 dB respectively. The measured data shown in Fig. 5 agree well with the calculated results.


Fig. 8 Calculated CDF of a Rayleigh fading envelope for various diversity schemes under conditions of independent fading.

## Level Crossing Rate and Average Fade Duration

The LCR is defined as the number of negative or positive going crossings per second of the effective signal envelope $R(t)$ at a particular signal level $R$, and is obtained from

$$
\begin{equation*}
N_{R}=\int_{0}^{\infty} \dot{R} p(R, \dot{R}) d \dot{R}, \tag{4}
\end{equation*}
$$

where $p(R, \dot{R})$ is the joint probability distribution function (PDF) of the signal envelope and its time derivative $\dot{R}(t)$. The AFD is given by

$$
\begin{equation*}
\tau=\frac{P(R)}{N_{R}} \tag{5}
\end{equation*}
$$

Recently, the authors have analysed the LCR for predetection diversity combiners. When $R$ is small a simple approximate expression has been
$\left.N_{R}=\sqrt{\text { obtained }}{ }_{\ddot{\rho}_{11}+\left|\dot{\rho}_{12}\right|^{2} /\left(1-\left|\rho_{12}\right|^{2}\right)}^{2 \pi}\right] p(R)$,
where $p(R)=(d / d R) P(R)$ is the PDF of the effective envelope, $\ddot{\rho}_{11}=\left(d^{2} / d t^{2}\right) \rho_{11}(t)$ at $t=0$ with $\rho_{11}(t)$ being the autocorrelation function of the complex envelope of each received signal and $\dot{\rho}_{12}=(d / d t) \rho_{12}(t)$ at $t=0$.

Assuming that all the multipath waves received at the base station result from scatterers surrounding a mobile uniformly, $\rho_{11}(t)=J_{0}\left(2 \pi f_{D} t\right)$ [1] and thus $\ddot{p}_{11}=-2\left(\pi f_{D}\right)^{2}$. For vertically spaced antennas $\dot{\rho} 12$ has not been analytically derived but for horizontally spaced antennas a reasonable distance apart its effect can be assumed small [4]. If we assume $\rho_{12}=0$, then

$$
\begin{equation*}
N_{R}=\sqrt{\left[-\frac{\tilde{\rho}_{11}}{2 \pi}\right]} p(R) \tag{7}
\end{equation*}
$$

If two fading signals are independent ( $\rho_{12}$ and $\dot{\rho}_{1}=0$ ), (7) gives the exact expression. The calculated LCR ( $N_{R} / f_{D}$ ) and AFD ( $f_{D}$ ) for various diversity combiners are shown in Fig. 9 for independent fading signais, where a -10 dB threshold has been used in the SS and SE strategies. The measured data are shown in Fig. 3 for SC, and in Fig. 4 for $S S$ and SE. The measured and calculated LCR and AFD are similar except for SE. The LCR values are underestimated for SE, since the calculations do not take into account the periodic switching, which occurs when both envelopes are below the switching threshold. The difference between the calculated and measured data can be attributed to the envelope cross-correlation not being zero.



Fig. 9 Calculated LCR and AFD for various diversity schemes unaer conditions of independent fading.

When the two fading signals are correlated,
$N_{R}= \begin{cases}\sqrt{2 \pi}) f_{D}\left(\frac{R}{\sqrt{2 \sigma}}\right)\left(\frac{R_{t}}{\sqrt{2 \sigma}}\right)^{2} /\left(1-\left.\left.\right|_{12} ^{\rho}\right|^{2}\right), & \text { for } S S \text { and } \\ \text { SE }\left(R * R_{t}\right) \\ 2 /(2 \pi) f_{D}\left(\frac{R}{\sqrt{2 \sigma}}\right)^{3} /\left(1-\left.\left.\right|^{\rho}{ }_{12}\right|^{2}\right), & \text { for } S C\end{cases}$
and
$\tau= \begin{cases}\frac{1}{\sqrt{(2 \pi) f_{D}}}\left(\frac{R}{\sqrt{2} \sigma}\right), & \text { for } S S \text { and } S E\left(R \| R_{t}\right) \\ \frac{1}{2 \sqrt{(2 \pi) f_{D}}}\left(\frac{R}{\sqrt{2} \sigma}\right), & \text { for } S C,\end{cases}$

Without diversity, the LCR and AFD are given by [1]

$$
\begin{align*}
& N_{R}=\sqrt{(2 \pi) f_{D}\left(\frac{R}{\sqrt{(2 \sigma)}}\right) \exp \left[-\frac{R^{2}}{2 \sigma^{2}}\right]=\sqrt{ }(2 \pi) f_{D}\left(\frac{R}{\sqrt{2 \sigma}}\right)} \\
& \tau=\frac{\exp \left[\frac{R^{2}}{2 \sigma^{2}}\right]-1}{\sqrt{ }(2 \pi) f_{D}\left(\frac{R}{\sqrt{2 \sigma}}\right)}=\frac{1}{\sqrt{(2 \pi) f_{D}}}\left(\frac{R}{\sqrt{2 \sigma}}\right) \tag{10}
\end{align*}
$$

Equations (8) and (9) show that the LCR increases as the envelope cross-correlation $\rho_{\text {env }}\left(\approx|\rho|^{2}\right)$
increases whilst the AFD remains constant and
becomes 1.7 times, 4 times and 14 times as large as that for the independent fading case for $\rho_{\text {env }}=$ $0.42,0.75$ and 0.93 respectively. The AFDs for SS and SE strategies are equal to those with no diversity, while SC can halve the AFD. Considering the effect of the envelope cross-correlations, the measured data, shown in Fig. 7, agrees well with the calculated results.

## COMPARISON OF ERROR RATES

In the case of $\left|\rho_{12}\right|=0$ the expressions for the CDF of $S S$ and $\operatorname{SE}$ are identical and can be obtained from (3) as
$P(R)=\left\{\begin{array}{cl}(1+q)\left[1-\exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right)\right]-q & R \geq R_{t} \\ q\left[1-\exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right)\right] & R \leq R_{t}\end{array}\right.$
the CDF of SC is also obtainable from (3) and is given by

$$
\begin{equation*}
P(R)=\left[1-\exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right)\right]^{2} \tag{12}
\end{equation*}
$$

where $R^{2} / 2 \sigma^{2}$ can be interpreted as $\gamma / \gamma_{0}$, the $\mathrm{CNR} / \mathrm{CNR}_{\text {mean }}$ and $\mathrm{q}=1-\exp \left(-\mathrm{R}_{\mathrm{t}} / 2 \sigma^{2}\right)$.

The error rate performance is dependent on the modulation scheme used, but the average error rate can be determined by averaging the conditional probability of error over the ensemble of possible values of $R(t)$ at the diversity combiner output, i.e. by integrating over the PDF of $R(t)$. Taking non-coherent FSK as an example, the probability of
error can be written as $P_{e}(\gamma)=1 / 2 \exp (-\gamma / 2)$ where $\gamma=C N R$ and the value of $P_{e}, 2$, the value appropriate to 2-branch diversity can be written as

$$
P_{e, 2}=\int_{0}^{\infty} P_{e}(\gamma) p_{2}(\gamma) d \gamma
$$

where $p_{2}(\gamma)$ is the PDF of the CNR at the diversity system output.

For 2-branch selection diversity and Rayleigh fading the value of $P_{e, 2}$ is given by

$$
\begin{equation*}
P_{e, 2}=\frac{4}{\left(2+Y_{0}\right)\left(4+Y_{0}\right)} \tag{13}
\end{equation*}
$$

where $\gamma_{0}$ is the mean CNR. We know that $P_{e_{1}, 1}$, the single-branch Rayleigh-fading error rate is given by

$$
\begin{equation*}
P_{e, 1}=\frac{1}{2+Y_{0}} \tag{14}
\end{equation*}
$$

So we can further write

$$
\begin{equation*}
\mathrm{P}_{\mathrm{e}, 2}=4 \mathrm{P}_{\mathrm{e}, 1}^{2} \tag{15}
\end{equation*}
$$

Simplarly for $S S$, it can be shown that
$P_{e, 2}=P_{e, 1}\left\{1-\exp \left(-\gamma_{T} / \gamma_{0}\right)\left[1+\exp \left(-\gamma_{T} / 2\right)\right]\right\}$
This expression can be minimised with respect to the threshold value $\gamma_{T}$ by differentiation. The optimum threshold is thereby found to be

$$
Y_{T}=2 \ln \left(1+Y_{0} / 2\right)
$$



Fig. 10 Error probability for various diversity schemes under conditions of independent fading.

Substituting this back we obtain
$P_{e, 2}=P_{e, 1}\left[1-\left(\frac{\gamma_{0}}{2+\gamma_{0}}\right)\left(\frac{2}{2+\gamma_{0}}\right)^{2 / \gamma_{0}}\right]$
Fig. 10 shows the reiationship between eqns. (14), (15) and (17) from which it can be seen that provided we set the threshold level to its optimum value, the performance of SS and SE falls only slightly short of that for SC.

CONCLUSION
The effects of various two branch predetection diversity systems (SS, SE and SC) have been compared using the measured CDP, LCR and AFD statistics for vertically spaced antennas at a base station site. A diversity improvement can still be obtained for penv up to 0.7 for $S C$ and to obtain this correlation at a base station about 1.3 km from a mobile, the antennas can be separated vertically by around $12 \lambda$. The diversity improvement is most noticeable for the CDF and LCR, however, the AFD is only reduced by about half (note that there is no improvement in the AFD for $S S$ and $S E$ below the switching threshold). This means that if diversity reception is applied to digital transmissions, then the bit error rate and rate of burst error occurrence can be reduced considerably, and the burst error length is approximately halved.
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# Level crossing rate and average fade duration for time diversity reception in Rayleigh fading conditions 

F. Adachi, PhD<br>M.T. Feeney, MSc<br>J.D. Parsons, DSc(Eng), FEng


#### Abstract

Time diversity, in which the same data are transmitted several times, is attractive in digital land mobile radio and is simple to implement because only one antenna is required Expressions for the level crossing rate (LCR) and average fade duration (AFD) are derived in this paper for a system in which each data symbol is transmitted twice (two-branch diversity). As far as LCR is concerned, the expected diversity advantages can be obtained for a data repetition penod normalised by the maximum Doppler frequency, of about 0.2. For a large data repetition period the AFD is halved. Measured values of LCR and AFD, obtained from 900 MHz signals received at a base station site, are in good agreement with the predicted values.


## List of principal symbols

$f_{D}=$ maximum Doppler shift $=v$
$R=$ signal envelope
$\dot{R} \quad=$ time derivative of $R$
$v \quad=$ vehicle velocity
= dummy varable (tume delay)
$z_{1}(t)=$ complex signal envelope
$\varphi_{s}(t)=$ phase modulation
$\sigma=$ parameter of Rayleigh distribution $1 \sigma^{2}=$ mean power)
; = carner wavelength
$\omega_{c}=$ carner angular frequencv

## 1 Introduction

In the UHF mobile radio environment, the received signal is characterised by rapid fading as a result of multipath propagation. Scatterers surrounding the mobile station cause the received signal to be composed of several component waves which combine constructively or destructively, depending upon their relative phase. With digital transmissions, the system performance deteriorates rapidly when the signal falls below some noise-related threshold and this causes bursts of
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errors to occur. The rates of occurrence and average length of these error bursts can be estimated from the level crossing rate (LCR) and average fade duration (AFD), respectively, of the received signal envelope. Otanı and Omori [1] have shown that the measured average length of error bursts in simulated Rayleigh fading conditions are in good agreement with estimated values.

Diversity reception techniques can be used to combat the effects of multipath fading. Of the various posstbilities, time diversity has the major advantage over other systems of only requiring a single antenna (space diversity requires two or more antennas) and hence is simple to implement. In a time diversity system, the same data are transmitted several times and in the system considered here, the symbol associated with the largest received signal strength is selected at the receiver.

Closed-form solutions are available for the LCR and AFD without diversity [ 2 \& 3]. However, neither theoretical analysis nor experimental evidence exists for the LCR and AFD using time diversity reception. In this paper we consider a time diversity system in which each data symbol is transmitted twice over a mobile radio channel. It is apparent that, if the data repettion period is small, a finite correlation will exist between the fading signal envelopes associated with the two transmissions of the same data symbol, and one of the aims of the analysis is to establish the relevant relationship. In particular, we are interested in the minimum data repetition period necessary to ensure that the signal envelopes are sufficiently decorrelated to produce improvements in the LCR and AFD. A Rayleigh-fading environment is considered, and the theoretical results derived in Section 3 are compared, in Sections 4 and 5 with experimental measurements taken at a 900 MHz base station site.

## 2 Time diversity

The basic principle underlying time diversity is that each data symbol is transmitted several times. At the receiver. the various received versions are stored and a decision is taken as to which is correct. The two most obvious techniques are to take a decision either by majority-vote on the various stored versions, or to output the symbol associated with the largest signal strength. For majority voting, the minimum number of repetitions is three (in the UK TACS cellular radio system, which uses this method, words on the forward control channel (FOCC) are repeated five times), whereas if a signal strength indication is used the minimum number of repetitions is two.

If the original data stream is discontinuous. it may be possible to use tume diversity, by repeating words. without increasing the data bit rate. However, if the original data stream is continuous, the final data rate has to be doubled or tripled etc. as appropriate. This is the type of system considered by Wong et al. [4] and by Miki and Hata [5]; the way in which a transmuted data stream at $2 n \mathrm{bit} / \mathrm{s}$ is generated from an original stream at $n$ bit s , and a version delayed by a time $T$. are shown in Fig. 1.


Fig. 1 Signal envelope and data sequence
« Original data
$b$ Delaved data
c Transmitted data

This is transmitted over the radio channel which has the fading envelope shown. The precise detals of the way in which the final data stream is constructed does not affect the analysis in this paper, which is applicable to any data stream of the kind shoun in Fig. 1, t.e. one in which data symbols are repeated after a tume $T$ and a decision is taken on the basis of received signal strength. Specifically we consider a system in which the data is transmitted twice and a single antenna is used at the receiver.

The received signal $s(t)$ can be expressed as

$$
\begin{equation*}
s(t)=\operatorname{Re}\left\{z_{1}(t) \exp \left[J\left(\omega t+\phi_{s}(t)\right)\right]\right\} \tag{1}
\end{equation*}
$$

where $\phi_{s}(t)$ depends on the modulation system used. In Rayleigh fading, $z_{1}(t)$ is a zero-mean complex Gaussian process. A typical relationship between the received signal envelope $R_{1}(t)=z_{1}(t) \mid$ and the data sequence is depicted in Fig. 1.

In time diversity the transmitted data stream contarning the original and repeated data is demodulated from s(t). It can be seen from Fig. 1 that the original data stream has the envelope $R_{1}(t)$ and the repeated data stream has the envelope $R_{1}(t-T)$. The $n$th element $a_{n}$ ( $n=\cdots-1,0,1,2, \ldots$ ) is received twice and that associated with the larger envelope is selected. Hence the number of diversity branches is two and we can treat this type of time diversity as being equivalent to two-branch selection diversity with the signal envelopes $R_{1}(t)$ and $R_{2}(t)=R_{1}(t-T)$. The resultant envelope $R(t)$, after selection, is represented as

$$
\begin{equation*}
R(t)=\max \left\{R_{1}(t), R_{2}(t)\right\} \tag{2}
\end{equation*}
$$

where $R_{2}(t)=R_{1}(t-T)$ and is shown in Fig. 2. The regenerated data symbol $a_{n}$ is associated with the
envelope $R\left(t_{n}\right)$. Since, when digital transmissions are used. error bursts occur when $R(t)$ falls betow some norserelated threshold, analysis of the LCR and AFD of $R(t)$ is

important for estumating the rate of occurrence and average length of these error bursts. In particular. the AFD analysis is important in connection with the application of forward error correcting codes [1].

## 3 Theory

We assume that the received signal is subject to Rayleighfadıng with a symmetrical power spectrum, i.e. the power spectrum of $z_{1}(t)$ is symmetrical. The LCR of $R(t)$ at a signal level $R$ is given by Reference 2, p. 32:

$$
\begin{equation*}
N(R)=\int_{0}^{\infty} \dot{R} p(R, \dot{R}) d \dot{R} \tag{3}
\end{equation*}
$$

The AFD at the same level is given by

$$
\begin{equation*}
\bar{\tau}(R)=\frac{P(R)}{N(R)} \tag{4}
\end{equation*}
$$

where $P$ is the cumulative distribution function (CDF) of $R(t)$. In Reference 6, the present authors have developed an analysis leading to general expressions for the LCR and AFD of two-branch diversty systems, which are applicable in this case.

### 3.1 Level crossing rate (LCR)

Eqn. 8 of Reference 6 gives general expressions for the LCR using various combining methods. The appropriate relationship here is that applicable to selection diversity; i.e.

$$
\begin{align*}
N=\int_{-\pi}^{+\pi} & \int_{0}^{R} n_{1} p\left(R_{1}=R, R_{2}, \theta_{12}\right) d R_{2} d \theta_{12} \\
& +\int_{-\pi}^{+\pi} \int_{0}^{R} n_{2} p\left(R_{1}, R_{2}=R, \theta_{12}\right) d R_{1} d \theta_{12} \tag{5}
\end{align*}
$$

where $p\left(R_{1}, R_{2}, \theta_{12}\right)$ is the joint PDF of $R_{1}, R_{2}$ and $\theta_{12}$, given by eqn. 7 of Reference 6, and $n_{1}$ and $n_{2}$ are the conditional LCRs which can be evaluated from

$$
\begin{align*}
& n_{1}=\int_{0}^{\infty} \dot{R}_{1} p\left(\dot{R}_{1} \mid R_{1}=R, R_{2}, \theta_{12}\right) d \dot{R}_{1} \\
& n_{2}=\int_{0}^{\infty} \dot{R}_{2} p\left(\dot{R}_{2} \mid R_{1}, R_{2}=R, \theta_{12}\right) d \dot{R}_{2} \tag{6}
\end{align*}
$$

Evaluation of eqn. 6 requires knowledge of $\rho_{12}(0)$ and $\dot{\rho}_{12}(0)$ where $\rho_{12}(x)$ is the normalised crosscorrelation function of the two complex envelopes $z_{1}(t)$ and $z_{2}(t)$. In time diversity $z_{2}(t)=z_{1}(t-T)$, hence $\rho_{12}(0)=\rho_{11}^{*}(T)$ and $\dot{\rho}_{12}(0)=-\dot{\rho}_{11}^{*}(T)$ where $\rho_{11}(x)$ is the normalised
autocorrelation function of $z_{1}(t)$ and is a real function. monce a symmetrical power spectrum has been assumed. The appendix of Reference 6 glses

$$
\begin{align*}
n_{1}= & \frac{\sigma}{v} \sqrt{2 \pi} \sqrt{\left(-\ddot{\rho}_{11}(0)-\frac{\dot{\rho}_{11}^{2}}{1-\rho_{11}^{2}}\right)} \\
& \times\left(\exp \left(-x_{1}^{2}\right)-\sqrt{\pi} x_{1} \operatorname{erfc}\left(x_{1}\right)\right) \\
n_{2}= & \frac{\sigma}{\sqrt{2 \pi}} \sqrt{\left(-\ddot{\rho}_{11}(0)-\frac{\dot{\rho}_{11}^{2}}{1-\rho_{11}^{2}}\right)}  \tag{7}\\
& \times\left(\exp \left(-x_{2}^{2}\right)+{ }_{2} r_{2} \operatorname{erfc}\left(-r_{2}\right)!\right.
\end{align*}
$$

where we have introduced the smplifying notation $\rho_{11}=\rho_{11}(T)$ and $\dot{\rho}_{11}=\dot{\rho}_{11}(T)$. The variables $r_{1}$ and $r_{2}$ are

$$
\begin{align*}
& \lambda_{1}=\frac{\left.\left(\frac{R}{\sigma_{3} 2}\right) \dot{\rho}_{11} \rho_{11}-\left(\frac{R 2}{\sigma_{2}}\right)\right) \dot{\rho}_{11} \cos \theta_{12}}{\left(1-\mu_{11}^{2}\right) V\left(-\dot{\rho}_{11}(0)-\frac{\dot{\rho}_{11}^{2}}{1-\rho_{11}^{2}}\right)} \\
& r_{2}=\frac{\left(\frac{R}{\sigma_{2} 2}\right) \dot{\rho}_{11} \mu_{11}-\left(\frac{R_{1}}{\sigma_{2} 2}\right) \dot{\rho}_{11} \cos H_{12}}{\left(1-\mu_{11}^{2}\right) V\left(-\ddot{\rho}_{1 ;}(0)-\frac{\dot{\rho}_{11}^{2}}{1-\rho_{11}^{2}}\right)} \tag{8}
\end{align*}
$$

Since $\left.p R_{1}, R_{2}, \theta_{12}\right)$ remans unchanged when $R_{1}$ and $R_{2}$ are interchanged. we have

$$
\begin{align*}
V= & \frac{2 \pi}{V} \sqrt{2 \pi} \\
& \left.\times\left\{-\ddot{\rho}_{11}(0)-\frac{\dot{\rho}_{11}^{2}}{1-\rho_{11}^{2}}\right)\right]_{=}^{+\pi} \int_{0}^{R} \\
& \left.\times p\left(-x_{1}^{2}\right)+\sqrt{\pi} x_{1} \operatorname{erf}\left(x_{1}\right)\right\}  \tag{9}\\
& \left.R, R_{2}, \theta_{12}\right) d R_{2} d \theta_{12}
\end{align*}
$$

This is a general expression. but it is of interest to note that as $T \rightarrow x$, the independent fading case, then $\rho_{11}$ and $\dot{\rho}_{11} \rightarrow 0$, and $1 t$ becomes

$$
\begin{align*}
v=2\left(\frac{-\mu_{11}(0)}{\pi}\right) \frac{R}{\sigma_{2} 2} & \operatorname{erp}\left(-\frac{R^{2}}{2 \sigma^{2}}\right) \\
& \times\left[1-\exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right)\right] \tag{10}
\end{align*}
$$

Conversely, if $T$ is very small then $\rho_{11} \rightarrow 1$ and $\dot{\rho}_{11} \rightarrow 0$ (s)mmetrical power spectrum case). Expanding $\mu_{11}$ and $\dot{\mu}_{11}$ in a power series of $T$ gres

$$
\begin{align*}
& \rho_{11}=1+\dot{\rho}_{11}(0) T+\dot{\rho}_{1}(0) T^{2} 2+\cdots \simeq 1+\ddot{\rho}_{11} T^{2} 2 \\
& \dot{\rho}_{11}=\dot{\rho}_{11}(0)+\ddot{\rho}_{11}(0) T+\cdots \simeq \dot{\rho}_{11}(0) T \tag{11}
\end{align*}
$$

and usine the approximate formula for $p\left(R_{1}, R_{2}, \theta_{12}\right)$ with strong correlation (see Appendix 9) it can be shown that

$$
\begin{equation*}
V=V^{\prime}\left(-\frac{\ddot{\mu}_{1,}(0)}{\pi}\right) \frac{R}{\sigma_{v} 2} \exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right) \tag{12}
\end{equation*}
$$

which is identical to the result for no diversity (Reference 2. p. 36).

### 3.2 Average fade duration (AFD)

The cumulative distribution function (CDF) with a time diversity system of the type being considered is the same as that of a two-branch selection diversity system with
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correlated fading [2] viz.

$$
\left.\begin{array}{rl}
P(R)= & 1-\exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right) \\
& \times\left[1+Q\left(\frac{R}{\sigma_{\sqrt{ }} \sqrt{1-\rho_{11}^{2}}} \cdot \frac{\left|\rho_{11}\right| R}{\sigma_{V}-\rho_{11}^{2}}\right.\right.
\end{array}\right)
$$

where $Q(a, h)$ is Marcum's $Q$-function

$$
Q(a, h)=\int_{b}^{5} x \exp \left[-\frac{x^{2}+a^{2}}{2}\right] f_{0},(x x) d x
$$

Substitution of eqns. 9 and 13 into eqn. 4 dilows us to evaluate the AFD by numerical methods. However. for large $T$ (independent fading) and for small $T$ (no ditersuty farly simple resuits are obtanable. For large $T$. $\rho_{11} \rightarrow 0$ and hence

$$
\begin{equation*}
P(R)=\left[1-\exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right)\right]^{2} \tag{15}
\end{equation*}
$$

Substututing eqns. 10 and 15 into eqn. 4 gives

$$
\begin{equation*}
\bar{i}=\frac{1}{2} \sqrt{\frac{\pi}{-\ddot{\rho}_{1} t(0)}} \frac{\exp \left(\frac{R^{2}}{2 \sigma^{2}}\right)-1}{R \sigma_{v} 2} \tag{1161}
\end{equation*}
$$

For small $T, P(R)$ approaches that without diversity, and

$$
\begin{equation*}
\bar{\tau}=\sqrt{\frac{\pi}{-\dddot{\rho}_{11}(0)}} \frac{\exp \left(\frac{R^{2}}{2 \sigma^{2}}\right)-1}{R \sigma_{V} 2} \tag{17}
\end{equation*}
$$

Comparison of eqns. 16 and 17 shows that this kind of tume diversity can halve the AFD when $T$ is large (independent fading).

## 4 Calculated results

If we have knowledge of the normalised autocorrelation function $\rho_{11}(x)$, the LCR and AFD can be calculated. We constder the case when the scatterers surround the mobile uniformly and the antenna has an omnidirectional radiation pattern. Radıowave propagation from base to mobile is reciprocal. and so the autocorrelation functon $\rho_{1:}(x)$ of the recerved signal complex enveiope $z_{1}(t)$ at both mobile and base station is green by [?]

$$
\begin{equation*}
\left.\rho_{11}(x)=J_{0} \mid 2 \pi t_{D} x\right) \tag{18}
\end{equation*}
$$

so that

$$
\begin{equation*}
\ddot{\rho}_{1,}(0)=-\frac{\left(2 \pi f_{D}\right)^{2}}{2} \tag{19}
\end{equation*}
$$

Using eqns. 9. 13 and 4 . we can numerically evaluate the LCR and AFD as a function of the normalised repetition period $f_{D} T$. In particular we can agan write fairly simple expressions in the limting cases. For $T \rightarrow x$, we have

$$
\frac{N}{f_{0}}=2 \sqrt{2 \pi} \frac{R}{\sigma_{v^{2}}} \exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right)\left[1-\exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right)\right](20)
$$

and

$$
\bar{\tau} f_{D}=\frac{1}{2 \sqrt{2 \pi}} \frac{\exp \left(\frac{R^{2}}{2 \sigma^{2}}\right)-1}{R, \sigma_{\vee} 2}
$$

For small $T$.

$$
\begin{align*}
& \frac{V}{f_{D}}=V_{V} \frac{R}{\sigma_{V} 2} \exp \left(-\frac{R^{2}}{2 \sigma^{2}}\right) \\
& \bar{\tau} f_{D}=\frac{1}{\sqrt{2 \pi}} \frac{\exp \left(\frac{R^{2}}{2 \sigma^{2}}\right)-1}{R / \sigma_{v} 2} \tag{21}
\end{align*}
$$

The calculated CDF, plotted from eqn. 13 is shown in Fig. 3. It can be seen that sıgnificant diversity advantages can be ohtained at a normalised repetition period $f_{0} T=$ 0.2 . which corresponds to $T=5 \mathrm{~ms}$ if the carrier frequency is 900 MHz and the vehicle speed is 50 km h .


Fig. 3 Calculated $C D F$


Fig. 4A Culculated LCR against $R_{V} 2 \sigma$
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Some advantages remain, at low signal levels, even if $f_{D} T=0.02$. As far as LCR is concerned. Fig. 4A shows that there is always an improvement over the nodiversity case ( $f_{D} T=0$ ) and for some values of $f_{D} T$ near 0.2 . the values are less than those for the case of independent fading ( $\int_{D} T \rightarrow x$ ). This is also apparent from Fig. 4 B which shows the oscillatory nature of the curves as a function of $f_{D} T$. It is clear that time diversity will be effective in reducing the rate at which error bursts occur in digital land mobile radio.


Fig. 48 Calculated $L C R$ against $f_{D} T$
Calculated results for the AFD are shown in Fig. 5. These curves also have an oscillatory nature (as they must, because at any given level, $\mathrm{CDF}=\mathrm{LCR} \times \mathrm{AFD}$ ). The AFD is halved, compared with the no-diversity case, for large repetition periods but because of the relationship that exists between CDF, LCR and AFD, values corresponding to $f_{D} T$ in the range $0.1-0.3$ are slightly longer than in the no-diversity case. This is not a serious problem since in all cases there is an overall improvement. i.e. any slight increase in AFD is more than compensated for by the reduction in LCR. For $f_{D} T>0.5$ there is always an improvement over the no-diversity case.

## 5 Experiment

To verify the calculations in the preceding Section, an experiment was set up in which a mobile transmitted a CW signal at 896.5 MHz , this being received on a vertically-mounted $\lambda / 2$ dipole antenna at a base station ste. The vehicle was driven at a nearly constant speed of 10 m s around a test area, approximately 1.3 km from the base-station which was located on the roof of the Department of Electrical Engineering and Electronics at Liverpool University. The received signal was passed into a signal-strength measuring receiver (Singer NM37-57) and the detected signal envelope was recorded on an analogue FM tape. The envelope was later digitised at a 1 kHz sampling rate for analysis on a mainframe computer.

To remove any effects due to slow fading, the measured signal envelope samples were normalised by using a running mean [7], and variations in the local mean value were removed using a moving-average process with a 0.5 s averaging window. A computer program was
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written to simulate the time-diversity action for various repettion periods.


Fig. 5 Calculated $1 F D$

The measured results are shown in Figs. 6-3. It can be seen from Fig. 6 that the signal is below a value of $R \sigma_{v} 2=-15 \mathrm{~dB}$ for about $3^{\circ} \mathrm{o}$ of the time without diverstity, but this value is reduced to 0.7 , when $T=5 \mathrm{~ms}$, and $0.3^{\prime \prime}$, when $T=10 \mathrm{~ms}$. For a vehicle speed of 10 m s a repetition period of 10 ms corresponds to $\int_{D} T=0.3$ and at this value the measured results are in good agreement with values given by Fig. 3. At the same envelope level. Fig. 7 shows that the LCR is reduced by a factor of 20 for $T=10 \mathrm{~ms}$ and the measured AFD in the range $R \sigma_{v} 2=-10$ to -5 dB is about 0.7 times the value with no diversity. Again these values are in quite good agreement with the calculated values in Figs. 4 and 5.

## 6 Discussion and conclusions

In this paper we have presented an analysis leading to expressions for the LCR and AFD of a two-branch time diversity system in Rayleigh-fading conditions. It has been shown that the AFD is halved by the use of a large repetition period and that significant diversity advantage,
as far as CDF and LCR are concerned. can be obtaned using a normalised data repention period of about 0.2 .


Fig. 8 . Heasured CDF
Carner frequency $=896.5 \mathrm{MHz}$
Vehicle speed $=10 \mathrm{~m}$ s


Fig. 7 Measured LCR
Carner frequency $=8965 \mathrm{MHz}$
Vehicle speed $=10 \mathrm{~ms}$

Although the analysis has been specifically directed towards systems in which a decision is taken on the basis of received signal strength. the results can also be used as an indicator of how systems based on majonty votung will perform. For example, in the UK TACS system, data are transmitted at $8 \mathrm{kbits} / \mathrm{s}$ and on the FOCC the word length is 40 bits ( 28 information plus 12 parity) which occupies a time of 5 ms . In practice, words are interleaved to improve the probability of correct reception so that the interval between repeats of any particular data symbol is 10 ms . The results given in Section 4 show that at this repetition period it should be possible to obtain some very considerable advantages at $25 \mathrm{~km} / \mathrm{h}$, since at
this speed a value of $T=10 \mathrm{~ms}$ corresponds to $f_{D} T=$ 0.2. Figs. 3 and 4 , how how the CDF and LCR are moditied. and it is apparent that there is a very low probabiltty that a data symbol recelved erroncously at a certain


Fig. 8 Measured fFD
Carner frequency 89 h 5 MHz Vehicle speed 10 ms
time will also be in error if repeated after 10 ms . In pracuce, the improvement only deteriorates very slowly as $\int_{D} T$ is reduced, and so much slower speeds can be accommodated. In the TACS system, the added protection given by coding, and the fact that words are repeated five tumes. makes the technique viable even for hand portable equipment. However, the precise trade-offs between error probability and number of repeats remains to be investigated, as does a comparison between majority voung systems and those treated in this paper.

Nevertheless, analysis of data gathered from field trials has shoun that tume diversity yuelds a substantial improvement in the envelope $C D F$. and the measured LCR and AFD agree well with calculated results over a range of values of $t_{D} T$. We conclude that tame diverstry can provide a ingnificant improvement in system performance and is easily implemented, compared with spaced-antenna systems.
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## $9 \quad$ Appendix

An approximate expression for $p\left(R_{1}, R_{2}, \theta_{12}\right)$ for small $T$ For time diversity with a symmetrical fading power spectrum. the original expression for $p\left(R_{1}, R_{2}, 0_{12}\right)$, presented in Reference ?, can be written as

$$
\begin{align*}
\left.\mu R_{1}, R_{2}, \theta_{12}\right)= & \frac{R_{1} R_{2}}{2 \pi \sigma^{4}\left(1-\rho_{11}^{2}\right)} \\
& \times \exp \left[-\frac{R_{1}^{2}+R_{2}^{2}-2 R_{1} R_{2} \cos \theta_{12}}{2 \sigma^{2}\left(1-\rho_{11}^{2}\right)}\right] \\
= & \frac{R_{1} R_{2}}{2 \pi \sigma^{4}\left(1-\rho_{11}^{2}\right)} \exp \left[-\frac{R_{1}^{2}+R_{2}^{2}}{2 \sigma^{2}\left(1-\rho_{11}^{2}\right)}\right] \\
& \times \sum_{n-0}^{\infty} \varepsilon_{n} I_{n}\left[\frac{\mid \rho_{11} R_{1} R_{2}}{\sigma^{2}\left(1-\rho_{11}^{2}\right)}\right] \cos n \theta_{12} \tag{22}
\end{align*}
$$

where $I_{n}(\cdot)=$ modified Bessel function

$$
\begin{aligned}
\varepsilon_{n} & =1(n=0) \\
& =2(n>0)
\end{aligned}
$$

When $T$ is small, we have from eqn. 11 that

$$
1-\rho_{11}^{2} \simeq-\ddot{\rho}_{11}(0) T^{2}
$$

and hence the argument of the modified Bessel function in eqn. 22 becomes very large. Using

$$
I_{n}(y)=\frac{\exp (y)}{v(2 \pi y)} \text { for large } y
$$

we have

$$
\begin{align*}
& \rho\left(R_{1}, R_{2}, \theta_{12}\right)=\frac{R_{1} R_{2}}{\left.\sigma_{1}^{4}--\ddot{\rho}_{14}(0) T^{2}\right)} \frac{\cdot}{\sqrt{\left(2 \pi \frac{R_{1} R_{2}}{\sigma^{2} 1-\ddot{\mu}_{1:}(0) T^{2}!}\right)}} \\
& \times \exp \left[-\frac{\left(R_{1}-R_{2}\right)^{2}-R_{1} R_{2} \ddot{\rho}_{11}(0) T^{2}}{2 \sigma^{2}\left(-\ddot{\rho}_{11}(0) T^{2}\right)}\right] \\
& \times \frac{1}{2 \pi} \sum_{n=0}^{x} \varepsilon_{n} \cos n \theta_{12}  \tag{23}\\
& =\frac{\left(R_{1} R_{2}\right)}{\left.\sigma^{3} T_{V}-2 \pi \ddot{\rho}_{11}(0)\right)} \\
& \times \exp \left[-\frac{\left(R_{1}-R_{2}\right)^{2}-R_{1} R_{2} \ddot{\rho}_{11}(0) T^{2!}}{\left.2 \sigma^{2},-\ddot{\rho}_{1,}(0) T^{2}\right\}}\right] j\left(\theta_{12}\right) \tag{24}
\end{align*}
$$

where $\dot{\delta}(\cdot)$ is the delta function. Since $-\ddot{\rho}_{11}(0) T^{\mathbf{2}}$ is very small, there is a high probability that the value of $R_{2}$ is very close to $R_{1}$, and so $R_{1} R_{2} \simeq R_{1}^{2}$ and we obtain the approximate expression
$p\left(R_{1}, R_{2}, \theta_{12}\right) \simeq \frac{R_{1}}{\sigma^{2}} \exp \left[-\frac{R_{1}^{2}}{2 \sigma^{2}}\right]$
$\times \frac{1}{\sqrt{\left(2 \pi \sigma^{2}\left\{-\ddot{\rho}_{11}(0) T^{2}\right\}\right)}} \exp \left[-\frac{\left(R_{1}-R_{2}\right)^{2}}{2 \sigma^{2}\left\{-\ddot{\rho}_{11}(0) T^{2}\right\}}\right] \delta\left(\theta_{12}\right)$
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## APPENDIX B. RAYLEIGH PDF IN DB

## TERMS.

For ease of computing, the statistical distributions are determined in terms of dB and not linear units. In order that the PDFs etc. can then be compared we need to consider the equivalent distributions in $d B$ terms. The output from the receiver is usually calibrated in dBs , what then is the equivalent distribution for the dB values? If we consider the Rayleigh distribution for a linear expressed signal then

$$
\begin{equation*}
p(r)=\frac{r}{\sigma^{2}} \exp \left\{-\frac{r^{2}}{2 \sigma^{2}}\right\} \tag{B.1}
\end{equation*}
$$

Let $y$ be the output from the receiver i.e.

$$
\begin{equation*}
y=20 \log r=2 a \ln r \quad \text { i.e. } a=10 / \ln 10 \tag{B.2}
\end{equation*}
$$

Then

$$
\begin{equation*}
r=e^{y / 2 a} \tag{B.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d r}{d y}=\frac{1}{2 a} e^{y / 2 a} \tag{B.4}
\end{equation*}
$$

Remembering that probability space must be conserved i.e.

$$
\begin{equation*}
p(y)=p(r) \frac{d r}{d y}=\frac{e^{y / 2 a}}{\sigma^{2}} \exp \left\{-\frac{e^{y / a}}{2 \sigma^{2}}\right\} \frac{1}{2 a} e^{y / 2 a} \tag{B.5}
\end{equation*}
$$

Rearranging we have

$$
\begin{equation*}
p(y)=\frac{1}{2 a \sigma^{2}} e^{y / a} \exp \left\{-\frac{e^{y / a}}{2 \sigma^{2}}\right\} \tag{B.6}
\end{equation*}
$$

Since we normalise by the average signal power $=E\left\{r^{2} / 2\right\}=\sigma^{2}$ then let $\sigma^{2}=1$ then

$$
\begin{equation*}
p(y)=\frac{1}{2 a} e^{y / a} \exp \left\{-\frac{e^{y / a}}{2}\right\} \tag{B.7}
\end{equation*}
$$

which can be rearranged as

$$
\begin{equation*}
p(y)=\frac{1}{2 a} \exp \left\{\frac{y}{a}-\frac{\exp \left(\frac{y}{a}\right)}{2}\right\} \tag{B.8}
\end{equation*}
$$

## APPENDIX C. VARIANCE OF DB EXPRESSED ENVELOPE.

The standard deviation of the dB expressed envelope values, $\sigma_{r}(d B)$, can be found using classical definitions in the following manner. let $y$ be the dB output from the receiver i.e.

$$
\begin{equation*}
y=20 \log r=10 \log r^{2}=a \ln r^{2} \quad a=4.34 \tag{C.1}
\end{equation*}
$$

now

$$
\begin{equation*}
\sigma_{r}^{2}(d B)=<y^{2}>-<y>^{2} \tag{C.2}
\end{equation*}
$$

Firstly $<y>$

$$
\begin{equation*}
<y>=\int_{0}^{\infty} y p(y) d y=\int_{0}^{\infty} a \ln r^{2} p(r) d r \tag{C.3}
\end{equation*}
$$

remembering that probability space must be conserved i.e.

$$
\begin{gather*}
p(y) d y=p(r) d r  \tag{C.4}\\
<y>=\int_{0}^{\infty} a \ln r^{2} \frac{r}{\sigma^{2}} e^{-r^{2} / 2 \sigma^{2}} d r \tag{C.5}
\end{gather*}
$$

let $x=r^{2} / 2 \sigma^{2}$ then $d x=\frac{r}{\sigma^{2}} d r$

$$
\begin{gather*}
<y>=\int_{0}^{\infty} a \ln r^{2} \frac{r}{\sigma^{2}} e^{-x} \frac{\sigma^{2}}{r} d x=\int_{0}^{\infty} a \ln \left(2 \sigma^{2} x\right) e^{-x} d x  \tag{C.6}\\
<y>=a \int_{0}^{\infty}\left[\ln 2 \sigma^{2}+\ln x\right] e^{-x} d x \tag{C.7}
\end{gather*}
$$

now

$$
\begin{equation*}
\int_{0}^{\infty} \ln x e^{-x} d x=-C \tag{C.8}
\end{equation*}
$$

i.e. Eulers constant, where $C=0.5772157$

$$
\begin{equation*}
<y>=a\left[\ln \left(2 \sigma^{2}\right)-C\right] \tag{C.9}
\end{equation*}
$$

Secondly $\left\langle y^{2}\right\rangle$

$$
\begin{gather*}
<y^{2}>=\int_{0}^{\infty}\left(a \ln r^{2}\right)^{2} \frac{r}{\sigma^{2}} e^{-r^{2} / 2 \sigma^{2}} d r  \tag{C.10}\\
=a^{2} \int_{0}^{\infty}\left(\ln 2 \sigma^{2} x\right)^{2} e^{-x} d x  \tag{C.11}\\
\text { let } z=2 \sigma^{2} x \quad d z=2 \sigma^{2} d x \\
<y^{2}>=\frac{a^{2}}{2 \sigma^{2}} \int_{0}^{\infty}(\ln z)^{2} e^{-z^{2} / 2 \sigma^{2}} d z \tag{C.12}
\end{gather*}
$$

now from [1]

$$
\begin{gather*}
\int_{0}^{\infty}(\ln z)^{2} e^{-\mu z} d z=\frac{1}{\mu}\left[\frac{\pi^{2}}{6}+(C+\ln \mu)^{2}\right]  \tag{C.13}\\
\quad<y^{2}>=a^{2}\left[\frac{\pi^{2}}{6}+\left\{C-\ln 2 \sigma^{2}\right\}^{2}\right] \tag{C.14}
\end{gather*}
$$

hence

$$
\begin{gather*}
\sigma_{r}^{2}(d B)==\frac{a^{2} \pi^{2}}{6}  \tag{C.15}\\
\sigma_{r}(d B)=\frac{a \pi}{\sqrt{6}}=5.57 \mathrm{~dB} \tag{C.16}
\end{gather*}
$$
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## APPENDIX D. RICIAN PDF IN DB TERMS.

For ease of computing, the statistical distributions are determined in terms of dB and not linear units. In order that the PDFs etc. can then be compared we need to consider the equivalent distributions in $d B$ terms. The output from the receiver is usually calibrated in dBs , what then is the equivalent distribution for the $d B$ values? If we consider the Rician distribution for a linear expressed signal then

$$
\begin{equation*}
p(r)=\frac{r}{\sigma^{2}} \exp \left\{-\frac{r^{2}+d^{2}}{2 \sigma^{2}}\right\} I_{0}\left\{\frac{r d}{\sigma^{2}}\right\} \tag{D.1}
\end{equation*}
$$

Let $y$ be the output from the receiver i.e.

$$
\begin{equation*}
y=20 \log r=2 a \ln r \quad \text { i.e. } a=10 / \ln 10 \tag{D.2}
\end{equation*}
$$

Rearranging we have

$$
\begin{equation*}
r=e^{y / 2 a} \tag{D.3}
\end{equation*}
$$

differentiating $r$ with respect to $y$

$$
\begin{equation*}
\frac{d r}{d y}=\frac{1}{2 a} e^{y / 2 a} \tag{D.4}
\end{equation*}
$$

Remembering that probability space must be conserved then the PDF of the $d B$ values is given by

$$
\begin{equation*}
p(y)=p(r) \frac{d r}{d y}=\frac{e^{y / 2 a}}{2 a \sigma^{2}} \exp \left\{-\frac{e^{y / a}+d^{2}}{2 \sigma^{2}}\right\} I_{0}\left\{\frac{e^{y / 2 a} d}{\sigma^{2}}\right\} \tag{D.5}
\end{equation*}
$$

Since we normalise by the average signal power $=E\left\{r^{2} / 2\right\}=\sigma^{2}$ then let $\sigma^{2}=1$ then

$$
\begin{equation*}
p(y)=\frac{1}{2 a} \exp \left\{\frac{y}{a}-\frac{e^{y / a}+d^{2}}{2}\right\} I_{0}\left\{e^{y / 2 a} d\right\} \tag{D.6}
\end{equation*}
$$

## APPENDIX E. SAMPLE SIZE FOR LOCAL <br> MEAN ESTIMATION.

In order to study the fast fading signal and compare recorded data with theory requires that any local mean variation (i.e. slow fading) be removed from the raw data. The local mean variation of the recorded data can be estimated over a particular measurement length. An improvement in the estimation of the local mean, of a fading signal, can be achieved through a knowledge of the effects that the sampling rate and measurement length have on the standard deviation of the estimate. It is insufficient to simply increase the sample size $N$, since for a high sampling rate and small measurement length the values could lie on an unrepresentative portion of the fading envelope. Similarly, a long measurement length and a sampling rate that is insufficient to resolve the fading envelope could inadequately represent the local mean. It is not only necessary to have a sufficiently large sample size $N$, but also that the samples should cover a suitable measurement length. In the following the effects that the sampling rate and measurement length have on the standard deviation of the estimated local mean, $\sigma_{e}$, (expressed in dB terms) are considered.

The variance of a random variable $x$ can be found from

$$
\begin{equation*}
\sigma^{2}=E\left\{x^{2}\right\}-E\{x\}^{2} \tag{E.1}
\end{equation*}
$$

where $E\{x\}$ is the expected value of $x$. The estimate of the dB expressed envelope $\hat{r}(d B)^{21}$ is given by

$$
\begin{equation*}
\hat{r}(d B)=\frac{1}{N} \sum_{n=1}^{N} a \ln r^{2} \tag{E.2}
\end{equation*}
$$

since

[^21]\[

$$
\begin{equation*}
r(d B)=20 \log r=a \ln r^{2} \quad a=10 / \ln 10 \tag{E.3}
\end{equation*}
$$

\]

Using E1 and E2, the variance can be expressed as[1]

$$
\begin{equation*}
\sigma_{e}^{2}=\frac{1}{N}\left[\psi(0)+2 \sum_{n=1}^{N-1}\left(1-\frac{n}{N}\right) \psi(n \Delta T)\right] \tag{E.4}
\end{equation*}
$$

where $\Delta T$ is the sampling interval (i.e. $\Delta T=1 / f_{s}, f_{s}=$ sampling frequency) and $\psi(\tau)$ is the autocovariance of the dB expressed envelope in Rayleigh fading conditions. Now $\psi(\tau)$ was given in Chapter 2 and [2] as

$$
\begin{equation*}
\psi(\tau)=a^{2} \sum_{n=1}^{\infty} \frac{|\rho|^{2 n}}{n^{2}} \tag{E.5}
\end{equation*}
$$

The autocovariance at zero lag, i.e. $\psi(0)$, was also derived in Chapter 2 and Appendix C as

$$
\begin{equation*}
\psi(0)=5.57^{2} \tag{E.6}
\end{equation*}
$$

The sample size $N$ is related to the measurement time $T$ or spatial length $L(=V T)$ by

$$
\begin{gather*}
N=f_{s} T  \tag{E.7}\\
N=\frac{f_{s}}{f_{D}} f_{D} T=\frac{f_{s}}{f_{D}} \frac{L}{\lambda} \tag{E.8}
\end{gather*}
$$

Thus equation E4 can be written as

$$
\begin{align*}
\sigma_{e}{ }^{2} & =\frac{f_{D} \mid f_{s}}{f_{D} T}\left[\psi(0)+2 \sum_{n=1}^{N-1}\left(1-n \frac{f_{D} / f_{s}}{f_{D} T}\right) \psi\left(n / f_{s}\right)\right]  \tag{E.9}\\
& =\frac{f_{D} / f_{s}}{L / \lambda}\left[\psi(0)+2 \sum_{n=1}^{N-1}\left(1-n \frac{f_{D} / f_{s}}{L / \lambda}\right) \psi\left(n / f_{s}\right)\right]
\end{align*}
$$

Figure E1 shows $\sigma_{e}$ as a function of normalised measurement length $\left(f_{D} T\right.$ or $\left.L / \lambda\right)$ and normalised sampling rate (i.e. $f_{s} / f_{D}$ ). Note that for a given measurement length, the standard deviation decreases as the sampling rate $f_{s}$ increases and asymptotically approaches some low value for high values of sampling rate. To reduce the standard deviation of the estimate, large measurement lengths $\left(f_{D} T\right.$ or $\left.L / \lambda\right)$ are necessary. However, in real fading conditions, we then run the risk that the average signal power (i.e. $\sigma^{2}$ ) would no longer remain constant. From Figure E1 $f_{D} T$ or $L / \lambda>20$, the standard deviation decreases very slowly. Therefore, it is reasonable to conclude that a practical measurement length lies in the range of $f_{D} T$ or $L / \lambda=20 \simeq 40$.

In the case of this work a vehicle speed of $10 \mathrm{~m} / \mathrm{s}$ coupled with the operating frequency ( 914 MHz ) relates to a Doppler frequency (i.e. $f_{D}$ ) of $\simeq 30 \mathrm{~Hz}$. Which, with a moving average window of 0.5 s (i.e. 501 points at a sampling frequency $f_{s}=1 \mathrm{~Hz}$ ) produces a normalised measurement length of $f_{D} T=15$. From Figure E 1 this value of $f_{D} T$ corresponds with estimating the local mean to within $\pm 1 d B$.

## REFERENCES.

[1] Davenport. W.B. and Root, W.L., An Introduction to the Theory of Random Signals and Noise, McGraw-Hill, New York, 1958.
[2] Davis, B.R. and Bogner, R.E., "Propagation at 500 MHz for Mobile Radio", IEE Proc., Vol. 132, Pt.F, pp.307-320, 1985.


Figure E. 1 Standard deviation for the estimate of the mean strength in dB units as a function of normalised sampling rate $\left(f_{s} / f_{D}\right)$ and measurement length ( $f_{D} T$ or $L / \lambda$ ).


[^0]:    $1 \bar{r}$ is not used here since this representation is used for the arithmetic sample average and not ensemble average and in addition, is confusing in complicated expressions.

[^1]:    2 The term rectangularly distributed is also referred to as uniformly distributed.

[^2]:    $3 a_{0}$ is used to represent the two dimensional model autocorrelation function compared with that for the three dimensional model $a(\tau)$.

[^3]:    4 For this part of the discussion we assume that there is no local mean variation and that there does not exist a dominant specular component.

[^4]:    5 The derivative here is with respect to $\tau$

[^5]:    6 The subscript ' 0 ' here refers to the specific parameter associated with the specular component.

    7 By Rayleigh axes we mean that the ordinate is scaled such that a Rayleigh distribution appears as a straight line.

[^6]:    8 The complex correlation $\rho_{12}$, between the two branches, will be discussed in detail in the Results Chapter.

[^7]:    $9 \rho_{11}$ is used here for the autocorrelation function to distinguish it from $a(\tau)$ in Chapter 2, which is a general term for both the two and three dimensional models. Here we consider only the two dimensional model.

[^8]:    10 The transmitter and receiver, which are physically separated, cannot be absolutely phase locked together in the mobile radio environment. However, the use of extremely stable frequency sources at both the transmitter and receiver can provide limited coherency over the period of an experiment. Hence we shall refer to the two sources as quasi-coherently locked together.

[^9]:    ${ }^{11}$ Two detectors are required for each branch. One to detect the in-phase component and the other to detect the quadrature component.

[^10]:    12 Network analysers operate at IF and RF frequencies and hence are ineffective for measurements at baseband frequencies.

[^11]:    ${ }^{13}$ In fact a very small amount of drift was allowed, between the two sources, provided that the period of the resultant offset frequency was considerably greater than the time required to conduct an experiment.

[^12]:    15 An antenna separation of exactly $\lambda / 2$ could not be used otherwise the elements, of the two antennas, would come into contact with one another. The end elements, of the two antennas, were separated by a few cms where it was noted that little power was lost through cross-coupling.

[^13]:    ${ }_{18}$ This lo-byte/hi-byte data storage method could be used for 16 -bit information. However, since the ADC was a 12 -bit device the upper 4 bits, of the hi byte, were unused and hence masked.

[^14]:    ${ }^{17}$ See section 6.3 and therein.

[^15]:    18 Again, as in Chapter $2<.>=E\{$.$\} has been used for clarity of expression.$

[^16]:    19 Values of $\left|\rho_{12}\right|^{2} \leq 0.7$ can be achieved at antenna separations $\simeq 0.5 \lambda$. However, this value

[^17]:    is not quoted since at this antenna scparation some coupling will occur between the two antennas and thus reduce the received signal power.

[^18]:    ${ }^{20}$ For a Gaussian distribution of $\varepsilon_{n} 63 \%$ of the multipath waves arrive within $\pm \sigma$ (i.e. $2 \sigma$ across).

[^19]:    +University of Liverpool
    *NTT Yokosuka Electrical Communication Laboratories-Japan.
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[^21]:    ${ }^{21}$ The hat symbol, $\hat{w}$, is used to represent an estimate of the variable $w$.

