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#### Abstract

In this paper, we establish linear enhanced dissipation results for the three-dimensional Boussinesq equations around a stably stratified Couette flow, in the viscous and thermally diffusive setting. The dissipation rates are faster compared to those observed in the homogeneous Navier-Stokes equations, in light of the interplay between velocity and temperature, driven by buoyant forces.

Our approach involves introducing a change of variables grounded in a Fourier space symmetrization framework. This change elucidates the energy structure inherent in the system. Specifically, we handle nonstreaks modes through an augmented energy functional, while streaks modes are amenable to explicit solutions. This explicit treatment reveals the oscillatory nature of shear modes, providing the elimination of the wellknown three-dimensional instability mechanism known as the "lift-up effect".
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## 1. Introduction

Thermal convection, a phenomenon ubiquitous in nature and engineering, plays a fundamental role in shaping the behavior of fluids under temperature gradients. Understanding and modeling this intricate interplay between fluid motion and heat transfer is of paramount importance in various scientific disciplines and technological applications. At the heart of the mathematical description of thermal convection lie the

[^0]viscous and thermally diffusive Boussinesq equations
\[

\left\{$$
\begin{array}{l}
\partial_{t} V+(V \cdot \nabla) V+\nabla P=\nu \Delta V+\mathfrak{g} \Theta \hat{y}  \tag{1.1}\\
\partial_{t} \Theta+V \cdot \nabla \Theta=\kappa \Delta \Theta \\
\nabla \cdot V=0
\end{array}
$$\right.
\]

Above, $V=\left(V^{1}, V^{2}, V^{3}\right)$ is the velocity of an incompressible fluid with pressure $P$ and viscosity $\nu>0$, and $\Theta$ is its temperature, with thermal diffusivity $\kappa>0$. The equations for $V$ and $\Theta$ are coupled through buoyancy acting in the second component (as $\hat{y}=(0,1,0)$ ), with gravity constant $\mathfrak{g}>0$.
1.1. The stably stratified Couette flow. We restrict ourselves to the spatial setting $(x, y, z) \in \mathbb{T} \times \mathbb{R} \times$ $\mathbb{T}$, and study the linearized dynamics of solutions around the steady state

$$
\begin{equation*}
U^{s}=(y, 0,0), \quad \partial_{y} P^{s}=\mathfrak{g}(1+\alpha y), \quad \Theta^{s}=1+\alpha y, \quad \alpha>0 \tag{1.2}
\end{equation*}
$$

namely, a stably stratified Couette flow. Indeed, since $\alpha>0$ this solution represents the scenario in which the fluid is flowing along the Couette flow whilst been thermally stratified in such a way that the warmer (hence lighter) fluid is located at the top and the colder (hence denser) fluid at the bottom.

Linearizing (1.1) near $\left(U^{s}, \Theta^{s}\right)$, hence writing $V=U^{s}+u, \Theta=\Theta^{s}-\sqrt{\alpha / \mathfrak{g}} \theta$, and neglecting nonlinear contributions, we find the system

$$
\left\{\begin{array}{l}
\partial_{t} u+y \partial_{x} u+u^{2} \hat{x}+2 \nabla(-\Delta)^{-1} \partial_{x} u^{2}+\beta \nabla(-\Delta)^{-1} \partial_{y} \theta=\nu \Delta u-\beta \theta \hat{y}  \tag{1.3}\\
\partial_{t} \theta+y \partial_{x} \theta-\beta u^{2}=\kappa \Delta \theta
\end{array}\right.
$$

where $\beta=\sqrt{\alpha \mathfrak{g}}$ is the Brunt-Väisälä̈ frequency, which describes the frequency at which a small parcel of fluid, when displaced vertically in a stable, stratified environment, oscillates back and forth due to buoyancy forces. It is also worth noticing that the terms $2 \nabla(-\Delta)^{-1} \partial_{x} u^{2}$ and $\beta \nabla(-\Delta)^{-1} \partial_{y} \theta$ appear as the linearization of the pressure term.
1.1.1. The lift-up effect. In their groundbreaking work [12], Ellingsen and Palm unveiled a fundamental linear mechanism capable of inducing instability in shear flows, a phenomenon now recognized as the lift-up effect. Kline et al. [15] coined this term while studying turbulent boundary layers, observing that in the laminar sublayer, streaks gradually moved away from the slow-moving fluid near the bottom wall to the faster fluid above. They proposed that vortex filaments, generated perpendicular to the streaks due to the flow's 3D nature, drove this upward motion. Notably, the lift-up effect is absent in 2D flows due to incompressibility. For further details, refer to $[\mathbf{9 , 1 2}, \mathbf{1 5}, \mathbf{1 6}, \mathbf{2 1}]$ and related references. Building on Brandt's review [9], we quantify this mechanism by defining streak solutions and elucidating their growth origins.

For any function $\varphi: \mathbb{T} \times \mathbb{R} \times \mathbb{T} \rightarrow \mathbb{R}$, we define

$$
\begin{equation*}
\varphi_{0}=\frac{1}{2 \pi} \int_{\mathbb{T}} \varphi(x, \cdot, \cdot) \mathrm{d} x, \quad \varphi_{\neq}=\varphi-\varphi_{0} \tag{1.4}
\end{equation*}
$$

Solutions to (1.3) that are independent of $x$ are called streaks. These correspond to $x$-averaged solutions, which we will also refer to as the zero modes.

In view of periodicity, streaks solutions to (1.3) satisfy

$$
\left\{\begin{array}{l}
\partial_{t} u_{0}^{1}+u_{0}^{2}=\nu \Delta_{y, z} u_{0}^{1}  \tag{1.5}\\
\partial_{t} u_{0}^{2}+\beta \partial_{y}\left(-\Delta_{y, z}\right)^{-1} \partial_{y} \theta_{0}=\nu \Delta_{y, z} u_{0}^{2}-\beta \theta_{0} \\
\partial_{t} u_{0}^{3}+\beta \partial_{z}\left(-\Delta_{y, z}\right)^{-1} \partial_{y} \theta_{0}=\nu \Delta_{y, z} u_{0}^{3} \\
\partial_{t} \theta_{0}+\beta u_{0}^{2}=\kappa \Delta_{y, z} \theta_{0}
\end{array}\right.
$$

When $\beta=0$, the above system reduces to the homogeneous Navier-Stokes equations. In this case, $\left(u_{0}^{2}, u_{0}^{3}\right)$ satisfy the two-dimensional heat the equation, while $u_{0}^{1}$ is forced by $u_{0}^{2}$ in a linear way. The explicit solution can be written as

$$
\begin{equation*}
u_{0}(t)=\mathrm{e}^{\nu \Delta_{y, z} t}\left(u_{0}^{1}(0)-t u_{0}^{2}(0), u_{0}^{2}(0), u_{0}^{3}(0)\right) \tag{1.6}
\end{equation*}
$$

This causes a large (as $\nu \rightarrow 0$ ) transient growth (the lift-up effect) of order $t$, at least for times shorter than $O\left(\nu^{-1}\right)$. This is in fact the main instability mechanism in 3D, see [3,4].

When $\beta>0$, the coupling between $u_{0}^{2}$ and $\theta_{0}$ creates an oscillatory behavior that suppresses the transient growth. In particular, all the components of the system decay as the heat equation prescribes (see Theorem 2 below). This is similar to what happens for example in magnetohydrodynamics, where the presence of the magnetic field interacts with the velocity field in such a way that that the lift-up effect is cancelled (see [17] for more details).
1.2. Main results. In this paper we present and discuss two results regarding the solutions of (1.3). It is well known that, due to the effect of mixing of the background Couette flow, the nonzero modes of the solution of the 3D Navier-Stokes equations experience dissipation at times $O\left(\nu^{-1 / 3}\right)$, which are much shorter than the purely dissipative time-scale $O\left(\nu^{-1}\right)$. This is true both in 2D $[\mathbf{6}, \mathbf{7}, \mathbf{1 0}, \mathbf{1 8}, \mathbf{1 9}]$ and in 3D [2-4,22]. We show here that stratification in (1.3) does not spoil this mechanism.

Theorem 1 (Linear enhanced dissipation). Let $\beta>1 / 2$, and define

$$
\begin{equation*}
C_{\beta}:=\left[\frac{2 \beta+1}{2 \beta-1} \exp \left(\frac{1}{2 \beta-1}\right)\right]^{1 / 2} . \tag{1.7}
\end{equation*}
$$

Assume further that $\nu, \kappa>0$ satisfy

$$
\begin{equation*}
\frac{\max \{\nu, \kappa\}}{\min \{\nu, \kappa\}}<4 \beta-1, \tag{1.8}
\end{equation*}
$$

and define the strictly positive number

$$
\begin{equation*}
\lambda_{\nu, \kappa}:=\min \{\nu, \kappa\}\left(1-\frac{1}{4 \beta}-\frac{1}{4 \beta} \frac{\max \{\nu, \kappa\}}{\min \{\nu, \kappa\}}\right) . \tag{1.9}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left\|\left(u^{1}, u^{3}\right)_{\neq}(t)\right\|_{L^{2}}+\langle t\rangle^{3 / 2}\left\|u_{\neq}^{2}(t)\right\|_{L^{2}}+\langle t\rangle^{1 / 2}\left\|\theta_{\neq}(t)\right\|_{L^{2}} \lesssim \mathrm{e}^{-\frac{1}{24} \lambda_{\nu, \kappa} t^{3}}\left[\left\|u_{\neq}(0)\right\|_{H^{3}}+\left\|\theta_{\neq}(0)\right\|_{H^{3}}\right], \tag{1.10}
\end{equation*}
$$

for every $t \geq 0$.
Remark 1.1. The condition $\beta>1 / 2$ is in fact related to the Miles-Howard criterion $[\mathbf{1 3}, \mathbf{2 0}]$ of spectral stability for stratified shear flows. This requires the Richardson number (which equals $\beta^{2}$ in the particular steady state (1.2)) to be greater than $1 / 4$. When dissipation is present, our method of proof, based on a symmetrization technique introduced in [8], requires the stronger (1.8), at least when $\nu \neq \kappa$.

Remark 1.2. The enhanced dissipation rate (1.9) gives a time-scale $O\left(\min \{\nu, \kappa\}^{-1 / 3}\right)$, which is consistent with the expected one mentioned above in the homogeneous case. Since the constraint (1.8) and estimate (1.10) are stable in the limit $\nu=\kappa \rightarrow 0$, Theorem 1 provides an inviscid damping estimate with algebraic rates. These have similarities with the 2D rates derived in [8], in that they are slower than those for the Couette flow in the 2D homogeneous Euler equations [5].

We shift the focus now to the analysis of solutions to (1.5). Our second theorem covers the case of streak solutions and encapsulates the main result of this paper, namely the suppression of lift-up effect.

THEOREM 2 (Suppression of lift-up). Let $\beta>0$ and assume $\nu, \kappa>0$. Then, the solution $\left(u_{0}(t), \theta_{0}(t)\right)$ of $(1.5)$ with initial datum $\left(u_{0}(0), \theta_{0}(0)\right) \in H^{4}$ satisfies

$$
\left\|(u, \theta)_{0}(t)\right\|_{L^{2}} \lesssim_{\beta} \mathrm{e}^{-\min \{\nu, \kappa\} t}\left\|(u, \theta)_{0}(0)\right\|_{H^{4}}
$$

for every $t \geq 0$. In particular, the dependence of the constant $\beta$ appears only in the bound of the first component $u_{0}^{1}$ and reads

$$
\begin{equation*}
\left\|u_{0}^{1}(t)\right\|_{L^{2}} \lesssim \mathrm{e}^{-\min \{\nu, \kappa\} t}\left[\left\|u_{0}^{1}(0)\right\|_{H^{4}}+\frac{1}{\beta}\left(\left\|u_{0}^{2}(0)\right\|_{H^{4}}+\left\|\theta_{0}(0)\right\|_{H^{4}}\right)\right] . \tag{1.11}
\end{equation*}
$$

REMARK 1.3. In the homogeneous inviscid case, the explicit solution (1.6) shows that $u_{0}^{1}$ can grow linearly in time. On the contrary, (1.11) entails a uniform bound in time, as long as the velocity interacts with the temperature, namely when $\beta>0$. Moreover, the exponential decay $\mathrm{e}^{-\min \{\nu, \kappa\} t}$ is consistent with the purely dissipative behaviour of streaks in the homogeneous Navier-Stokes equations.

Theorems 1 and 2 form the essential components of the linear theory, paving the way for our upcoming work [11]. This forthcoming result establishes the existence of a nonlinear stability threshold in Sobolev regularity, implying that solutions to (1.1), which are close to the stratified Couette flow (1.2), undergo enhanced dissipation on time-scales $O\left(\min \{\nu, \kappa\}^{-1 / 3}\right)$. For analogous results in the homogeneous NavierStokes equations, we refer the reader to $[\mathbf{2 - 4 , 6}, \mathbf{7}, \mathbf{1 0}, \mathbf{1 8}, \mathbf{1 9}, 22]$.
1.3. Outline of the paper. The paper is now structured as follows: Section 2 is devoted to the proof of Theorem 1. At the beginning of the section we introduce tools and notations which will be used throughout the proof and the paper itself. Afterwards, we discuss the proof, which is based on energy methods. More precisely, we introduce an auxiliary set of variables that symmetrizes the coupled system for $u_{\neq}^{2}$ and $\theta_{\neq}$. After that we define an appropriate energy functional and we deduce enhanced dissipation for these two variables. Finally, this translates to enhanced dissipation for the remaining two variables $u_{\neq}^{1}$ and $u_{\neq}^{3}$. Section 3 contains the proof of Theorem 2, which relies on the explicit solution of the zero mode system, and uses explicitly the oscillating behaviour expected from the coupling between $u_{0}^{2}$ and $\theta_{0}$. This is enough to show that there is no time growth before the dissipation time-scale is $O\left(\min \{\nu, \kappa\}^{-1}\right)$.

## 2. Nonzero modes analysis

The transport structure of (1.3) suggests the linear change of variable

$$
\begin{equation*}
X=x-y t, \quad Y=y, \quad Z=z \tag{2.1}
\end{equation*}
$$

We will use the convention of using capital letters when considering any function $f$ in the moving frame (2.1), hence defining $F$ by $F(t, X, Y, Z)=f(t, x, y, z)$. The corresponding differential operators change accordingly as

$$
\partial_{x}=\partial_{X}, \quad \partial_{y}=\partial_{Y}-t \partial_{X}, \quad \partial_{z}=\partial_{Z}
$$

and we denote

$$
\Delta_{L}:=\partial_{X}^{2}+\left(\partial_{Y}-t \partial_{X}\right)^{2}+\partial_{Z}^{2}
$$

the Laplacian in the new framework.
2.1. Notation and conventions. We introduce the following notation for the Fourier transform of a function $\varphi=\varphi(x, y, z)$. Given $(k, \eta, l) \in \mathbb{Z} \times \mathbb{R} \times \mathbb{Z}$, define

$$
\varphi_{k, l}(\eta):=\frac{1}{4 \pi^{2}} \int_{\mathbb{T} \times \mathbb{R} \times \mathbb{T}} \mathrm{e}^{-i(k x+\eta y+l z)} \varphi(x, y, z) \mathrm{d} x \mathrm{~d} y \mathrm{~d} z
$$

The function $\varphi$ in real variable can then be recovered via

$$
\varphi(x, y, z)=\sum_{(k, l) \in \mathbb{Z}^{2}} \int_{\mathbb{R}} \mathrm{e}^{i(k x+\eta y+l z)} \varphi_{k, l}(\eta) \mathrm{d} \eta
$$

With a slight abuse of notation, we denote the $k=0$ mode with only one index (that is, $\varphi_{0}$ as in (1.4)), without distinguishing between the original function and its Fourier transform.

The $L^{2}$ inner product and norm are denoted by $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$, respectively. A subscript will be added to the norm when referring to the norm in $y$ only, i.e. $L_{y}^{2}$. Moreover, we define

$$
|k, \eta, l|^{2}:=k^{2}+\eta^{2}+l^{2}, \quad\langle(k, \eta, l)\rangle:=\sqrt{1+|k, \eta, l|^{2}}
$$

Following this, we denote the $H^{s}$ norm, for $s>0$, as

$$
\|\cdot\|_{H^{s}}:=\left\|\langle(k, \eta, l)\rangle^{s} \cdot\right\|
$$

We define the Fourier symbol of $-\Delta_{L}$ as

$$
p(t, k, \eta, l)=k^{2}+(\eta-k t)^{2}+l^{2} .
$$

Note that $p$ is time dependent and its time derivative is

$$
p^{\prime}(t, k, \eta, l)=-2 k(\eta-k t) .
$$

Finally, we use the notation $a \lesssim b$ if there exists a positive constant $C$ such that $a \leq C b$.
2.2. Symmetric variables. We begin the analysis of the linearized system (1.3) from the nonzero $x$ modes, corresponding to $k \neq 0$ on the Fourier side. The most strongly coupled components are $u^{2}$ and $\theta$. In fact, it is convenient to work with the new variable $q=\Delta u^{2}$. This new unknown, already noticed by Kelvin [14] allows us to exploit a useful cancellation between the transport and the pressure term. The system for $(q, \theta)$ reads

$$
\left\{\begin{array}{l}
\partial_{t} q+y \partial_{x} q+\beta \Delta_{x, z} \theta=\nu \Delta q, \\
\partial_{t} \theta+y \partial_{x} \theta+\beta(-\Delta)^{-1} q=\kappa \Delta \theta .
\end{array}\right.
$$

In the moving frame (2.1), this can be written on the Fourier side as

$$
\left\{\begin{array}{l}
\partial_{t} Q-\beta|k, l|^{2} \Theta=-\nu p Q  \tag{2.2}\\
\partial_{t} \Theta+\beta p^{-1} Q=-\kappa p \Theta
\end{array}\right.
$$

Is it worth writing here how the equations for $u^{1}$ and $u^{3}$ translate in this setting.

$$
\left\{\begin{array}{l}
\partial_{t} U^{1}+\nu p U^{1}=p^{-1} Q+2 k^{2} p^{-2} Q+\beta k(\eta-k t) p^{-1} \Theta  \tag{2.3}\\
\partial_{t} U^{3}+\nu p U^{3}=2 k l p^{-2} Q+\beta l(\eta-k t) p^{-1} \Theta
\end{array}\right.
$$

For $\nu=\kappa=0$, the structure of this system is precisely the one studied in the 2D Boussinesq equations $[1,8]$. Following this approach, we symmetrize (2.2) by introducing the new unknowns

$$
\begin{equation*}
G:=\frac{1}{|k, l|^{1 / 2} p^{1 / 4}} Q, \quad \Gamma:=|k, l|^{1 / 2} p^{1 / 4} \Theta \tag{2.4}
\end{equation*}
$$

in order to obtain

$$
\begin{align*}
\partial_{t} G+\frac{1}{4} \frac{p^{\prime}}{p} G-\beta|k, l| p^{-\frac{1}{2}} \Gamma & =-\nu p G,  \tag{2.5}\\
\partial_{t} \Gamma-\frac{1}{4} \frac{p^{\prime}}{p} \Gamma+\beta|k, l| p^{-\frac{1}{2}} G & =-\kappa p \Gamma . \tag{2.6}
\end{align*}
$$

2.3. The main energy functional. The analysis of (2.5)-(2.6) relies on the introduction of the energy functional

$$
\mathrm{E}(t)=\frac{1}{2}\left[|G(t)|^{2}+|\Gamma(t)|^{2}+\frac{1}{2 \beta} \frac{p^{\prime}}{|k, l| p^{\frac{1}{2}}} \operatorname{Re}(G(t) \overline{\Gamma(t)})\right]
$$

Since $\left|p^{\prime} /\left(|k, l| p^{1 / 2}\right)\right| \leq 2$, the energy is coercive for $\beta>1 / 2$ with

$$
\begin{equation*}
\frac{1}{2}\left(1-\frac{1}{2 \beta}\right)\left[|G|^{2}+|\Gamma|^{2}\right] \leq \mathrm{E} \leq \frac{1}{2}\left(1+\frac{1}{2 \beta}\right)\left[|G|^{2}+|\Gamma|^{2}\right] \tag{2.7}
\end{equation*}
$$

and satisfies the identity

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathrm{E}=\frac{1}{4 \beta} \partial_{t}\left(\frac{p^{\prime}}{|k, l| p^{\frac{1}{2}}}\right) \operatorname{Re}(G \bar{\Gamma})-\nu p|G|^{2}-\kappa p|\Gamma|^{2}-\frac{\nu+\kappa}{4 \beta} \frac{p^{\prime}}{|k| p^{\frac{1}{2}}} p \operatorname{Re}(G \bar{\Gamma}) . \tag{2.8}
\end{equation*}
$$

From this, we can infer the key information needed to prove Theorem 1.

Proposition 2.1. Let $\beta>1 / 2$. If $\nu, \kappa>0$ comply with (1.8), then there holds

$$
\begin{equation*}
|G(t)|^{2}+|\Gamma(t)|^{2} \leq C_{\beta}^{2} \mathrm{e}^{-\frac{1}{12} \lambda_{\nu, \kappa} k^{2} t^{3}}\left[|G(0)|^{2}+|\Gamma(0)|^{2}\right] \tag{2.9}
\end{equation*}
$$

for every $t \geq 0$, with $C_{\beta}$ and $\lambda_{\nu, \kappa}$ given respectively in (1.7) and (1.9).
Proof. From the coercivity bound (2.7), identity (2.8) implies that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathrm{E} \leq \frac{1}{2(2 \beta-1)} \partial_{t}\left(\frac{p^{\prime}}{|k, l| p^{\frac{1}{2}}}\right) \mathrm{E}-\nu p|G|^{2}-\kappa p|\Gamma|^{2}-\frac{\nu+\kappa}{4 \beta} \frac{p^{\prime}}{|k, l| p^{\frac{1}{2}}} p \operatorname{Re}(G \bar{\Gamma}) \tag{2.10}
\end{equation*}
$$

Moreover, from $\left|p^{\prime} /\left(|k, l| p^{1 / 2}\right)\right| \leq 2$ we find that

$$
\frac{\nu+\kappa}{4 \beta} \frac{p^{\prime}}{|k, l| p^{\frac{1}{2}}} p \operatorname{Re}(G \bar{\Gamma}) \leq \frac{\nu+\kappa}{4 \beta} p\left[|G|^{2}+|\Gamma|^{2}\right]
$$

Thanks to (1.8), the constants

$$
\lambda_{\nu}:=\nu-\frac{\nu+\kappa}{4 \beta}, \quad \lambda_{\kappa}:=\kappa-\frac{\nu+\kappa}{4 \beta}, \quad \lambda_{\nu, \kappa}=\min \left\{\lambda_{\nu}, \lambda_{\kappa}\right\}
$$

are all strictly positive, and (2.7) and (2.10) imply

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathrm{E} \leq \frac{1}{2(2 \beta-1)} \partial_{t}\left(\frac{p^{\prime}}{|k, l| p^{\frac{1}{2}}}\right) \mathrm{E}-\frac{4 \beta}{2 \beta+1} \lambda_{\nu, \kappa} p \mathrm{E}
$$

Using that $\left|p^{\prime} /\left(|k, l| p^{1 / 2}\right)\right| \leq 2$, the first term on the right-hand side is integrable, therefore

$$
\begin{equation*}
\mathrm{E}(t) \leq \exp \left(\frac{1}{2 \beta-1}\right) \exp \left(-\frac{4 \beta}{2 \beta+1} \lambda_{\nu, \kappa} \int_{0}^{t} p(s) \mathrm{d} s\right) \mathrm{E}(0) \tag{2.11}
\end{equation*}
$$

Since

$$
\begin{equation*}
\int_{0}^{t} p(s) \mathrm{d} s=\left(k^{2}+l^{2}\right) t+t\left(\left(\eta-\frac{1}{2} k t\right)^{2}+\frac{1}{12} k^{2} t^{2}\right) \geq \frac{1}{12} k^{2} t^{3} \tag{2.12}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\mathrm{E}(t) \leq \exp \left(\frac{1}{2 \beta-1}\right) \exp \left(-\frac{\beta}{3(2 \beta+1)} \lambda_{\nu, \kappa} k^{2} t^{3}\right) \mathrm{E}(0) \tag{2.13}
\end{equation*}
$$

and (2.9) follows.
Now, to derive estimates on $u^{2}$ and $\theta$ in the original variables, as in Theorem 1 , we argue as follows. Recalling $Q=\Delta_{L} U^{2}$, the symmetric change of variables (2.4) and using the bound (2.13) on the energy functional E , we compute

$$
\begin{aligned}
\left\|u_{k, l}^{2}(t)\right\|_{L_{y}^{2}}^{2} & =\left\|\Delta_{L}^{-1} Q_{k, l}(t)\right\|_{L_{y}^{2}}^{2}=\int_{\mathbb{R}}|k, l| p^{-3 / 2}\left|G_{k, l}(t)\right|^{2} \mathrm{~d} \eta \\
& \lesssim \mathrm{e}^{-\frac{1}{12} \lambda_{\nu, \kappa} t^{3}}|k, l| \int_{\mathbb{R}} p^{-3 / 2}\left[\left|G_{k, l}(0)\right|^{2}+\left|\Gamma_{k, l}(0)\right|^{2}\right] \mathrm{d} \eta \\
& \lesssim \mathrm{e}^{-\frac{1}{12} \lambda_{\nu, \kappa} t^{3}} \int_{\mathbb{R}} p^{-3 / 2}\left[|k, \eta, l|^{3}\left|u_{k, l}^{2}(0)\right|^{2}+|k, l|^{2}|k, \eta, l|\left|\theta_{k, l}(0)\right|^{2}\right] \mathrm{d} \eta \\
& \lesssim \frac{\mathrm{e}^{-\frac{1}{12} \lambda_{\nu, \kappa} t^{3}}}{\langle t\rangle^{3}}\left[\left\|u^{2}(0)\right\|_{H^{3}}^{2}+\|\theta(0)\|_{H^{3}}^{2}\right]
\end{aligned}
$$

Here we used that $p^{-1} \leq\langle t\rangle^{-2}|k, \eta, l|^{2}$. Similarly,

$$
\begin{aligned}
\left\|\theta_{k, l}(t)\right\|_{L_{y}^{2}}^{2} & =\left\|\Theta_{k, l}(t)\right\|_{L_{y}^{2}}^{2}=\int_{\mathbb{R}} \frac{1}{\beta|k, l| p^{1 / 2}}\left|\Gamma_{k, l}(t)\right|^{2} \mathrm{~d} \eta \\
& \lesssim \mathrm{e}^{-\frac{1}{12} \lambda_{\nu, k} t^{3}} \frac{1}{|k, l|} \int_{\mathbb{R}} p^{-1 / 2}\left[\left|G_{k, l}(0)\right|^{2}+\left|\Gamma_{k, l}(0)\right|^{2}\right] \mathrm{d} \eta \\
& \lesssim \mathrm{e}^{-\frac{1}{12} \lambda_{\nu, k} t^{3}} \int_{\mathbb{R}} p^{-1 / 2}\left[\frac{|k, \eta, l|^{3}}{|k, l|^{2}}\left|u_{k, l}^{2}(0)\right|^{2}+|k, \eta, l|\left|\theta_{k, l}(0)\right|^{2}\right] \mathrm{d} \eta \\
& \lesssim \frac{\mathrm{e}^{-\frac{1}{12} \lambda_{\nu, k} t^{3}}}{\langle t\rangle}\left[\left\|u^{2}(0)\right\|_{H^{2}}^{2}+\|\theta(0)\|_{H^{1}}^{2}\right] .
\end{aligned}
$$

Therefore, estimate (1.10) for $u^{2}$ and $\theta$ follows from a summation in $(k, l)$, with $k \neq 0$.
2.4. Enhanced dissipation for $u^{1}$ and $u^{3}$. Starting from (2.3), we rewrite the equation in terms of the symmetric variables (2.4) as

$$
\begin{align*}
& \partial_{t} U^{1}+\nu p U^{1}=|k, l|^{1 / 2} p^{-3 / 4} G+2 k^{2}|k, l|^{1 / 2} p^{-7 / 4} G+\beta \frac{k(\eta-k t) p^{-5 / 4}}{|k, l|^{1 / 2}} \Gamma,  \tag{2.14}\\
& \partial_{t} U^{3}+\nu p U^{3}=2 k l p^{-7 / 4}|k, l|^{1 / 2} G+\beta \frac{l(\eta-k t) p^{-5 / 4}}{|k, l|^{1 / 2}} \Gamma . \tag{2.15}
\end{align*}
$$

We can then prove the following enhanced dissipation result, under the same assumptions of Proposition 2.1.

Proposition 2.2. Let $\beta>1 / 2$. If $\nu, \kappa>0$ comply with (1.8), then for $j \in\{1,3\}$ there holds

$$
\begin{equation*}
\left|U^{j}(t)\right| \leq \mathrm{e}^{-\frac{1}{24} \lambda_{\nu, k} k^{2} t^{3}}\left[\left|U^{j}(0)\right|+6 C_{\beta}(3+\beta)\left(\frac{k^{2}+l^{2}}{k^{6}}\right)^{1 / 4}\left[|G(0)|^{2}+|\Gamma(0)|^{2}\right]^{\frac{1}{2}}\right], \tag{2.16}
\end{equation*}
$$

for every $t \geq 0$, with $C_{\beta}$ and $\lambda_{\nu, \kappa}$ given respectively in (1.7) and (1.9).
Proof. A standard energy estimate on (2.14)-(2.15) gives

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left|U^{1}\right|+\nu p\left|U^{1}\right| \leq 3|k, l|^{1 / 2} p^{-3 / 4}|G|+\beta|k, l|^{1 / 2} p^{-3 / 4}|\Gamma|, \\
& \frac{\mathrm{d}}{\mathrm{~d} t}\left|U^{3}\right|+\nu p\left|U^{3}\right| \leq 2|k, l|^{1 / 2} p^{-3 / 4}|G|+\beta|k, l|^{1 / 2} p^{-3 / 4}|\Gamma| .
\end{aligned}
$$

It is enough to discuss the inequality for $\left|U^{1}\right|$ since the one for $\left|U^{3}\right|$ is essentially the same. Following the proof of Proposition 2.1 and using (2.11) lead to

$$
|G(t)|^{2}+|\Gamma(t)|^{2} \leq C_{\beta}^{2} \mathrm{e}^{-\frac{4 \beta}{2 \beta+1} \lambda_{\nu, \kappa} \int_{0}^{t} p(s) \mathrm{d} s}\left[|G(0)|^{2}+|\Gamma(0)|^{2}\right],
$$

so that we end up with

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left|U^{1}\right|+\nu p\left|U^{1}\right| \leq C_{\beta}(3+\beta)|k, l|^{1 / 2} p^{-3 / 4} \mathrm{e}^{-\frac{2 \beta}{2 \beta+1} \lambda_{\nu, \kappa} \int_{0}^{t} p(s) \mathrm{d} s}\left[|G(0)|^{2}+|\Gamma(0)|^{2}\right]^{\frac{1}{2}}
$$

Via the Gronwall inequality, we deduce that

$$
\left|U^{1}\right| \leq \mathrm{e}^{-\nu \int_{0}^{t} p(s) \mathrm{d} s}\left[\left|U^{1}(0)\right|+\bar{C}_{\beta} \int_{0}^{t} p^{-3 / 4}(s) \mathrm{e}^{\left(\nu-\frac{2 \beta}{2 \beta+1} \lambda_{\nu, \kappa}\right) \int_{0}^{s} p(\tau) \mathrm{d} \tau} \mathrm{~d} s\left[|G(0)|^{2}+|\Gamma(0)|^{2}\right]^{\frac{1}{2}}\right]
$$

where $\bar{C}_{\beta}=C_{\beta}(3+\beta)|k, l|^{1 / 2}$. Note that the function $s \mapsto \int_{0}^{s} p(\tau) \mathrm{d} \tau$ is increasing and $\nu-\frac{2 \beta}{2 \beta+1} \lambda_{\nu, \kappa}$ is always positive. Therefore, the monotonicity of the exponential inside the integral, estimate (2.12), and

$$
\int_{\mathbb{R}} p^{-3 / 4} \mathrm{~d} t=\int_{\mathbb{R}} \frac{1}{\left(k^{2}+(\eta-k t)^{2}+l^{2}\right)^{3 / 4}} \mathrm{~d} t \leq 6|k|^{-3 / 2}
$$

imply

$$
\left|U^{1}(t)\right| \leq \mathrm{e}^{-\frac{1}{24} \lambda_{\nu, k} k^{2} t^{3}}\left[\left|U^{1}(0)\right|+6 C_{\beta}(3+\beta)\left(\frac{|k, l|^{2}}{k^{6}}\right)^{1 / 4}\left[|G(0)|^{2}+|\Gamma(0)|^{2}\right]^{\frac{1}{2}}\right] .
$$

This concludes the proof.
To finish the proof of (1.10), we again have to translate (2.16) to the original variables. We do this only for $u^{1}$, as the estimate for $u^{3}$ is exactly the same. Recalling (2.4), we have

$$
\begin{aligned}
\left\|u_{k, l}^{1}(t)\right\|_{L_{y}^{2}}^{2} & \lesssim \mathrm{e}^{-\frac{1}{12} \lambda_{\nu, k} t^{3}} \int_{\mathbb{R}}\left|U_{k, l}^{1}(0)\right|^{2}+\left(\frac{k^{2}+l^{2}}{k^{6}}\right)^{1 / 2}\left[\left|G_{k, l}(0)\right|^{2}+\left|\Gamma_{k, l}(0)\right|^{2}\right] \mathrm{d} \eta \\
& \lesssim \mathrm{e}^{-\frac{1}{12} \lambda_{\nu, k} t^{3}} \int_{\mathbb{R}}\left[\left|u_{k, l}^{1}(0)\right|^{2}+\frac{|k, \eta, l|^{3}}{|k, l|}\left|u_{k, l}^{2}(0)\right|^{2}+|k, l| \| k, \eta,\left.l| | \theta_{k, l}(0)\right|^{2}\right] \mathrm{d} \eta \\
& \lesssim \mathrm{e}^{-\frac{1}{12} \lambda_{\nu, k} t^{3}}\left[\left\|u^{1}(0)\right\|_{L^{2}}^{2}+\left\|u^{2}(0)\right\|_{H^{3 / 2}}^{2}+\|\theta(0)\|_{H^{1}}^{2}\right],
\end{aligned}
$$

which is precisely included in (1.10), after a summation over $(k, l)$, with $k \neq 0$.

## 3. Zero modes analysis

We now switch our attention to the study of the streak solutions, which satisfy (1.5). This analysis reveals one of the crucial differences compared to the homogeneous Navier-Stokes equations, namely the absence of the lift-up effect. On the Fourier side, (1.5) reads

$$
\left\{\begin{array}{l}
\partial_{t} u_{0}^{1}=-u_{0}^{2}-\nu|\eta, l|^{2} u_{0}^{1},  \tag{3.1}\\
\partial_{t} u_{0}^{2}=-\beta \frac{l^{2}}{|\eta, l|^{2}} \theta_{0}-\nu|\eta, l|^{2} u_{0}^{2}, \\
\partial_{t} u_{0}^{3}=\beta \frac{\eta l}{|\eta, l|^{2}} \theta_{0}-\nu|\eta, l|^{2} u_{0}^{3}, \\
\partial_{t} \theta_{0}=\beta u_{0}^{2}-\kappa|\eta, l|^{2} \theta_{0} .
\end{array}\right.
$$

The special case $l=0$ is the simplest: $u_{0,0}^{2}=0$ due to incompressibility, and the above system reduces to three decoupled heat equations in $\mathbb{R}$. When $l \neq 0$, the main point is to understand the dynamics of the $\left(u_{0}^{2}, \theta_{0}\right)$ system, via the analogue of the symmetric variables (2.4), which in this case become

$$
\begin{equation*}
g_{0}:=\frac{|\eta, l|^{3 / 2}}{|l|^{1 / 2}} u_{0}^{2}, \quad \gamma_{0}:=|\eta, l|^{1 / 2}|l|^{1 / 2} \theta_{0} . \tag{3.2}
\end{equation*}
$$

It is in fact convenient to also rescale the other variables as

$$
\begin{equation*}
f_{0}:=-\frac{|\eta, l|^{3 / 2}}{|l|^{1 / 2}} u_{0}^{1}, \quad h_{0}:=\frac{|\eta, l|^{5 / 2}|l|^{1 / 2}}{\beta l} u_{0}^{3} . \tag{3.3}
\end{equation*}
$$

In these new variables, system (3.1) can now be written in the compact form

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\begin{array}{l}
f_{0} \\
h_{0} \\
g_{0} \\
\gamma_{0}
\end{array}\right)=\left(\begin{array}{cc}
N & S \\
0 & M
\end{array}\right)\left(\begin{array}{l}
f_{0} \\
h_{0} \\
g_{0} \\
\gamma_{0}
\end{array}\right)
$$

where

$$
N=-\nu|\eta, l|^{2}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad S=\left(\begin{array}{cc}
1 & 0 \\
0 & \eta
\end{array}\right), \quad M=\left(\begin{array}{cc}
-\nu|\eta, l|^{2} & -\beta \frac{|l|}{\eta, l \mid} \\
\beta \frac{| | \mid}{|\eta, l|} & -\kappa|\eta, l|^{2}
\end{array}\right) .
$$

The solution to this ODE can be explicitly computed as

$$
\left(\begin{array}{c}
f_{0}(t)  \tag{3.4}\\
h_{0}(t) \\
g_{0}(t) \\
\gamma_{0}(t)
\end{array}\right)=\exp \left[\left(\begin{array}{cc}
N & S \\
0 & M
\end{array}\right) t\right]\left(\begin{array}{l}
f_{0}(0) \\
h_{0}(0) \\
g_{0}(0) \\
\gamma_{0}(0)
\end{array}\right)
$$

Since $N$ and $M$ commute, the exponential matrix has the form

$$
\exp \left[\left(\begin{array}{cc}
N & S  \tag{3.5}\\
0 & M
\end{array}\right) t\right]=\left(\begin{array}{cc}
\mathrm{e}^{N t} & S(N-M)^{-1}\left(\mathrm{e}^{N t}-\mathrm{e}^{M t}\right) \\
0 & \mathrm{e}^{M t}
\end{array}\right)
$$

The matrix $N-M$ is indeed invertible, since

$$
\operatorname{det}(N-M)=\beta^{2} \frac{|l|^{2}}{|\eta, l|^{2}} \neq 0
$$

The exponential matrix $\mathrm{e}^{M t}$ has a quite complicate expression in terms of hyperbolic functions. Defining

$$
\begin{equation*}
\mathrm{a}:=\frac{|\nu-\kappa||\eta, l|^{2}}{2}, \quad \mathrm{~b}:=\frac{\beta|l|}{|\eta, l|}, \quad \mathrm{c}:=\sqrt{\mathrm{a}^{2}-\mathrm{b}^{2}}, \tag{3.6}
\end{equation*}
$$

we can explicitly write

$$
\mathrm{e}^{M t}=\mathrm{e}^{-\frac{\nu+\kappa}{2}|\eta, l|^{2} t}\left(\begin{array}{cc}
\cosh (c t)-\frac{\nu-\kappa}{2 c}|\eta, l|^{2} \sinh (c t) & -\frac{\mathrm{b}}{\mathrm{c}} \sinh (c t)  \tag{3.7}\\
\frac{\mathrm{b}}{\mathrm{c}} \sinh (c t) & \cosh (\mathrm{ct})+\frac{\nu-\kappa}{2 c}|\eta, l|^{2} \sinh (\mathrm{ct})
\end{array}\right) .
$$

To better visualize the oscillating nature of the solution the reader can focus on the special case $\nu=\kappa$. With this restriction we have $\mathrm{a}=0$ and $\mathrm{c}=i \mathrm{~b}$, so that the oscillatory nature of the terms in (3.7) become apparent. Continuing with the most general setting, we have

$$
(N-M)^{-1}\left(\mathrm{e}^{N t}-\mathrm{e}^{M t}\right)=\left(\begin{array}{cc}
\mathrm{m}_{11} & \mathrm{~m}_{12} \\
-\mathrm{m}_{12} & \mathrm{~m}_{22}
\end{array}\right)
$$

where

$$
\begin{aligned}
& \mathrm{m}_{11}=\frac{\nu-\kappa}{\mathrm{b}^{2}}|\eta, l|^{2}\left(\mathrm{e}^{-\frac{\nu+\kappa}{2}|\eta, l|^{2} t} \phi_{-}(\mathrm{c} t)+\mathrm{e}^{-\nu|\eta, l|^{2} t}\right)+\frac{\mathrm{e}^{-\frac{\nu+\kappa}{2}|\eta, l|^{2} t}}{\mathrm{c}} \sinh (\mathrm{c} t), \\
& \mathrm{m}_{12}=\frac{1}{\mathrm{~b}}\left(\mathrm{e}^{-\frac{\nu+\kappa}{2}|\eta, l|^{2} t} \phi_{-}(\mathrm{c} t)-\mathrm{e}^{-\nu|\eta, l|^{2} t}\right), \\
& \mathrm{m}_{22}=\frac{1}{\mathrm{c}} \mathrm{e}^{-\frac{\nu+\kappa}{2}|\eta, l|^{2} t} \sinh (\mathrm{c} t),
\end{aligned}
$$

and

$$
\phi_{ \pm}(c t)=\cosh (c t) \pm \frac{\nu-\kappa}{2 c}|\eta, l|^{2} \sinh (c t)
$$

With this notation we have

$$
\mathrm{e}^{M t}=\mathrm{e}^{-\frac{\nu+\kappa}{2}|\eta, l|^{2} t}\left(\begin{array}{cc}
\phi_{-}(c t) & -\frac{\mathrm{b}}{\mathrm{c}} \sinh (\mathrm{ct} t) \\
\frac{\mathrm{b}}{\mathrm{c}} \sinh (\mathrm{ct}) & \phi_{+}(c t)
\end{array}\right) .
$$

We now aim to show that the oscillations present in the terms above do prevent the lift-up effect and hence yield bounds that are independent of $\nu, \kappa$. More specifically, we need to establish uniform-in-time bounds on each entry of the matrix.
3.1. Proof of Theorem 2. To show uniform-in-time bounds on the entries of matrix (3.5), we start by noticing that

$$
\nu+\kappa=2 \min \{\nu, \kappa\}+|\nu-\kappa|
$$

This allows us to extract the dissipation factor from the matrix (3.5) and to recover the heat decay expected for times larger than $\min \{\nu, \kappa\}^{-1}$. After collecting $\mathrm{e}^{-\min \{\nu, \kappa\}|\eta, l|^{2} t}$, the matrix looks like

$$
\left(\begin{array}{cccc}
\mathrm{e}^{-(\nu-\min \{\nu, \kappa\})|\eta, l|^{2} t} & 0 & \mathrm{e}^{\min \{\nu, \kappa\}|\eta, l|^{2} t} \mathrm{~m}_{11} & \mathrm{e}^{\min \{\nu, \kappa\}|\eta, l|^{2} t} \mathrm{~m}_{12} \\
0 & \mathrm{e}^{-(\nu-\min \{\nu, \kappa\})|\eta, l|^{2} t} & -\mathrm{e}^{\min \{\nu, \kappa\}|\eta, l|^{2} t} \eta \mathrm{~m}_{12} & \mathrm{e}^{\min \{\nu, \kappa\}|\eta, l|^{2} t} \eta \mathrm{~m}_{22} \\
0 & 0 & \mathrm{e}^{-\mathrm{a} t} \phi_{-}(\mathrm{c} t) & -\mathrm{e}^{-\mathrm{a} t} \frac{\mathrm{~b}}{\mathrm{c}} \sinh (\mathrm{c} t) \\
0 & 0 & \mathrm{e}^{-\mathrm{a} t} \frac{\mathrm{~b}}{\mathrm{c}} \sinh (\mathrm{c} t) & \mathrm{e}^{-\mathrm{a} t} \phi_{+}(\mathrm{c} t)
\end{array}\right)
$$

To bound each entry, notice that

$$
\begin{equation*}
\mathrm{e}^{-\mathrm{at}} \cosh (\mathrm{c} t) \leq 2, \quad \mathrm{e}^{-\mathrm{at}} \frac{\sinh (\mathrm{c} t)}{\mathrm{c}} \leq \frac{2}{\max \{\mathrm{a}, \mathrm{~b}\}} \tag{3.8}
\end{equation*}
$$

hold for any $a, b>0$, with $c$ as in (3.6). Hence,

$$
\begin{align*}
& \left|\mathrm{e}^{\min \{\nu, \kappa\}|\eta, l|^{2} t} \mathrm{~m}_{11}\right|=\left|\frac{\nu-\kappa}{\mathrm{b}^{2}}\right| \eta, \left.\left.l\right|^{2}\left(\mathrm{e}^{-\mathrm{a} t} \phi_{-}(\mathrm{c} t)+\mathrm{e}^{-(\nu-\min \{\nu, \kappa\})|\eta, l|^{2} t}\right)+\frac{\mathrm{e}^{-\mathrm{a} t}}{\mathrm{c}} \sinh (\mathrm{c} t) \right\rvert\, \lesssim \frac{\mathrm{a}}{\mathrm{~b}^{2}}+\frac{1}{\mathrm{~b}} \\
& \left|\mathrm{e}^{\min \{\nu, \kappa\}|\eta, l|^{2} t} \mathrm{~m}_{12}\right|=\left|\frac{1}{\mathrm{~b}}\left(\mathrm{e}^{-\mathrm{a} t} \phi_{-}(\mathrm{c} t)-\mathrm{e}^{-\left(\nu-\min \{\nu, \kappa\}|\eta, l|^{2} t\right.}\right)\right| \lesssim \frac{1}{\mathrm{~b}} \\
& \left|\mathrm{e}^{\min \{\nu, \kappa\}|\eta, l|^{2} t} \mathrm{~m}_{22}\right|=\left|\frac{1}{\mathrm{c}} \mathrm{e}^{-\mathrm{a} t} \sinh (\mathrm{c} t)\right| \lesssim \frac{1}{\mathrm{~b}} \tag{3.9}
\end{align*}
$$

while all the other entries are bounded by 1 . Now, recall that the solution to the ODE (3.1) can be written explicitly via (3.4). Component-wise it reads

$$
\begin{aligned}
& f_{0}(t)=\mathrm{e}^{-\nu|\eta, l|^{2} t} f_{0}(0)+\mathrm{m}_{11} g_{0}(0)+\mathrm{m}_{12} \gamma_{0}(0) \\
& h_{0}(t)=\mathrm{e}^{-\nu|\eta, l|^{2} t} h_{0}(0)-\eta \mathrm{m}_{12} g_{0}(0)+\eta \mathrm{m}_{22} \gamma_{0}(0) \\
& g_{0}(t)=\mathrm{e}^{-\frac{\nu+\kappa}{2}|\eta, l|^{2} t} \phi_{-}(\mathrm{c} t) g_{0}(0)-\mathrm{e}^{-\frac{\nu+\kappa}{2}|\eta, l|^{2} t} \frac{\mathrm{~b}}{\mathrm{c}} \sinh (\mathrm{c} t) \gamma_{0}(0) \\
& \gamma_{0}(t)=\mathrm{e}^{-\frac{\nu+\kappa}{2}|\eta, l|^{2} t} \frac{\mathrm{~b}}{\mathrm{c}} \sinh (\mathrm{c} t) g_{0}(0)+\mathrm{e}^{-\frac{\nu+\kappa}{2}|\eta, l|^{2} t} \phi_{+}(\mathrm{c} t) \gamma_{0}(0)
\end{aligned}
$$

Using the estimates (3.8) - (3.9) we have the following point-wise bounds for the solutions

$$
\begin{aligned}
\left|f_{0}(t)\right| & \lesssim \mathrm{e}^{-\min \{\nu, \kappa\}|\eta, l|^{2} t}\left[\left|f_{0}(0)\right|+\frac{|\eta, l|^{4}}{\beta|l|^{2}}\left|g_{0}(0)\right|+\frac{|\eta, l|}{\beta|l|}\left(\left|g_{0}(0)\right|+\left|\gamma_{0}(0)\right|\right)\right] \\
\left|h_{0}(t)\right| & \lesssim \mathrm{e}^{-\min \{\nu, \kappa\}|\eta, l|^{2} t}\left[\left|h_{0}(0)\right|+\frac{|\eta||\eta, l|}{\beta|l|}\left|g_{0}(0)\right|+\frac{|\eta||\eta, l|}{\beta|l|}\left|\gamma_{0}(0)\right|\right] \\
\left|g_{0}(t)\right| & \lesssim \mathrm{e}^{-\min \{\nu, \kappa\}|\eta, l|^{2} t}\left[\left|g_{0}(0)\right|+\left|\gamma_{0}(0)\right|\right] \\
\left|\gamma_{0}(t)\right| & \lesssim \mathrm{e}^{-\min \{\nu, \kappa\}|\eta, l|^{2} t}\left[\left|g_{0}(0)\right|+\left|\gamma_{0}(0)\right|\right]
\end{aligned}
$$

By (3.2) and (3.3), we can translate these bounds into the originals variables $u_{0}^{1}, u_{0}^{2}, u_{0}^{3}, \theta_{0}$ :

$$
\begin{aligned}
\left|u_{0}^{1}(t)\right| & \lesssim \mathrm{e}^{-\min \{\nu, \kappa\}|\eta, l|^{2} t}\left[\left|u_{0}^{1}(0)\right|+\frac{|\eta, l|^{4}}{\beta|l|^{2}}\left|u_{0}^{2}(0)\right|+\frac{1}{\beta}\left(\left|u_{0}^{2}(0)\right|+\left|\theta_{0}(0)\right|\right)\right], \\
\left|u_{0}^{3}(t)\right| & \lesssim \mathrm{e}^{-\min \{\nu, \kappa\}|\eta, l|^{2} t}\left[\left|u_{0}^{3}(0)\right|+\frac{|\eta|}{|l|}\left|u_{0}^{2}(0)\right|+\frac{|\eta|}{|\eta, l|}\left|\theta_{0}(0)\right|\right], \\
\left|u_{0}^{2}(t)\right| & \lesssim \mathrm{e}^{-\min \{\nu, \kappa\}|\eta, l|^{2} t}\left[\left|u_{0}^{2}(0)\right|+\frac{|l|}{|\eta, l|}\left|\theta_{0}(0)\right|\right], \\
\left|\theta_{0}(t)\right| & \lesssim \mathrm{e}^{-\min \{\nu, \kappa\}|\eta, l|^{2} t}\left[\frac{|\eta, l|}{|l|}\left|u_{0}^{2}(0)\right|+\left|\theta_{0}(0)\right|\right] .
\end{aligned}
$$

Theorem 2 follows immediately.
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