




Abstract

This thesis focuses on frequency control of optical waves using time-varying effects in nanopho-

tonic media. Particularly, diffraction by a slit in time is demonstrated using ultrafast all-optical

mirrors. We first demonstrate a large reflectivity change from an Indium Tin Oxide/Gold bi-

layer under optical pumping, at speeds high enough to observe time-varying effects. Then,

treating the mirror as an interface, we show time-diffraction from the sample, corresponding to

broadening and shifting of the spectrum of light reflected by the mirror during its modulation.

This is clearly confirmed by a double slit diffraction experiment, replicating Young’s experiment

in time, with a generated spectrum exhibiting oscillations in frequency. Insights on the electron

dynamics within Indium Tin Oxide is gained, with in particular a striking shortening of the

permittivity modulation rise time unlocking the access to an even lower timescale for time-

varying effects. Finally, time-varying effects on harmonic generation from Indium Tin Oxide

and Gallium Phosphide thin films are demonstrated, exhibiting strong temporal refraction and

new mechanisms for temporal modulation.
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friends from home Gauthier Le Bouëdec, Anna Aldanondo and Pierre-Louis Gautier, for their

continuous friendship and support, and making home feel like home though it has been seven

years since I left Toulouse.

I would like to thank in groups my old friends from Pembridge, the Imperial Eagles Handball

Club, the University of Cambridge, my friends from Toulouse who also ended up in London

and those who didn’t, and all those I may have forgotten. What I lack in words here I will

make up with in pints.

I would like to thank my girlfriend, Gabrielle, and give her my most sincere expression of

love and gratitude. Her presence, love and kindness have shielded me from anxiety and continue

to inspire me to be a better version of myself everyday.

Finally, I would like to thank my family, my parents Nathalie and Jean, my sisters Näıs and
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Chapter 1

Introduction

1.1 Time-varying media

Physicists and electrical engineers have long sought to structure media in time to create dy-

namic, active and reconfigurable systems. This means changing the properties of a medium as

a function of time, and thus affecting waves interacting with said medium during that change.

By nature, as an input of energy is required to modulate a medium, time-varying media break

reciprocity (energy is no longer conserved) and allow to overcome the physical limits of static

systems, such as the absence of reconfigurability. An example application can be found in

isolators, which transmit waves in only one direction and are an essential component of full-

duplex systems (systems that can simultaneously transmit and receive information at a given

frequency) [1, 2]. Time-varying systems aim at controlling wave properties and as a consequence

can be designed in various fields of physics such as mechanics [3], acoustics [4, 5], acousto-optics

[6], optomechanics [7, 8], electronics [9], optoelectronics [10, 11] or spintronics [12]. This thesis

focuses on the design of nanoscale photonic time-varying media, that is nanometer-scaled sys-

tems allowing for time-varying effects observable at visible and near-infrared (NIR) frequencies

(∼ 160 to 750 THz).

Thanks to the rise of new fabrication techniques and new materials since the crossing of

the millennium, the field of Nanophotonics, Plasmonics and Metamaterials is seeing a surge in

interest and potential applications. By unlocking the strong interaction of nanostructures with

light at visible and NIR frequencies, spatial architecture provides new degrees of freedom in the

control of light. A next major step in Photonics now consists in transitioning from passive to

active systems, spatial to spatiotemporal engineering, to allow for a higher level of light control

and new applications [13]. One could then imagine the ultimate nanophotonic multiplexer, with

direct control of both spatial and spectral distribution of light as illustrated in Fig. 1.1. For a

broader review on photonic time-varying media, the author recommends the review by Galiffi

et al. [14]. To stay within the scope of this work, we will focus our attention on frequency

control in time-varying media, that is changes in the spectral density of light resulting from the

interaction with a medium whose properties are evolving in time.

The apparition of frequency control of light in time-varying media is difficult to date: though

1





Chapter 1. Introduction

In parallel, the field of Nonlinear Optics was flourishing thanks to the development of

the laser allowing to reach higher field intensities. After Franken et al.’s first demonstra-

tion of second harmonic generation (SHG) [21], experiments on self-modulation [22–24], cross-

modulation [25–27] and other nonlinear mechanisms followed in demonstrating the concept of

photon acceleration and analogous modulations of the spectrum of light under a different label.

The commonly used electromagnetic nonlinear optical formalism [28] can be reinterpreted as a

medium evolving in time and acting on the frequency and amplitude of electric fields within it,

as will be seen in section 2.3.

In yet another parallel stream of research, the transient behaviour of atoms, molecules and

neutrons in the presence of a slit opening and closing in time (again, a time-varying medium)

was investigated in the 90s, with predicted and measured oscillations in the particle’s time

of flight signal [29–33]. These were all in the continuation of a first prediction made by M.

Moshinski in 1952 [34], that will be explored and discussed in chapter 5.

In the end, it was J.T. Mendonça’s work that played an important role in recognizing the

similarities across all these fields of research and unifying them in a single framework, that

of time-varying media, as well as coining terms such as time refraction or time reflection in

2000. It is not before the late 2010s that time-varying physics flourished again when a new

push in theory along with new fabrication techniques and materials unlocked new opportunities

for experiments (see section 2.2 and for further reading section 5 of Photonics of time-varying

media [14]).

1.2 Thesis plan

This thesis will focus on the experimental investigation of diffraction of light from a slit in time.

It is divided in chapters as follows. First, fundamental concepts and properties of time-varying

media will be introduced in chapter 2, along with the nonlinear optical properties Indium Tin

Oxide (ITO) and epsilon-near-zero (ENZ) media and the modelling methods used throughout

the thesis. Then, chapter 3 describes the design and implementation of a single slit in time

using a time-varying mirror made of an ITO/Au bilayer. The experimental methods are pre-

sented, as well as a comprehensive study of the reflectivity changes within the bilayer under

optical pumping. Chapter 4 then studies the time-varying effects resulting in this single tem-

poral slit, namely broadening and shifting of frequencies within the reflected probe spectrum.

These effects are described as diffraction in time, and the use of a semi-analytical adiabatic

model as well as a Fourier transform model confirms the presence of diffraction and unveil new
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dynamics within the medium. Chapter 5 shows the first experimental demonstration of double

slit diffraction in time at optical frequencies from the bilayer, and constitutes a solid demon-

stration of the power and usefulness of the time-varying diffraction formalism. The surprisingly

short dynamics of the reflectivity rise from the ITO layer, in the range of 1-10 fs for a 225 fs

long pump pulse, is further confirmed and hints at the presence of yet to be uncovered electron

dynamics. Finally, modulation of harmonic light generation is explored in chapter 6. In ITO,

surface second harmonic generation exhibits strong spectral modulation, with large frequency

shifts and broadening from a single slit and a highly visible double slit diffraction spectrum.

The modulation of SHG in ITO being comparable to that of its fundamental probe, we also

investigate an alternative material, Gallium Phosphide, and achieve a large spectral modulation

of third harmonic generation (THG), whereas modulation in the NIR is perturbative, showing

a path to engineer harmonic light generation while preserving resonances at the fundamental.

The results are summarised and an outlook is then presented in chapter 7.

4 1.2. Thesis plan



Chapter 2

Epsilon-near-zero and time-varying

media

2.1 Photonics of time-varying media: concepts and for-

malism

2.1.1 From space to time: the example of refraction

Many time-varying effects have a strong similarity with their spatial counterpart, and can be

understood as time-domain equivalents of well known spatial optics. A light cone depicting the

frequencies of non-evanescent light ω for given momenta in the (x, y) plane (kx, ky) is shown in

Fig. 2.1(a,b), any photon propagating in free space being within or on the surface of this cone.

Light propagating in space will go through changes in permittivity at the interface between

different media, which corresponds on the dispersion diagram to a transition to another state

on the horizontal plane intersecting the cone at the light’s frequency in Fig. 2.1(a), within

the cone (e.g. scattering by a sphere) or outside (e.g. evanescent waves from total internal

reflection). For example, from classic electromagnetic theory, we expect a reflected (k to −k)
and a transmitted (k to n2k/n1) wave at an interface between two media with refractive indices

n1 and n2.

The exact same system of transitions holds true for temporal modulation of permittivity,

except for the fact that they now occur along a vertical line on the light cone as in Fig.

2.1(b) as it is now momentum that is being conserved. In spatial modulation, from Noether’s

theorem we know that the system being invariant in time implies energy conservation. For

temporal modulation, as the system is no longer translation-invariant in time, energy and thus

the frequency of the photon is not conserved. This is the essential mechanism behind photon

acceleration and other forms of frequency modulation.

The vertical transitions corresponding to reflection and refraction happening in the time

domain are shown with the purple arrows in Fig. 2.1(c) and (d), highlighting the similarity

between spatial and temporal modulation of permittivity when compared to the horizontal tran-

sitions from spatial modulation (blue arrows). This new class of transitions unlock applications

5
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Deriving the time domain Fresnel coefficients for a temporal interface with the Heaviside

profile shown in Fig.2.2(a) is similar to the derivation for the spatial domain: starting from a

wave propagating along z with moment k and frequency ωi:

E(z, t) =











Eie
i(kz−ωit) if t < 0

Ere
i(kz−ωrt) + Ete

i(kz−ωtt) if t > 0

(2.4)

Satisfying the dispersion of the medium requires:



























ωi =
kc
n1

ωr = −ωt

ωt =
n1

n2
ωi

(2.5)

The negative sign of ωr in partial time reflection is misleading: the wave is not going back

in time and violating causality, but rather it appears to do so and time continues to flow in the

usual direction. This is due to the equivalence between a wave and its complex conjugate in

their complex representation: the combination (k,−ωr) comes back to (−k, ωr) i.e. a reflected

wave travelling in the negative direction.

Pushing the derivation further, the continuity of the displacement and magnetic fields in

time require D(t → 0−) = D(t → 0+) and B(t → 0−) = B(t → 0+). Rewriting D and B

in terms of E we get a set of two equations relating the reflected and transmitted field to the

incoming field, that can be rearranged to give us the time-varying Fresnel coefficients:











r = Er

Ei
= η

2
(η − 1)

t = Et

Ei
= η

2
(η + 1)

(2.6)

where η = n1/n2. As a consequence, |r|2 + |t|2 ̸= 1 unless n1 = n2 i.e. any change in refractive

index, as expected, breaks conservation of energy. Notably, if n2 ≪ n1 one can expect large

enhancement of the time reflected and transmitted field amplitudes, corresponding to a transfer

of energy from the medium (and the modulation) to the wave. This is another stark contrast

from conventional spatial structuring of permittivity, and shows the potential of photonic time-

varying media for frequency control.
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2.1.2 Phase and frequency shifting

So far, important information on time refraction and an overall taste of time-varying optics have

been obtained by considering the simple picture of an instantaneous change of permittivity. In

real systems, the permittivity will change within a finite time, with a specific slope which will

affect the propagating wave’s frequency changes. To understand the role of the timescale of

the modulation, let us now consider the case of a monochromatic plane wave interacting with

a medium having a S-parameter matrix with coefficients Sij (as shown in Fig. 2.3(a)). The

scattering matrix S describes how light impinging on a system will interact and be scattered by

the medium, with the various incoming and outgoing fields being related by the S-parameter

coefficients Sij.

If the medium is evolving in time we can add a temporal evolution to the S-parameter matrix

and its individual coefficients Sij(t) and using complex representation for these coefficients, we

write Sij(t) = aij(t)e
iψij(t). An output signal from the medium will then take the form of a linear

combination of E
(j)
out = Sij(t)E

(i)
in . Assuming all input fields are time harmonics E

(i)
in = Eie

iω0t

where ω0 is the original frequency of the wave the output Sij is now aij(t)Eie
i(ω0t+ψij(t)). As

the instantaneous frequency is the derivative of the phase of a wave with respect to time, we

express the instantaneous change of frequency as:

δω(t) =
dψij(t)

dt
(2.7)

As equation 2.7 simply shows, changes in frequency are directly related to changes of the

medium’s optical properties, and this can be seen as the medium imparting phase and amplitude

to the wave (see Galiffi et al. [37] for a more rigorous theoretical framework). For example

for a Gaussian modulation of the S-parameter matrix phase as shown in Fig. 2.3(b), a trace

in the form of its derivative will be found in the instantaneous frequency ω(t) (Fig. 2.3(c)).

We find the conditions for a strong frequency content modulation: δω(t) ∼ ω0 if δψ ∼ π and

δt ∼ 2π/ω0, i.e. strong effects come from significant phase changes on timescales similar to

the optical period of the pulse. This is a challenging aspect of time-varying physics at visible

and NIR frequencies, as the timescales need to be of the order of 1-10 fs, which is unattainable

by any other means of modulation than all-optical. Additionally, obtaining strong amplitude

modulation in Nanophotonic systems is difficult due to the small volume and distances offered

by such media limiting propagation effects and the perturbative scale of optical modulation in

most materials. This will be tackled in this thesis using Nonlinear Optics, novel materials and

2.1. Photonics of time-varying media: concepts and formalism 9
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The space-to-time analogy, with the twists explained above, will be our intuitive guide when

designing new time-varying systems. Here, the choice of working in all-optical nanostructures

aims at leveraging specific advantages: the strong field confinements achievable in Nanopho-

tonics, matched with the relaxation of certain spatial constraints such as phase-matching or

group-velocity mismatch, lowering the effects of propagation and dispersion, make a favorable

environment to study temporal-only effects by reducing the available degrees of freedom in

space. Nonlinear Optics provides a unique platform to achieve ultrafast modulation, to reach

the timescales so important for time-varying effects shown in equation 2.7. Let us now focus

our attention on the materials and nanostructures we will use to perform new time-varying

experiments.

2.2 Epsilon-near-zero media in Nonlinear Nanophoton-

ics

2.2.1 Nonlinear Nanophotonic materials for time-varying media

The period of an optical cycle in the visible and NIR is of the order of 1 to 5 fs. It is thus neces-

sary in order to observe sizeable time-varying effects to obtain medium modulation timescales

of the order of the fs, and in this Nonlinear Optics makes a prime platform. Through nonlinear

orders of the material susceptibility, an optical pulse can induce changes in the permittivity:

let us consider the classic development of Nonlinear Optics following an expansion of the polar-

isation in the medium as a function of the vector electric field E and the susceptibility tensor

χ̃(n) [28, 38].

P = ϵ0
(

χ̃(1)E+ χ̃(2)E2 + χ̃(3)E3 + ...
)

(2.8)

Considering third order effects only with a scalar field E(t) = Ew(t) cos (ωt) and susceptibility

χ(n), the polarisation can be rewritten as

P = ϵ0

(

χ(1) +
3

4
χ(3)Ew(t)

2

)

E(t) + ...

= ϵ0ϵr(t)E(t) + ... (2.9)

This shows that Nonlinear Optics can provide changes in the permittivity of a medium over

2.2. Epsilon-near-zero media in Nonlinear Nanophotonics 11
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the time scale of a pulse’s envelope. Other terms in the polarisation have been ignored as

they present fields at different frequencies than the original and thus do not contribute to the

permittivity modulation. Using ultrafast lasers with pulse durations of the order of 10-100

fs full width at half maximum (FWHM), and with a choice of the right nonlinear material

and architecture, one can thus induce strong changes in permittivity on the pulse timescale,

satisfying the conditions for efficient temporal modulation.

Recent advances in Nanophotonics have provided us with many potent materials for Non-

linear Optics. Metals, at the center of the early push in Plasmonics, offer good nonlinear

properties as well as useful plasmonics resonances, but their use is severely limited by their

high losses and low damage threshold [39, 40]. 2D materials offer many exotic and useful prop-

erties, as single layers, bulk or multilayered structure, but haven’t reached full maturity yet for

Nonlinear Optics. Single layers are limited by their small volume and interaction time, but the

control of nonlinear properties and switching in multilayered media and heterostructures has

now been established and applications in time-varying physics are sure to follow [41–44].

This leaves us with the two main photonic time-varying platforms: high index dielectrics

and ENZ materials, both offering strong nonlinear properties. High-index dielectrics offer rich

resonance engineering [45–47] but have a lower comparative change in permittivity than ENZ

materials. We will further discuss and investigate a high-index dielectric, Gallium Phosphide

(GaP), in chapter 6. The majority of this work is rather focused on time-varying effects in an

ENZ medium, which we will now introduce.

2.2.2 Linear properties of transparent conducting oxides

ENZ materials provide rich physics at the frequency where the real part of their permittivity

crosses zero, allowing for plasmonic resonances, relaxed phase-matching in Nonlinear Optics

and other applications such as slow light or levitation [48–50]. ENZ materials are of particular

interest when their losses at the ENZ point are comparatively low, and the frequency at which

the crossing happens (that we will refer to as the ENZ frequency) is in the range of interest

(visible to NIR). Degenerately doped semiconductors known as transparent conducting oxides

(TCO) draw our interest as they satisfy these conditions (green diamonds in Fig.2.4). As will

be shown in the following section 2.2.4, TCOs and in particular ITO have proven to be an

excellent platform for time-varying experiments.

The ITO layers measured in this work were either purchased from Präzisions Glas & Op-

tik GmbH or deposited within the nanofabrication facilities of the Nanoinstitut München at

12 2.2. Epsilon-near-zero media in Nonlinear Nanophotonics
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fp =
1

2π

√

Ne2

ϵ0m∗

e

(2.11)

where N is the free-carrier density of the electron gas, e the electron charge, ϵ0 the permittivity

of vacuum and m∗

e the electron effective mass. We can also derive the frequency fENZ at which

the permittivity is zero i.e. Re (ϵr(fENZ)) = 0 under the assumption of negligible scattering of

electrons i.e. fp ≫ γ:

fENZ =
fp√
ϵ∞

(2.12)

Now equipped with the knowledge of the linear properties of ITO, we can turn towards the

mechanisms behind optical modulation of permittivity in the material.

2.2.3 Photocarrier excitation in Indium Tin Oxide

Under optical pumping, the modulation can happen through electronic transitions to real states

(e.g. photocarrier excitation) or virtual states (e.g. SHG). The first case offers a higher

modulation efficiency but exhibits timescales limited by the medium’s material properties, while

the latter offers much faster modulation speeds at the cost of interaction strength [57]. Hence,

the choice of material and illumination architecture is key in making a time-varying medium, by

determining which of these processes will be used and as a consequence the modulation strength

and speed. In ITO the fast nonlinearities linked to virtual state transitions are estimated and

measured to be 2 orders of magnitude below the slow nonlinearities from photocarrier excitation

(see references [57] and [53] as well as chapter 6), so the latter will be the focus of study here.

Equations 2.11 and 2.12 give us insight on how photocarrier excitation can change the

permittivity of ITO. Let’s consider the band structure of ITO in the unperturbed regime

(Fig.2.7(a)). The arrival of an intense pump pulse will disturb the electronic distribution

depending on its carrier frequency: for energies above the band gap, interband transitions will

dominate as shown in Fig.2.7(b). By depleting the valence band and filling the conduction band,

the free-carrier density N of ITO increases which in turns blueshifts the plasma frequency and

hence the ENZ frequency, i.e. the medium becomes more metallic. In comparison, for energies

below the band gap intraband transitions will dominate, as shown in Fig.2.7(b). The electrons

will be non thermalised for a few fs before relaxing into hot electrons via electron-electron

scattering [58]. This will raise the Fermi level to higher energies and increase the electron

mass due to the non-parabolicity of the conduction band. This will in turn redshift the ENZ
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with high intensity induces a change in refractive index within a nonlinear system (a TCO

layer in Fig. 2.9), and a weak probe pulse interacts with the medium and undergoes frequency

modulation from the fast change in time, as shown in Fig. 2.9(a,b). For example, time refraction

can be measured not only in transmission and reflection as Fig. 2.9(c-f) shows, but also in newly

generated time-varying signals - here a phase conjugate and a negatively refracted beam in a

time-varying AZO layer, with a maximum shift in reflection of 7.4 THz at 770 GW/cm2. To

achieve higher efficiency in frequency shifts, the use of a gold antenna’s plasmonic resonance,

if tailored to be spectrally close to the ENZ frequency of an ITO thin film below, will increase

the coupling and average field intensity within the layer (as shown in Fig. 2.9(g,h)). This leads

to large frequency shifts at much lower pump intensities as can be seen in Fig. 2.9(i-k), where

a shift of 6.8 THz is achieved with only 2 GW/cm2.

In view of the strong and promising modulations reported so far in literature, ITO is a

logical choice of platform for the time-varying phenomena we hope to investigate. Now that

we have gained an understanding of our time-varying media in general and of the experimental

platform that are ENZ materials, we must now turn to the theoretical tools that can be used

to gain a better understanding of the physics of our time-varying media.

2.3 Modelling of time-varying media

2.3.1 Phenomenological approach

The significant rise of time-varying materials over the recent years stirred much interest from

theoreticians and computational physicists, while experimentalists developed models to further

explain their results. While there is no such thing as a better theory, some theoretical models

serve their purpose better than others, depending of course on said purpose (as depicted in Fig.

2.10). In this thesis, we aim at exploring new physics in photonic time-varying media made

with ITO thin films. This would place us at the intersection of condensed-matter theory and

more general time-varying theory, but we will prefer a qualitative and intuitive approach to

modelling our systems. Though we will draw inspiration from the Drude model and intraband

transitions described in section 2.2.3, and have tried the model presented in Bohn et al.’s work

[52, 79] against our data, our main tool for modelling time-varying structures will be a Fourier

transform of a pulse bearing the mark of the temporal modulation in its amplitude and phase.

The reason behind this choice of modelling time-varying effects with a Fourier transform

lies within the choice of time-varying system that will be presented here. In this thesis, we
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will split the probe pulse in two separate pulses as shown in 2.13(c). The interference between

the frequencies of these two pulses will generate a diffraction pattern with a sinc-like envelope,

shown in 2.13(d), dictated by the shape of the individual slits, and oscillations originating from

the separation in time of the slits - just as in Fourier theory.

2.3.2 Condensed matter and electromagnetic theory

The Fourier model presented in the preceding section is remarkable in its simplicity and its

ability to give a physical intuition for the complex phenomena happening in time-varying media,

though it suffers from not taking dispersion into account. For this purpose, we will use a semi-

analytical model such as first presented by Bohn et al. [52]. The model relies on the adiabatic

limit, that is when the timescale of the reflection coefficient modulation is significantly larger

than the optical cycle of the probe pulse. This allows a series of approximations in solving

Maxwell’s equations for the magnetic field H.

We first define the complex reflection coefficient as a function of time and frequency r(t, ω).

In frequency space, we have

r(ω1, ω2) =

∫ +∞

−∞

r(t, ω2)e
iω1tdt (2.14)

where ω1 is a frequency component of the pump induced dynamics and ω2 refers to the probe

signal frequency. From the adiabatic approximation (see [52] for more details) the reflected

spectrum then is

Hr(t) =

∫ +∞

−∞

r(t, ω′)a(ω′)e−iω
′tdω

′

2π
(2.15)

where a(ω′) is the original, unmodulated probe spectrum. Then, the reflected frequency spec-

trum is simply the Fourier transform of the reflected field, that is

Hr(ω) =

∫ +∞

−∞

Hr(t)e
iωtdt (2.16)

=

∫ +∞

−∞

∫ +∞

−∞

a(ω′)r(t, ω′)e−ω
′teiωt

dω′

2π
dt (2.17)

Equation 2.17 shows we can compute the modulated spectrum in the adiabatic limit if we

know the reflectivity of the medium as a function of time and frequency, and the original probe

spectrum. While the original probe spectrum can easily be fitted and determined from an
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experimental measurement, r(t, ω′) has to be determined either via an informed guess or other

means. The adiabatic limit puts a constraint on the input reflection coefficient, as opposed to

the Fourier theory: the rise or decay time of the modulation has to be sufficiently slow compared

to the probe optical cycle. In other words, if the Fourier theory works for modulations at the

single optical oscillation timescale (∼4 fs), the semi-analytical model is better suited if the

modulation timescale is comparable to that of the pump pulse (∼220 fs).

To build up on the semi-analytical model, we use two further theoretical tools: a well

informed shifted Drude model, and the analytical TMM.

The shifted Drude model relies on our knowledge of ITO modulation gained in section

2.2. As we will experimentally rely on intraband pumping, we know the plasma frequency will

redshift following absorption of light by the medium. This absorption will follow the intensity

envelope of the pump pulse I(t) (a Gaussian with FWHM 225 fs), but will also be determined

by the medium’s intrinsic response function ξ(t). We then write

δωp(t) = αI(t) ∗ ξ(t) (2.18)

where α is a negative coefficient related to the nonlinear Kerr effect. We can then express the

plasma frequency as

ωp(t) = (1 + δωp(t))ω
(0)
p (2.19)

where w
(0)
p is the original plasma frequency of the medium. α and I(t) can be measured

experimentally, which leaves ξ(t) as a free variable. As the measured change in reflectivity

follows the change in plasma frequency, we can try and use a measured R(t) = |r|2 to find ξ(t),

but we hit here another barrier of our adiabatic model. Assuming the timescale of 225 fs for

I(t), we cannot resolve any dynamics in the material response function shorter than this due to

the convolution in equation 2.18. In any case we infer a function ωp(t) that we will then plug

into the TMM to deduce a complex reflection coefficient r(t, ω). The following formalism is as

presented in [84].

Let us consider a medium as shown in Fig. 2.14(a), with refractive index n and thickness

d. Using Maxwell’s equations, we can relate the electric and magnetic fields on either side of

the layer using a transfer matrix M such as





E1

B1



 =M





E2

B2



 (2.20)
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coefficient r(t) that we can insert into our adiabatic semi-analytical theory. For reference we

will write down below the analytical solutions to the TMM:











r = (M11+M12ν2)ν1−(M21+M22ν2)
(M11+M12ν2)ν1+(M21+M22ν2)

t = 2ν1
(M11+M12ν2)ν1+M21+M22ν2

(2.23)

and the reflectivity can then be expressed as R = |r|2 and transmittivity as T = ν2|t|2/ν1. This
allows us to predict the linear properties of the sample, mainly its reflectivity and complex

reflection coefficient, but also the electric field amplitude in a layer j. Note that a layer can

be divided in a series of sub-layers with the same index, as depicted in Fig. 2.14(b), so as to

increase the spatial resolution of the electric field in the system (the transfer matrix then only

corresponds to a propagation by the thickness d of the sub-layer). In a multilayered structure,

the field in layer j is given by

Ej = (1 + r)mj
22 − (1− r)mj

12ν1 = tmj
11 + tmj

12ν2 (2.24)

where mj
ik are the coefficients of the transfer matrix of the jth layer. This allows us to accurately

predict the field distribution inside a multilayered material, and thus have information on the

coupling of light to a nonlinear medium such as ITO giving us precious information on the

efficiency of the nonlinear modulation. Another useful application of TMM will be presented

in chapter 6, when it will be used in conjunction with nonlinear scattering theory to extract a

value for the third order nonlinear susceptibility of ITO and GaP.
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Making a slit in time

3.1 Introduction

When studying spatial diffraction, the making of a slit is a trivial concern in the context of

modern science. In contrast, the making of a temporal slit is a complex task that requires

careful design and characterisation as well as advanced laboratory equipment. In this chapter,

we will study an ITO/Au bilayer, consisting of 40 nm of ITO followed by a gold reflective

layer, under optical pumping in the NIR, and look into how it can create an aperture function

suitable for time diffraction at optical frequencies. We wish to exploit the optical excitation of

intraband electronic transition mechanism presented in section 2.2, to induce a redshift of the

plasma frequency in the ITO thin film which will in turn result in a change in permittivity and

thus reflectivity.

In order for the change in reflectivity/aperture function to be fast enough to exhibit strong

diffraction, an ultrafast pump pulse is used to induce all-optical modulation. Consider a 200

fs FWHM pulse as shown in Fig. 3.1(a). As it is coupled into the medium, the field intensity

in the medium also take the form of a Gaussian as a function of time - a first approximation,

as we will see later in section 3.3 the pump pulse can undergo self-modulation. As described

previously in section 2.2.3, intraband absorption within the medium will lead to a redshift of the

plasma frequency following the pump intensity profile in time. An extra component that must

be integrated in our understanding of all-optical pumping is the medium’s response function

Γ(t), which describes how and when the material responds to the optical excitation. Γ(t) can

be modelled as an impulse with finite, exponential rise and decay times τrise and τdecay, shown

here in Fig. 3.1(b). The plasma frequency will then be a convolution of the driving pump

pulse intensity and the response function (Fig. 3.1(c)), which can lead to an asymmetry in the

temporal evolution of the plasma frequency. In the limit of an instantaneous response, τrise → 0

/ τdecay → 0 and the response function becomes a Dirac delta function, meaning the plasma

frequency has the same Gaussian temporal profile than the driving pump pulse.

As the material response time and the pulse dynamics have already been taken into account,

no further dynamics are introduced in the translation from plasma frequency shift to change

in reflectivity: the curve in Fig. 3.1(d) has the same dynamics than in Fig. 3.1(c) - and a fast
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and broader as the incidence angle gets closer to the Brewster angle. In the context of making

a slit, we wish to place ourselves in the optimal experimental conditions, met at the light or-

ange point on the panel. Here, the reflectivity is at its minimum, leading to a higher contrast,

and the resonance is spectrally broad, creating an interesting trade-off between the Berreman

resonance and the probe pulse width that will be discussed in chapter 4.

In comparison, the bilayer exhibits no resonance for s-polarised light, the reflectivity shown

in Fig. 3.3(b) being angle independent as expected. The data shown in Fig. 3.3(a) and (b)

is used to fine-tune the already known ellipsometric values of permittivity ϵ∞, ωp and γ in

our Drude model, and the TMM prediction of reflectivity shown in Fig. 3.3(c) is in excellent

agreement with the experimental result.

Having designed and modelled a bilayer with reliable linear properties, and verified the

consistency between experiment and theory, we can now turn our attention to the nonlinear

properties of the sample and the experimental methods we will put in place to measure them.

3.2.2 Modulation of the Berreman resonance

A first impression of the Berreman resonance’s time-varying physics can be given using the

Drude model presented in section 2.3. In a first step, we will ignore temporal dynamics and

look into the modulation of ITO for a given intensity impinging on the medium. Taking

α = −1.52× 10−4 cm2/GJ in equation 2.18, we predict the reflectivity spectrum for increasing

pump intensity in the bilayer in Fig. 3.4(a) using TMM. One can observe the Berreman

mode being redshifted to lower frequencies, while reflection at the unmodulated minimum of

the Berreman mode (230 THz) jumps from near-zero to near-unity. Looking at the reflectivity

values at 230 THz in Fig. 3.4(b) as a function of intensity, we can see that though the plasma

frequency is linearly dependent on intensity, the change in reflectivity is not, due to the shape

of the Berreman resonance around its minimum. Note that the base reflectivity is low at 7% - of

which 4% can be attributed to the reflection at the air/glass interface. The full modulation of

the reflectivity is thus extremely large, above 1000% for pump intensities above 100 GW/cm2.

Two important details must be noted from Fig. 3.4(c) and (d), where the complex reflection

coefficient r = ρeiφ is plotted against frequency for increasing intensities (blue to red, low to

high) in amplitude (c) and phase (d). First, from Fig. 3.4(c), our model assumes a shift only in

ωp and neglects the modulation of γ. This approximation was done to simplify the model and

reduce the number of fitting parameters, and as non degenerate measurements would be needed

to characterise the change in γ. Though the Berreman resonance gets shallower at a low pace
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beams, as well as the illumination regions.

The repetition rate of the laser can be varied between 100 Hz and 100 kHz. For our

samples, optical damage originates mainly from the build-up of heat within their volume due

to absorption. By decreasing the repetition rate, one can reduce this build-up and lower the

damage threshold at the expense of signal. As high intensities in the NIR are easily achieved,

most measurements presented in this thesis were done for repetition rates of 100 Hz or 1 kHz.

Note that higher volumes also provide higher damage thresholds as there is more space for heat

to dissipate in, while higher surface areas (thinner samples or nanostructures) bring down the

damage threshold as air is a poor thermal conductor.

Particularly, the linear stages allow us to perform knife-edge measurements, a well known

technique to measure a beam’s size and focal position. By moving a razor blade across the

beam and measuring the transmitted light as shown in Fig. 3.5(b), one can fit the following

function to the measured signal [85, 86]:

P (x) =
1

2
P0

(

1 + erf

(

x0 − x

w

))

(3.1)

where P is the measured power, P0 the illuminating power, x the coordinate along the knife-

edge’s movement, x0 the corresponding point where the knife edge cuts the beam and w the

beam waist. This allows us to determine the beam waist at the focus. This is crucial information

as measured modulation of the sample is dependent on driving pump intensity, which depends

quadratically on the beam waist size. It is therefore important that the later is measured with

satisfying accuracy. Yet, knife-edge measurements are time-consuming, which pushes us to use

an alternative technique to evaluate the beam size.

One can do direct imaging of the beam at the focus by placing a mirror and a camera as

a alternative path to the sample, after the focusing lens, as shown in Fig. 3.5(c). The beam

can then be fitted in the 2D plane of the camera and a beam waist extracted (shown in Fig.

3.5(d)). An important factor to take into account is the role of 2-photon absorption against

linear absorption: the cameras used were Zelux CMOS cameras meant for visible detection.

Detection is linear with intensity up to 1200 nm, but signal becomes quadratic beyond this

wavelength due to 2-photon absorption and a factor of
√
2 must be applied to the beam size.

Beam sizes extracted using the camera have been compared to those fitted using the knife-edge

technique (example shown in Fig. 3.5(e)) and have yielded good agreement, justifying the use

of the direct focal imaging technique as a beam size measurement technique.

As the experimental apparatus measures an average power Pmathrmavg, it is then necessary
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to compute the pulse peak power:

Ppeak =
Pavg

τ × frep
(3.2)

where τ is the pulse width and frep the repetition rate of the laser. Once the beam waist and

the illuminating peak power are known, the pulse peak intensity can be expressed as

I =
2Ppeak

πw2
(3.3)

Note that the factor of 2 is important but often neglected in literature. It arises from the

spatial integration of the Gaussian beam profile I(x, y, z) over the (x, y) plane at z = 0 where

the beam waist is minimal. Throughout this work, discussions and values in intensity will be

implied as that of illuminating intensity and not field intensity within the medium, as the later

depends on the conditions of illumination (frequency, angle) and the sample geometry. To

control the illuminating intensity, the first approach is to use variable neutral density filters,

with the maximum achievable power being limited by the laser power and losses of the optical

path. Control over the beam size, thanks to intensity’s quadratic dependence on the beam

waist, can allow us to easily multiply or divide intensity by factors of 2 to 10. The size of the

beam can be tuned by changing the focal length of the focusing lens, or changing the size or

divergence of the beam before said lens. In the present and following chapter, smaller beam

sizes have been used to explore a more dynamic range of intensities up to 700 GW/cm2. As

we will show, the use of the full range is not necessary and intensities of ’only’ 100 to 200

GW/cm2 are needed, allowing us to use larger pump and probe beams in chapters 5 and 6.

Using a larger beam gives the benefit of a more stable setup, as the beams are less susceptible

to the instabilities in the optical path.

Having laid out the design foundations of the time-varying system and established the

experimental method, we can now move on to the measurement and characterisation of the

modulation in the ITO bilayer.

3.3 Ultrafast modulation of Indium Tin Oxide

To begin with, we will look at the information that can be found in the spectrally integrated

probe as a function of pump-probe delay. The ITO/Au bilayer is modulated by a single pump

pulse, a Gaussian in time centered at t = 0 on the sample. A probe arrives with a delay τ with

regards to the pump and observes the change in permittivity in the medium. We thus define
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negative delay as the probe arriving at the sample before the pump, and positive delay as the

pump arriving before the probe. Pump and probe are degenerate in frequency. This section

first fully characterises the bilayer’s reflectivity changes, and then moves on to determining the

dependence of the modulation on the probe pulse properties.

3.3.1 Temporal reflectivity change

First, modulation is measured for various pump-probe carrier frequencies, intensities and illu-

mination angles, with the pump having a lower incidence angle 10 degrees below that of the

probe. The probe intensity is kept low to avoid any self modulation (see section 3.3.3). Shown

in Fig. 3.6(a) are scans of the modulation, showing reflectivity as a function of delay for a probe

pulse at 230 THz (2.8 THz bandwidth, far below the bandwidth of the Berreman resonance)

and 65 degrees angle for multiple pump intensities. Very notably, the reflectivity can go from

0.07 to 0.66 at the highest intensity of 708 GW/cm2, within a short timescale that cannot be

resolved but whose upper limit is the pulse’s intensity rise time ∼ 110 fs. This modulation, of

order ∆R/R ∼ 1000%, and its associated timescale make the ideal condition for the realisation

of a time-slit.

One can notice the asymmetric shape of the modulation, with a decay longer than the

pulses’ duration of 225 fs. This is due to the relaxation mechanisms in intraband pumping

described in section 2.2. At low intensities, the decay time is of 360 fs, in agreement with

literature [53], and as the pump intensity reach higher levels the decay time increases to about

600 to 800 fs. It is clear from Fig. 3.6(a) that the modulation behaviour at high intensities

become highly nonlinear, with lesser gains in reflectivity being done between 156 GW/cm2 and

708 GW/cm2 and the increase in relaxation time.

To demonstrate the increase in modulated reflectivity contrast at the Berreman resonant

frequency, a map showing the reflectivity as a function of delay for multiple carrier frequencies

for an intensity of 40 GW/cm2 is shown in Fig. 3.6(b). An increase in reflectivity is visible

for frequencies above 230 THz, but decreases can also be achieved by using frequencies below

the Berreman resonance, notably in the 215 to 220 THz range. We find here a sign that the

rise time dynamics are significantly below the probe’s width of 225 fs. We should see a de-

crease in reflectivity at slightly negative delays for frequencies below 230 THz from crossing

the Berreman resonance (down then up) in Fig. 3.6(c), but this is not the case for frequencies

closer to 230 THz. Furthermore, for these frequencies above the Berreman resonant frequency,

after increasing the reflectivity doesn’t go back as far down than the minimum of 7% before
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the intensity-dependent behaviour of the modulation in a pump probe experiment. Though

the role of the pump pulse width in time with regards to the probe has been discussed by

Liu et al. [66], the role of beam sizes remains unexplored. The different saturation level

between the two beam sizes could be attributed to a stronger carrier diffusion effect for smaller

beam sizes, reducing the efficiency of the modulation and pushing saturation towards higher

intensities. The modulation appears to saturate at a constant level for pump intensities above

100 GW/cm2. We attribute the origin of the saturation to the flat dispersion of reflectivity

outside of the Berreman resonance. A saturation of the electron dynamics and permittivity

within the medium under high intensities was considered but set aside as recent work indicates

this is not the case [80]. Regardless of the physical origin of the modulation, it is useful to

differentiate the unsaturated and saturated regimes as they show different dynamics (as shown

in Fig. 3.6(a)) which will become important when considering spectral modulation in chapter

4.

Panels (b) and (c) in Fig. 3.7 confirm that the minimum of the Berreman resonance is the

best configuration to achieve high contrasts in reflectivity under modulation. Results show that

the frequency of 230 THz and angle of 65 degrees are indeed the best configuration to observe

a large change in reflectivity of the sample.

3.3.2 Comparison with the semi-analytical model

So far, results have met our expectations, but we yet need to test our capacity to model and

predict the time-varying effects in the bilayer. We will first look into the capacities of the

semi-analytical, adiabatic model presented in section 2.3, the comparison between simulated

results and experiment being shown in Fig. 3.8(a). The experimental results are the same as

shown in Fig. 3.6(a). The agreement between experiment and theory is remarkable at low

pump intensity, but behaviours diverge when intensity is increased. One difference lies in the

decay time, this is not surprising as it is kept constant in the model (τdecay = 210 fs 1/e time

of the response function as described in section 2.3 and the introduction of chapter 3) while it

visibly increases experimentally. This is due to the dependence of the electron heat capacity

on temperature, and was predicted and measured by Del Fatti et al. in Silver [87] and Alam

et al. in ITO [53].

The second divergence between the adiabatic model and experiment comes in the rise and

plateau of the modulation. The difference appears in the saturation regime, with the curve

at 708 GW/cm2 being ostensibly different in slope and amplitude. Our model assumes no
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pump is driving itself outside of the medium: for a pump field driving the electrons at a time

t, the reflectivity will increase and pump light arriving at t + δt will couple less efficiently to

the ITO layer. This creates a feedback loop, where the pump intensity in the medium evolves

step by step depending on its previous state. Our semi-analytical theory accounts for this by

iterating the pump field intensity in the medium a second time once the reflectivity evolution

has been computed, and updating the reflectivity for the probe accordingly. If the pump mod-

ulation is left unrestrained, for the same parameters, the pump overshoots and the reflectivity

saturates due to the Berreman resonance dispersion as can be seen in Fig. 3.8(b), drastically

changing the dynamics of the simulated pump-probe. In the end, a semi-analytical model with

a minimal number of parameters (α, τrise and τdecay) and self-modulation reproduces the change

in reflectivity under optical pumping with a good accuracy, without overreaching into the less

know aspects of said optical pumping.

3.3.3 Self modulation of the probe pulse

The effects of pump self-modulation draw our attention to the importance of the pump and

probe pulse properties. As we have so far focused on characterising optical modulation of

permittivity in the ITO layer in terms of the bilayer and its dispersion, we will now look into

the effects of pulse properties - mainly intensity and duration - on the modulation performances.

Though we have gained understanding on pump self-modulation in the previous section,

the probe’s self modulation still needs characterisation. The probe can change the permittivity

of the medium just as well as the pump, which is why its intensity must be kept low and its

power even lower due to its smaller beam waist. When increasing the probe power, the collected

signal should be increasing proportionally as well and the reflectivity will stay constant, but

as Fig. 3.9(a) shows this is not the case: the reflectivity of the sample increases for intensities

comparable to that used for the pump modulation. For this reason, we keep the probe power

below 1 GW/cm2 to ensure a maximum contrast. Furthermore, at high intensities, the probe

also modulates its own spectrum: the spectral broadening usually observed in nonlinear optical

self modulation is visible in Fig. 3.9(b), as well as a slight blueshift due to the phase change

within the medium and the asymmetry in time of the probe self-modulation. Recall from

section 2.1.2 that though the parametric optical Kerr effect linked to photon-photon scattering

through virtual states, as it is instantaneous, can only induce broadening, the non-parametric

Kerr modulation in ITO on the other hand is due to carrier dynamics and thus can induce

frequency shifts thanks to its asymmetric and finite nature in time.
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referenced to as walk-off, to be negligible, so that the measured pulse shape does not appear

distorted. If the two pulses walk off, the resulting bandwidth will be affected and the pulse will

appear longer. In GaP, the phase matching bandwidth is given for a Gaussian pulse by

∆f =
0.44

L×GVM
(3.4)

where L is the propagation length and GVM is the group velocity mismatch expressed as

GVM =

(

1

vg(2f)
− 1

vg(f)

)

(3.5)

Using ellipsometry data informing us on the refractive index of GaP, we compute the phase-

matching bandwidth for a 400 µm GaP layer to be of 0.25 THz for a carrier frequency of 230

THz. This is below the bandwidth of the pulses used in the experiment and would be prob-

lematic if not for the phase-match in GaP. As opposed to the walk-off bandwidth, originating

from the group velocity, phase-mismatch is due to the phase velocity of the respective pump

and SFG pulses. As such, the resulting nonlinear coherence length dictates the distance over

which the SFG signal can be generated, which is computed to be of 468 nm in GaP at 230 THz

(using Lcoh = π∆k where ∆k = k(2f)− k(f) is the wavevector mismatch. Over this distance,

the two pulses don’t have time to walk off due to group velocity and the bandwidth needs to

be recalculated with L = Lcoh and yields a value of 209.8 THz, much above the bandwidth of

the pulses. We can thus expect the outgoing SFG pulse to give precise information on the two

pulses at its origin.

Auto-correlation refers to the pump pulse interacting with itself to generate SFG, with

momentum being used as a tool to differentiate it from SHG. Once the pump pulse width

is known, the probe pulse width is determined using cross-correlation with a pump pulse. An

analytical expression can be obtained for the FWHM of the convolution of two Gaussian curves:

τcor =

√

τ 21
2

+
τ 22
2

(3.6)

where τcor is the FWHM of the measured SFG signal, in intensity, and τ1 and τ2 are the field

amplitude FWHM of the two pulses used in the correlation measurement. For auto-correlation,

this reduces to τautocor = τpump, and for cross-correlation τprobe =
√

2τ 2Xcorr − τ 2pump.

The SFG signal as a function of delay for the pump-probe auto and cross-correlation mea-

surements are shown n Fig. 3.11(b). One can see the curves are clearly Gaussian and can

be easily fitted. The pump auto-correlation is shorter than the probe cross-correlation as the
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effects on the probe. With a better understanding of the modulation and how to model it, as

well as a solid experimental method, we can now head on to the main challenge that is spectral

diffraction at optical frequencies.
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Chapter 4

Single slit diffraction in the

time-domain

4.1 Introduction

Having demonstrated and characterised the appearance of a slit in time in ITO thin films

under all-optical pumping, we can now turn our attention to diffraction in the time domain

by examining the probe spectrum after interaction with the medium. Early works and in

particular Zhou et al. first demonstrated time refraction in a 620 nm thin film of ITO [64],

and thinner layers have been used to the same effect since [67]. Our experiments rather focus

on time-varying mirrors, that can be switched on and off on short time scales. Along the time

refraction effects linked to propagation in a changing medium, resulting in frequency shifts, we

aim to observe diffraction from a mirror being switched on and off in time, that is a slit in

time inducing a broadening or thinning of the spectrum. As both refraction and diffraction are

here results from scattering by a temporal interface, respectively in phase and amplitude, we

hope to better separate the two effects by selecting the appropriate platform. Note that in the

coming chapters, the term diffraction will be applied to the temporal modulation from a single

or double slit, even though the effects of time refraction can simultaneously be observed.

Here, we investigate an ITO/gold bilayer as it provides both the advantages of a high

contrast in modulated reflectivity, and minimal spatial extent for propagation of the probe.

This will allow us to characterise the spectral modulations resulting from a single slit in time.

A particularly unexpected result lies in strong spectral modulations at high intensities, much

beyond what could be expected from state of the art time-varying models.

4.2 Time-varying signatures in a single slit experiment

4.2.1 Measurement of diffraction in time at low pump intensity

The vast majority of experimental and theoretical data presented in chapter 3 is spectrally in-

tegrated, under the assumption that the probe pulse is narrower in frequency than the sample’s

resonance, such that a single reflectivity value can be attributed to the entire spectrum. This

49





Chapter 4. Single slit diffraction in the time-domain

[77], the bilayer can be considered to be 6 times more efficient with 9.5 MHz.cm2/GW against

1.5 MHz.cm2/GW [67]. This is likely due to the fact that, though the layer thickness is smaller,

the stronger resonance in the bilayer enables stronger frequency shifts upon modulation.

Broadening (∆σf ), on the other hand, exhibits stronger features, as can be seen in Fig.

4.1(d). The probe pulse narrows down by 0.77 THz (about 30% of its width), and then broad-

ens up by 0.2 THz, from an original pulse width of 2.8 THz. The reduction of the bandwidth

happens at the same delay on the rise time than the generation of side bands in the spectrum

akin to those observed in spatial single slit diffraction, suggesting a transfer of energy between

different frequencies. On the other hand, the broadening of the spectrum corresponds to the

slow decay of reflectivity following the relaxation of the electrons in the conduction band. The

semi-analytical model, with its adiabatic approximation, reproduces the shift and broadening

with good fidelity, though it overestimates the phase shift, likely due to the unrestrained re-

fractive index change leading to exaggerated temporal changes in the reflection coefficient’s

phase.

4.2.2 Shift and broadening under optical pumping

To better understand the shift and broadening of the probe pulse, we need to dive back into

the model presented in section 2.3. Fig. 4.2(a) and (b) show the amplitude ρ = |r| and phase

ϕ of the complex reflection coefficient r = ρeiφ as modelled by the semi-analytical theory from

section 2.3.2 for a pump intensity of 22 GW/cm2. Remembering that changes in amplitude are

related to broadening and changes in phase to frequency shifts, the modelling of the complex

reflection coefficient against frequency and delay gives insights on the time-varying physics. For

the amplitude ρ = |r|, the strongest change in amplitude with delay is obtained at a frequency

of 230 THz, as expected from the Berreman resonance. Frequencies above 230 THz undergo

a a smaller increase, while frequencies around 220 THz undergo a sharp series of decrease and

increase on the rise, and slower decrease and final increase on the decay of the modulation in

reflectivity as a function of delay. For the phase ϕ, frequencies below 230 THz undergo the

strongest phase changes as they cross the full resonance. The Berreman resonant frequency of

230 THz undergoes half of this frequency shift, while frequencies above observe little change in

phase.

The correspondence between the complex reflection coefficient evolution and the observed

spectral modulations in the ITO bilayer is shown here in Fig. 4.2(c-f). The change in time

of the amplitude and phase of the Fresnel coefficient of the bilayer are sketched in Fig. 4.2(c)
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One can note that extracting the shift and broadening at this pump intensity by fitting a

Gaussian or sech2 function to the measured frequencies will poorly represent the time-varying

effects in spectrum, as the main peak of the signal remains relatively unchanged - with a

maximum shift of 0.3 THz and broadening of 0.2 THz. This is a point we will come back to

later when discussing the dynamics of the medium. If we consider the modulated spectrum to be

constituted of a two signals, one being the main peak with large amplitude and little modulation,

the other being a weaker modulation with the many generated frequencies, a counter-intuitive

result is obtained: the modulated signal is an order of magnitude larger in bandwidth than the

pump and probe pulses. By experimentally knowing the amplitude change of the reflection, and

from the properties of Fourier transforms, the pump pulse envelope dynamics couldn’t justify

the measured extent of generated frequencies. This means the pump modulation dynamics in

the medium are at least an order of magnitude below the pump pulse duration.

We use theoretical predictions from the semi-analytical model from section 2.3.2 to gain

further insights on the dynamics of the medium in the saturation regime. The simulated probe

spectrum as a function of delay is shown in Fig. 4.4(b), and though the model reproduces the

fine spectral features with good accuracy, it cannot reproduce the extent of the broadening

observed experimentally. In the end, the semi-analytical model can display a shortening of the

rise time (here defined as 10-90%) of the reflectivity modulation down to a value of 60 fs. This

value of 60 fs is shorter than the pump envelope’s rise time of 115 fs (10-90%) as the reflection

coefficient amplitude stays constant beyond the Berreman resonance, effectively inducing an

artificial saturation where the maximum change in amplitude is obtained faster under higher

intensities. Thus, the semi-analytical model does not provide a satisfying answer to the fast time

scales observed experimentally, and this is likely due to the adiabatic approximation imposing

the pump width dynamics to the modulation of the medium.

This change in rise time of the modulation with pump intensity can also be observed thanks

to the frequency shift of the main peak. As shown in Fig. 4.5(a), at high intensities above

100 GW/cm2, a redshift appears a slightly negative delays. This is quite contrasting to the

results at low pump intensity, where no redshift is observed and blueshift is achieved at negative

delays on the rise of the modulation, while now the redshift is observed on the decay, following

the dynamics of the increase in decay time. This can only mean that new mechanisms and

dynamics come at play within the medium in the saturation regime.

Meanwhile, the dynamics are not inverted for the broadening of the main peak: the pulse

bandwidth shown in Fig. 4.5(b) shows the appearance of the plateau of the modulation of

reflectivity, where little broadening is observed, and the increase in decay time of the modulation
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not accounting for intensity-dependent electron dynamics. Comparing in Fig. 4.6(a) the ex-

perimental (continuous pink curve) and simulated spectra (dashed pink curve), a reasonable

agreement is found. This is likely because the modulation is still small, in below the saturation

regime. There, the dynamics in the medium do not change significantly with pump intensity

and small scale spectral modulation is observed when compared to the original probe signal

(light blue curve). Furthermore, Bohn et al. showed that the model can reproduce spectral

shifts with great accuracy with similar measurements in ITO [52, 67]. A different explanation

for our results would be that the dynamics of the modulation in ITO at high intensities involve

new behaviour from the intraband electrons that lie beyond the presented adiabatic model.

4.3.2 Fourier modelling and fitting of the rise time

It is therefore necessary to introduce an alternative model which can replicate the new time

scales corresponding to the observed broadening at high frequency while simultaneously repro-

ducing the modulated spectrum. For this reason, the semi-analytical model presented in section

2.3.2 will be replaced by the simpler Fourier model described in section 2.3, using equation 2.13,

that we will remind here:

S(f) = FT [r(t)× Eprobe(t)]( f) (2.13)

where E(t) can be calculated by assuming the probe pulse is Fourier limited, and taking the

Fourier transform of the unmodulated spectrum. The aperture function, here the complex

reflection coefficient A(t) = r(t), will be a guess function whose rise and decay time can be

tuned independently, without any connection to the medium or the pump pulse properties as

in the semi-analytical model and solely fitted to the data. This allows very fast rise times to

be included in the model. On the other hand, the Fourier model does not account for either

dispersion or the phase of the complex reflection coefficient. The Fourier model’s purpose is

to investigate the timescales by reproducing the extent of broadening. Note that the Fourier

model has fitting parameters that are adjusted to the experimental spectra, in contrast to

the semi-analytical model where the dynamics have no fitting parameters but require a good

representation of the pump-induced changes of ϵ(ω).

We choose to heuristically model the reflection coefficient in time as following:

ρ(t) =
1

(1 + e−αt)× (1 + eβt)
(4.1)
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where α and β are positive values related respectively to the rise and decay times. The reflection

coefficient is then normalised to fit the experimentally observed modulation in intensity, i.e

applying:

r(t) = A× ρ(t)

max(ρ(t))
+ C (4.2)

with A and C chosen so that R(t) = |r(t)|2 has the same maximum and minimum values than

the experimentally measured reflectivity.

The β coefficient can be fitted thanks to the spectrally integrated pump-probe scans, as the

decay of the modulation is slower than the probe pulse envelope, a change in β will be visible in

the integrated counts against delay. Fitting the convolution R(t) ∗ |Eprobe|2 to the experiment

gives β = 1/400 fs-1, corresponding to a decay time of 625 fs (90-10%). The coefficient α

representing the rise time of the modulation, on the other hand, is fitted to the spectral extent

of the modulated data.

To put the Fourier model to the test, the modulated spectrum at the high intensity of 708

GW/cm2 is shown in Fig. 4.6(b). The experimental spectrum (continuous pink curve) extends

much further than the prediction from the semi-analytical model (dashed pink curve) as seen

in Fig. 4.4. The Fourier model prediction is shown in dashed purple, and matches very well the

broadening of the experimental spectrum for lower frequencies. The asymmetry of the spectrum

likely originates from redshift during the modulation, which is not accounted for in the Fourier

model. To match the experimental spectrum, α needs to take the value of 1/2 fs−1, which

corresponds to a rise time of 7 fs (10-90%), a time scale unachievable for the semi-analytical

model if new mechanisms are not implemented to take into account the electronic dynamics.

This rise time is an order of magnitude lower than those found in the semi-analytical model,

just as the experimental broadening in frequency is an order of magnitude above the original

bandwidth.

4.4 Four wave mixing, a window into time-varying ef-

fects

4.4.1 Four wave mixing in the Indium Tin Oxide bilayer

The matter remains that the frequencies generated by the modulation remain weak in amplitude

in comparison to the main peak of the probe spectrum. To obtain a purely time-varying signal,
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tan (θ3) =
2 cos (θ1)− cos (θ2)

2 sin (θ1)− sin (θ2)
(4.4)

In our setup θ1 = 55° and θ2 = 65°, as a result θ3 = 44.7°. This means the FWM signal is ∼ 2θ

away from the probe inwards, where θ is the angle difference between the pump and the probe.

For this reason, the collection setup is improved by adding a collection line for FWM at this

angle, 20 degrees below the probe collection angle as illustrated in Fig. 4.8(c). Though FWM

could be more efficiently recorded in a different configuration than reflectivity (see appendix

A), for the sake of comparison between the FWM signal and the modulated probe, the carrier

frequency and incidence angles will be kept to 230 THz and 65 degrees for the coming mea-

surements. This will not affect our interpretation and understanding of the dynamics in the

medium as the measurement of FWM is only used as a window into the time-varying effects in

ITO.

4.4.2 Spectral broadening in four wave mixing

We characterise the time-varying signature of the single slit in time in the bilayer by measuring

FWM spectra at various pump intensities in Fig. 4.9(a). Our previous assumptions on the

underlying time-modulated signal are confirmed: the FWM spectrum goes from a bandwidth

scale comparable to the original pump and probe pulse, with a Gaussian shape, to a very

broad non-Gaussian distribution and saturates in bandwidth for the same pump intensities as

reflectivity. These spectra are taken at a delay of -150 fs, where FWM signal is the highest as

is shown in Fig. 4.9(b), in which FWM (continuous red curve) and reflectivity (blue curve) are

measured simultaneously. This is confirmed by the semi-analytical theory from section 2.3.2

(dashed red curve): though it cannot accurately depict modulation speeds, the model computes

with high accuracy the pump and probe field in the layer with time, which allows to estimate

the outgoing FWM as a function of delay.

The FWM bandwidth (FWHM) as a function of pump intensity are extracted and shown

in Fig. 4.9(c). At a low pump intensity of 15 GW/cm2, the FWM bandwidth is 3.2 THz, close

to the original pump-probe width of 2.8 THz. The slight broadening is partly due to the FWM

process, which mixes the various frequencies within the two signals, and partly due to the weak

time-varying effects at low intensity. The width then increases with intensity and saturates

above 100 GW/cm2, with a plateau near the maximum recorded value of 10.7 THz. The peak

of the FWM signal is also redshifted by 3.8 THz with regards to the probe pulse. This shows

the true strength of the time-varying effects in the ITO bilayer, with a vast range of generated
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broad range of frequencies. The new spectral features exhibit an overall shift of the scale of 6

to 8 THz, significantly away from the original peak at 230 THz.

Note that the unmodulated spectrum does exhibit a low amplitude ’bump’ at lower frequen-

cies, which indicates a deviation from a classic Gaussian spectrum and perturbs the modulation.

It seems as if this bump, due to its lower frequency, is conserved and gains more prominence

while the main peak is being suppressed by the reflectivity decrease, and ends up polluting the

measured modulated signal. Of the two peaks at lower frequency, one could be due to time-

modulation while the other may just be a limitation in the experiment due to the imperfections

in the unmodulated spectrum; this is problematic as it makes it hard to gain information from

the frequency shifted peak. A possible explanation would be for this ’bump’ to arrive at a

slightly different time than the carrier, thus not being suppressed when the main peak is but

rather at an earlier stage, explaining its temporary suppression at zero delay in Fig. 4.12(a).

Further experiments would be required to test these points, nevertheless, we can see here the

time-varying spectrum is likely showing strong time refraction with a 6.84 THz shift at a high

intensity of 176 GW/cm2.

Another problem to settle in the anti-slit is the question of absolute change in reflectivity

Rmod−R0 against relative change Rmod/R0. On one hand, lower frequencies have the potential

to see a higher absolute change in reflectivity Rmod − R0, but on the other hand the higher

absorption near the Berreman frequency give higher frequencies the potential to be further

modulated. This is experimentally investigated by measuring the modulated spectra at various

frequencies, here shown in Fig. 4.12(d) for a constant illumination intensity of 152 GW/cm2.

The spectra are normalised and shifted respective to their original carrier frequency for super-

position. As can be seen, the lower frequencies exhibit a stronger modulated spectrum than

the higher frequencies. Larger time-varying effects from a higher contrast in modulation is to

be expected from Fourier theory. Moreover, this shows that in practice, in configurations where

there is plenty available pump intensity for use in the experiment, ideal coupling to the medium

is not necessary and it is more important for the probe to be in the right configuration.

Having experimentally characterised the anti-slit in 310 nm ITO, the spectral distribution

of the probe pulse, with a perturbation in the form of a bump at red frequencies, is now known

to be problematic in the measurement of time-varying effects in the thicker layer of ITO. To

get around this constraint, one could use the semi-analytical model to find out what the time-

varying effects should look like in the absence of chirp or perturbations and see if it matches

with experimental observations where these are varied.

The experimental and simulated scans are compared side by side in Fig. 4.13(a) and (b).
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to the nature of the sample. As can be seen in Fig. 4.13(c), the phase change in the absence of

change in γ in the 310 nm ITO sample, here in pink, is negligible in comparison to the bilayer,

shown in dark brown. By adding a change in the electron scattering rate, modelled as

γ(t) = (1 + β × I) γ0 (4.5)

where I is the illuminating intensity and β = 0.05 cm2/GW a fitted coefficient, the newly

obtained phase change in dark blue in Fig. 4.13(c) brings the simulation closer to the time-

varying dynamics measured in the sample. Yet, as the spectra at negative delay in Fig. 4.13(d)

show, the modelled spectrum (dark blue curve) is still far off from the recorded modulated

spectrum (light blue). This is verified at various pump intensities, low to high, showing that

the semi-analytical model is limited in modelling the anti-slit in the 310 nm ITO. The Fourier

model, as presented in equation 2.13 is also presented in red in Fig. 4.13(d), also cannot

reproduce the experiment any better than the semi-analytical model, ruling out the shortening

of the rise time at high intensity as an explanation for the shortcomings of the modelling.

This could be due to the interface approximation breakdown in the semi-adiabatic model

from section 2.3.2, as causality comes into play and cannot be replicated by the model: the field

propagating in the medium, as it undergoes broadening and frequency shift at a time t, is not

immediately out-coupled, and is consequently modulated and further broadened and shifted

at time t + δt. For the bilayer, the field is being prevented from entering the medium during

the rise time and decay of the modulation, so causality is no problem. In the anti-slit, the

reflected probe suddenly is allowed to penetrate and propagate within the medium, and likely

the modulated signal that is being reflected undergoes round-trips within the medium, hence the

problem of causality. This is a reasonable explanation for the limitations of the semi-analytical

model in reproducing experimental results. The excellent agreement between experiment and

theory in the bilayer at low intensity in Fig. 4.1(a) and (b) shows that experimental chirp or

perturbations to the probe’s temporal profile is no key mechanism in the generation of new

frequencies.

To conclude, time-varying effects were observed and quantified in the 310 nm ITO in the

same fashion as in the ITO bilayer, and precious insight was gained on the experimental limita-

tions one might face. Most problematic are the difficulty of replicating the measured data with

the model, due to the sample deviating from the interface approximation. Thus, the bilayer

will be a better platform to study time diffraction effects.
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4.6 Conclusion

In conclusion, spectral diffraction from a single slit in time was recorded from the ITO bilayer

acting as an ultrafast mirror. Low intensities result match well with the current understanding

and modelling of time-varying effects in ITO, but in the limit of the saturation regime, new

frequencies are generated beyond the predicted extent. Further modelling with a material-

independent Fourier theory, and measurement of FWM in the sample point towards a reduction

of the reflectivity rise time to scales of 10 fs or below. This timescale is unexpectedly faster

than those presented or modelled in literature [53, 67]. This will be further tested and explored

in the following chapter, as we aim to observe diffraction from a double slit experiment in

time. Finally, spectral modulation from an anti-slit in time in a 310 nm ITO thin film was

recorded. Though the modulation mechanisms are identical, the different nature of the sample’s

reflection geometry deviates from the interface regime, thus making the time-varying mirror

model inadequate and preventing numerical modelling. This shows the important role of the

time-varying mirror for time diffraction in contrast to previously explored ENZ time-varying

systems in literature.
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on time diffraction. In the classical picture, when light impinges on a mask with an aperture

function A(x) (Fig. 5.1(a)), in the limit of Fraunhofer diffraction a pattern corresponding to

the Fourier transform of the aperture Ā(kx) can be observed on a distant screen. The maxima

and minima of this pattern correspond to constructive and destructive interference between

the components with different momenta kx. The resulting momentum distribution is shown

for a double slit in Fig. 5.1(b): the observed pattern corresponds to the product of a sinc

shape arising from the single slit diffraction, dictating the envelope shape of the pattern, with

sinusoidal oscillations arising from the Fourier transform of the two Dirac deltas representing

the two slit’s separation in time, dictating the oscillation period. In the dispersion diagram,

this corresponds to horizontal transitions as shown in Fig. 5.1(c).

In comparison, light going through two successive slits in time A(t) (Fig. 5.1(d)) will see

its frequency content modulated into the interference pattern Ā(ω) in the same way (Fig.

5.1(e)). The shape of the slits will dictate the envelope of the oscillations in Ā(ω) while their

separation will affect the period of the oscillations just as in spatial diffraction. The double slit

interference now corresponds to vertical transitions in the dispersion diagram (see Fig. 5.1(f)).

The following chapter will present the realisation of double slit diffraction in time using ENZ

thin films.

5.1 Demonstration of temporal double slit diffraction

5.1.1 From single to double slit modulation

The transition from single to double slit diffraction in time is experimentally put in place by

adding a 50:50 beam splitter in the pump path, to create a second pump path going towards a

delay stage and recombining with the other pump and probe at the sample, as illustrated in Fig.

5.2(a). This way, the separation in time between the two pump arrival times can be controlled,

as well as the relative delay of the probe with regards to the pumps. The only difference in

setup is the smaller angle between pumps and probe, now of 8 degrees (formerly 10 degrees),

with the two pumps symmetric on either side of the probe. For measurement stability purpose

the pump and probe beams sizes are slightly increased to guarantee the overlap in space of

all beams, which now constrains the pump modulation to lower maximal intensities. But as

shown in chapters 3 and 4, the sample’s reflectivity saturates well below the high intensity of

700 GW/cm2 used previously, and the pump intensities of ∼ 100 GW/cm2 used in this chapter

are sufficient to obtain a strong contrast in reflectivity modulation.
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similar to those measured in chapter 3, though the saturation intensity is slightly lower, which

could be due to the different beam sizes used in the present experiment.

We model the double slit in a similar way as the single slit, with the phenomenological model

described in equation 2.13 and a real-valued reflection coefficient that we fit to the measured

reflectivity. The complete expression for the reflection coefficient modulation is

r(t) = A× rs

(

t+
S

2

)

+B × rs

(

t− S

2

)

+ C (5.1)

where A and B are the respective modulation amplitudes of each slit, S the slit separation in

time, and rs the normalised single slit reflection coefficient as presented in equation 4.1 which

we will display here as a reminder:

rs =
1

(1 + e−αt)× (1 + eβt)
(4.1)

The model reproduces with good accuracy the rise, slight plateau and decay of reflectivity with

delay (see the dashed red curve in Fig. 5.2(b)). The relative amplitude of the second peak

B with regards to the first one A, i.e. B/A, is 93%. More importantly, the decay time is

fitted to be of 330 fs (1/e), a value compatible with literature [53]. The rise time on the other

hand cannot be inferred from this measurement as mentioned previously, due to the temporal

resolution limit of the spectrally integrated scan shown in Fig. 5.2(a) corresponding to the

probe pulse width of 225 fs.

A last consideration before attempting to measure a temporal diffraction spectrum is the

duration of the probe pulse. If the pulse was to be kept at a FWHM of 225 fs, it could not

experience the two successive slits modulation as their separation in time would be longer. In

order for the probe to experience the double slit in time, it needs to be broadened in time. We

use for this purpose the 4-f setup presented in chapter 3. This presents us with a compromise:

a longer probe pulse length trades off a lower modulation efficiency (a smaller portion of the

pulse is being modulated) with a larger range of observable slit separations. Having taken this

into consideration, we can move on to measure and characterise double slit diffraction in the

bilayer.

5.1.2 Double slit diffraction

To demonstrate time diffraction, we use a 230 THz probe pulse with a 1 THz bandwidth and

a duration of 794 fs, and measure its reflected spectrum under modulation by the two pumps.
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in Fig. 5.4. The agreement between experiment and the Fourier theory from equation 2.13 is

again remarkable and shows the signature of time diffraction. The period’s dependence on the

slit separation is symmetric with regards to exchanging the two pumps in time as expected,

while the smaller slit separations (below 300 fs) show no visible oscillations due to the slits

merging into a single one. The errors are shown as the standard deviation estimated for the slit

separation error (50 fs), and the standard error of the mean for the spectral oscillation period

(an estimated error of 0.15 THz on the oscillation peak location, the statistics arising from the

variable number of observable oscillations).

Hence, we have convincingly demonstrated diffraction from a double slit in time, by record-

ing its signature spectral oscillations and their dependence on the slit separation in time. This

experiment provides a simple and elegant view into the physics of time-varying media as well

as a useful formalism for spectral shaping of pulses.

5.2 Analysis of diffraction patterns

5.2.1 Experimental insights

We will here further look into the effects of slit separation, pump intensity and probe offset in

time on the spectral interference pattern arising from the double slit in time. For this, we define

two figures of merit for double slit diffraction drawing inspiration from the spatial experiment.

The first figure of merit is visibility and is defined as

ν =
Cmax
m − Cmin

m

Cmax
m + Cmin

m

(5.2)

where Cmax
m and Cmin

m refer to the maximum and the next minimum of the diffraction peak of

order m. We will pick m = 1 here. Visibility, just as in its name, informs on how visible the

individual oscillations from the slits are as illustrated in Fig. 5.5(a).

As can be seen in Fig. 5.5(b), the visibility of the interference fringes increases as the slit

separation in time decreases. This is consistent with predictions from the Fourier model that

was presented in 2.3.1, up to the merging of the two slits together. There, the oscillations are

drowned under the broadening of the probe pulse, which reduces the experimental visibility.

To understand this, one needs to look into the probe pulse shape in Fig. 5.5(c). As it is

Gaussian in time, its amplitude is smaller away from the center, and thus the two slits, when

arriving further away from the probe’s center, affect a smaller portion of the probe field. As

a result the interference is weaker, resulting in lower visibility. On the other hand, for an
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be achieved with an infinitely fast rise and decay time, and won’t show if one or both of these

scales is finite when compared to the optical cycle.

Beyond the discrepancy between the results for a real slit and the ideal slit model, there is

also a major difference between the experimental and simulated interferograms in Fig. 5.3. As

mentioned earlier, an asymmetry between the blue and the red ends of the spectrum appears in

the experiment, while simulations such as the one shown in Fig. 5.9(c) are perfectly symmetric

with regards to the carrier frequency. We attribute this to a combination of frequency shift

in the modulation along with dispersion, just as the spectral modulation from a single slit

was found to be strongly asymmetric with more generated frequencies in the red part of the

spectrum in chapter 4.

To validate this, we simulate the double slit experiment with the semi-analytical adiabatic

model. Even though it will fall short in predicting the extent of the observed oscillations, as it

fell short in explaining the broadening of a single slit in section 4.3, it reproduces the qualitative

features of diffraction taking dispersion into account. The interferogram is shown in Fig. 5.9(d),

and exhibits clearly the asymmetry observed in the experiment, with fewer visible oscillations.

So far, the slit has been modelled with a 7 fs rise time (10-90%). Just as in chapter 4, this is

a counter-intuitive result when considering the classical description of photocarrier excitation,

where carrier dynamics follow the probe pulse envelope in time (here 225 fs). For a single slit

experiment, the spectral envelope decay gives information on the modulation’s shape in time

as shown earlier, including the rise time. The semi-analytical model, following the adiabatic

approximation of the driving pump pulse, can only predict rise times down to 30 fs due to the

saturation of the reflectivity as the resonance is shifted. What signature does the rise time of

the medium’s modulation take in the double slit experiment in time?

The Fourier model allows to easily iterate over the various parameters of the double slit

time diffraction experiment and observe the effects on the resulting spectra. Changing the

rise time is expected to affect the oscillations’ amplitude further away from the original carrier

frequency of the pulse, as sketched in Fig. 5.10(a). A faster rise time implies larger oscillations

for frequencies further away from the center of the spectrum, with little effect on the oscillations

close to the carrier frequency peak. This can be understood as the faster dynamics in a single

slit lead to a larger broadening of the spectrum and thus larger amplitude in the slit oscillations,

or in other words a sharp rise means a high localisation in time, and as a consequence a large

spread in frequencies. Equivalently, the modulation decay time affects mainly the amplitude of

the oscillations closer to the carrier frequency due to its slow speed.

As the signal decreases for frequencies away from the carrier frequency, the oscillations
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f0 is the carrier frequency. This makes sense, as the Fourier transform of a Heaviside function

(i.e. an infinitely fast rise) is an inverse function - the square originating in the translation from

field amplitude to measured field intensity.

The next step would then be to fit the experimentally measured oscillations with the Fourier

model to get a value for the rise time. Yet, when running a least-squares optimisation algorithm,

the rise time converges to zero over the optimisation process. This is because all rise-times

between 0-10 fs are indistinguishable over the range of frequencies in which the oscillations are

experimentally measurable. In Fig. 5.10(b), 3.6 fs and 7 fs produce almost indistinguishable

results down to 200 THz, while 17 fs can be distinguished below 215 THz. As a result, we can

only place an upper limit of 10 fs for the rise time of the modulation

To further verify this, we consider the asymptotic limit where τrise → 0 and τdecay → ∞.

Then, the slit function takes the form of a Heaviside function. The absence of decay poses a

minor problem in modelling the two slits in amplitude, that is solved by assigning each slit

half the height of the full reflectivity modulation, as shown in Fig. 5.10(c). As stated earlier,

the Fourier transform of a Heaviside function in time gives a 1/f 2 dependence on frequency

of the intensity spectrum. Hence the spectral oscillations normalised by (f − f0)
2 will have a

constant amplitude for a Heaviside-shaped double slit in time. By comparing the experimental

counts normalised in the same way in Fig. 5.10(d), the Heaviside prediction is quite close to the

experimental measurement, with discrepancies in the absence of the first oscillation, due to the

absence of a decay time leading to interference near f0, and the larger experimental oscillations

at lower frequencies. The later is intriguing: the experimental spectrum does not display a

sinc pattern and thus should not experience the oscillation amplitude increase with regards to

(f − f0)
2. An explanation for this is the increasing mark of noise at lower frequencies, where

the oscillations start to blend into the background.

All this provides compelling evidence that the rise time of modulation in ITO is very short,

below 10 fs, as the experimentally measured spectra are close to the asymptotic limit. To

measure it with greater accuracy, there is a need for far more oscillations to be visible, yet

as Fig. 5.10(b) shows it becomes increasingly difficult to distinguish different rise times as

they converge towards zero, and producing oscillations at least 30 THz away from the carrier

frequency will pose a real experimental challenge. This would require a longer spectral window

in the measurement apparatus all the while keeping a good spectral resolution, as well as a

lower count rate on the main peak at the carrier frequency, which in this experiment is brought

close to saturation of the camera - signal can be made more visible by increasing the probe

power but at the risk of damaging costly experimental apparatus.
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Beyond further experimental characterisation of the rise time, there is the need to address

the physical origin of such a short time scale. Only considering non-parametric processes in

the medium, one can break down the dynamics of intraband absorption in the following way:

following optical excitation, dephasing of the polarisation oscillations lead to absorption in

very short timescales depending on the line width of the optical resonance [95] and moves the

electrons in the conduction band into a non-thermal distribution. The electron then thermalise

via electron-electron scattering, shifting the effective mass and plasma frequency due to the

non-parabolic band of ITO, and this is followed by relaxation - mainly by electron-phonon

interaction, as stated in section 3.3. ITO and TCOs in general already have quite unique

properties in comparison to metals: the thermalisation of electrons seems to be much faster

than in metals [95, 96], even though the time scale for electron-phonon interaction is similar [53,

87]. Del Fatti et al. [87] give interesting insight on why the rise time would decrease for higher

intensities: for high electron gas temperatures (i.e. high pumping intensities), the effects of the

Pauli exclusion principle decrease and thus the electron-electron scattering is increased. This

effect is highlighted in Silver, with a threshold temperature increase of 300 K in the material

that leads to a sudden reduction in modulation rise time. The fast rise time is also compatible

with recent modeling by Un et al. [80], which also predicts electronic temperature changes of

the order of 1e3 K, which seems sufficient to pass the threshold mentioned in [87]. This shows a

non-parametric Kerr effect can induce ultrafast modulation on the fs scale, sufficient for strong

time-varying effects at optical frequencies, without the need for fs pulses.

5.3 Conclusion

In conclusion, this chapter reported on the first observation of double slit time diffraction

at optical frequencies, showing a clear signature in the spectral oscillations. Further study

linked the various properties of the pump and probe pulses to the observed oscillations. In

the future, one could use double slit diffraction in time as an interferometric tool to reveal the

temporal coherence of the probe pulse, just as Young’s double slit experiment demonstrates

spatial coherence. A double slit experiment in time is also a first brick on the road of more

complex temporal modulations such as Fabry-Pérot [97] or photonic time-crystals [98]. The

elegant Fourier transform formalism provides an accessible platform for frequency shaping, with

potential applications in signal processing.

Furthermore, the rise time measurement technique applied in this present and previous

chapter showed to be consistent, and made its proof as a new way to measure medium dynamics
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beyond a classic pump-probe measurement such as the ones shown in chapter 3. The sharp rise

time, which could not have been measured another way, not only reminds us of the important

of solid state physics in photonic time-varying media, but also allows us to access a new regime

of applications thanks to the new time scales involved. For this reason, the next and final

chapter will cover some topics such as how observe oscillations or access even faster rise and

decay times, by exploring time-varying harmonic generation.
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Chapter 6

Diffraction experiments in the

harmonic regime

6.1 Introduction

Temporal scattering of light in single and double slit diffraction have been proven and thor-

oughly studied in chapters 4 and 5. With a better understanding of the tools at our disposition

to sculpt light, a natural question comes as to which direction these results could be pushed

towards. A first path will be explored here in this chapter by applying temporal diffraction to

harmonic light generation.

Second and third harmonic are parametric processes, where two or three photons are up-

converted through second and third order nonlinear effects. Going back to a scalar version of

equation 2.8 and substituting an electric field of the form E = e−iωt, the nonlinear polarisation

takes the form

P = ϵ0
(

χ(1)e−iωt + χ(2)e−2iωt + χ(3)e−3iωt + ...
)

(2.8)

One can recognise here two new outgoing waves with frequencies 2ω and 3ω, the second

and third harmonic of the original frequency ω, called fundamental. The theory of harmonic

generation is now well established and rigorous derivations can be found in references [28] and

[38]. Nonlinear Optics provide a much more convenient framework for generation of light such

as SHG, THG or FWM than photonic time-varying media, so we will not look into modelling

these phenomena through the formalism presented in chapter 1. Instead, this chapter focuses

on the effects of the same single and double slit modulation on harmonic generation, and try

to further our understanding on how to control harmonic light. This time-varying system is

more complex than those presented in previous chapters, as the signal being modulated is also

a signal being generated within the medium: do time-varying effects happen before, during or

after the generation of harmonic light? How do the dynamics of the electrons in the conduction

band impact these SHG or THG? Can harmonic light be modulated in both intensity and

frequency? This chapter will aim at answering these questions experimentally.

First, the basis for harmonic generation will be laid out, along with a characterisation in
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ITO. Then the modulation of SHG in the medium will be studied and followed by a comparison

with the direct modulation of the fundamental NIR beam. In particular, we will explore the link

between modulation dynamics and harmonic light generation. Finally, modulation of harmonic

in GaP, a material of great interest in Nonlinear Optics, will be studied and compared to the

performances observed in ITO.

6.2 Spectral modulation of harmonic generation

6.2.1 Harmonic generation in Indium Tin Oxide

To start with, we will focus here on second and third harmonic generation which are commonly

found and studied in Nanophotonics, rather than higher order harmonics. In classic nonlinear

optical experiments, where mm scale crytals are used, harmonic generation depends highly

on phase-matching conditions and material linear (e.g. absorption) and nonlinear properties

(e.g. nonlinear susceptibility). In nanoscale media, phase-matching conditions are relaxed and

resonances or surface effects such as surface plasmons, Mie resonances, or the Berreman mode

in ITO, as well as nonlocal effects become relevant.

Second and third order harmonic generation in ITO has been explored in recent literature.

In a first time, Luk et al. recorded in 2015 a strong enhancement of THG using the ENZ

plasmonic resonance [99]. In the same year, Capretti et al. demonstrated the generation

of second harmonic in ITO thin films [100], and the prominence of the normal component

of the electric field Ez in the generation of SHG for p-polarised light. For this reason, our

coming harmonic generation measurements will be done in the same excitation geometries as in

the previous chapters, using p-polarised light and the Berreman resonance to enhance second

harmonic.

Notably, bulk SHG exists only in non-centrosymmetric materials [28, 101], but for media

such as ITO, and other similar ENZ materials for which this is not the case, symmetry-breaking

at the interface of the material with another medium enables second harmonic generation [54,

100, 102]. The second harmonic is then produced over a region of 10-100 nm of the sample,

at the first air/ITO layer (see appendix B). We observe this experimentally, with the 310 nm

ITO sample yielding higher SHG generation efficiencies than a similar 40 nm thin film of ITO.

Even more importantly, the thicker sample has a higher tolerance to damage thanks to the

larger amount of volume heat can be dissipated in, which allows for higher laser repetition

rates. This is essential in collecting good harmonic signal during modulation, particularly as

88 6.2. Spectral modulation of harmonic generation





Chapter 6. Diffraction experiments in the harmonic regime

illumination at 230 THz and 45 degrees. By fitting the slope of the two curves, the power

dependence n of SHG and THG, where EHG ∝ En, are found to be of 1.72 and 3.13 (dashed

red curves in Fig. 6.1(c)), close to the expected values of 2 and 3.

One can notice in Fig. 6.1(c) that THG is only comparable to SHG at the highest powers,

with the latest being much more efficient at low intensities. For this reason, we will study

modulation of SHG in ITO: the probe, which will act as the fundamental and generate the

harmonic signal in the pump-probe experiments, needs to be kept at powers as low as possible

to avoid self-modulation. SHG will provide much better signal than THG at low intensities and

allow better measurement of the spectrum. Moreover, as SHG is originating from the surfaces

of the ITO layer, the majority of harmonic likely comes from the first air/ITO interface (see

Appendix B).

6.2.2 Single slit time diffraction of Second Harmonic Generation in

an Indium Tin Oxide thin film

Having chosen SHG in a 310 nm ITO thin film as a platform to explore temporal modulation of

harmonic signal, we now turn our attention back to pump-probe measurements. Time-varying

experiments with harmonic light will be done in the same configuration as the NIR in chapter

4, as illustrated in Fig. 6.1(a): the pump and probe pulses are degenerate and impinge on the

sample with an 8 degrees incidence angle difference. The probe is p-polarised and impinges

at 45 degrees, in the Berreman-resonant condition. The second harmonic signal generated by

the probe is then collected in reflection at the same angle. The modulation of SHG is shown

in Fig. 6.2(b), where the second harmonic counts against frequency and delay are shown on a

logarithmic scale, for the same illumination conditions as in section 4.5 (230 THz, 45 degrees,

114 GW/cm2). The harmonic spectrum is recorded at 460 THz just as in Fig. 6.1(b), at twice

the frequency of the fundamental. A clear redshift of the spectrum can be seen for slightly

negative delays, on the rise time of the modulation where the dynamics are now known to be

very fast. The overall shape of the SHG spectrum against delay is similar to those obtained

with the fundamental in the NIR in section 4.5 (see Fig. 4.12(a)).

To extract information from this scan, we first look at the spectrally integrated counts

against delay for a pump intensity of 103 GW/cm2, as displayed in blue in Fig. 6.2(c). The

counts decrease down to R/R0 = 7.5%, a lower value in contrast to that observed for the probe

modulation at 230 THz in section 4.5 for a comparable intensity of 95 GW/cm2, at a value of

R/R0 = 15% and shown here in light orange in Fig. 6.2(c).
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also expect broadening, particularly for the parts of the pulse coinciding with the rise of the

modulation in time where the effects are stronger.

Comparing the SHG modulated spectrum in blue to the fundamental modulated spectrum

in the red-shaded area in Fig. 6.2(e), the spectra share the feature of having two distinct peaks:

one slightly blueshifted above 460 THz and a strongly redshifted peak at about 450 THz. The

red peak is significantly broader with a width of 12.6 THz, while the blue peak has a bandwidth

comparable to the unmodulated second harmonic at 5 THz. The SHG spectrum shows a higher

contrast amplitude between the two peaks than the fundamental probe. However, the extent of

generated frequencies and the broadening of the shifted peak are comparable between the two

signals. As their modulation amplitude is also comparable as seen in Fig. 6.2(c), this means

their dynamics, i.e. rise and decay times, are also similar. From this one can infer that the

single slit dynamics of both modulations, of the fundamental and of the harmonic, are similar.

An interesting viewpoint into the time-varying dynamics of the medium lies in the evolution

of the probe spectrum with pump intensity, shown here in Fig. 6.3(a) for a delay of -60 fs.

At low intensity, the two peaks can already be distinguished, but as the modulation amplitude

increases they separate further and further. The lower frequency peak has higher intensity and

visibly changes frequency, while the higher frequency peak seems more static. The modulated

spectrum seems to converge, or saturate, towards a shifted carrier frequency. The same sat-

uration behaviour can be found in the relative change in signal R/R0 as a function of pump

intensity, as the recorded SHG modulation converges towards a ceiling value at high intensity

in Fig. 6.3(b). The modulation of SHG (blue curve) saturates faster at 25 GW/cm2 than what

is observed for the fundamental (red curve). This could explain the second bump observed in

the harmonic signal against delay in Fig. 6.2(c), which is very similar to that observed in the

bilayer at intensities far in the saturated regime (see Fig. 3.6 in chapter 3).

An interesting figure is the square of the reflectivity modulation for the probe at ω. As

the second harmonic field originates from a nonlinear polarisation proportional to the squared

fundamental field, we compare SHG modulation to the squared modulation (R/R0)
2 of the

fundamental probe. This squared modulation, shown in dashed pink in Fig. 6.3(b), is very close

to the experimentally measured SHG modulation in amplitude and pump intensity dependence.

To further verify the spectral dependence on pump intensity, the carrier frequency of each

peak of the harmonic modulated spectrum is extracted and compared in Fig. 6.3(c) to the

unmodulated SHG peak frequency of 461.18 THz. The high frequency peak (in blue), starting

at a frequency of 464.65 THz, seems to redshift at a comparatively low pace, shifting by 1.56

THz between the pump intensity of 10 GW/cm2 and the highest intensity of 103 GW/cm2. In
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NIR. Hence, the permittivity changes at 2ω originate from the same change in Drude model

parameters than at ω. As dispersion of ITO is much weaker in the visible than in the NIR, we

can reasonably expect modulation at the harmonic to be weaker than at the fundamental.

Third and last, the probe is up-converted to second harmonic via the nonlinear susceptibility.

As the electronic properties of ITO change under optical modulation, the nonlinear interaction

of electrons with light can reasonably be expected to vary just as the plasma frequency and

electron scattering. Thus, the nonlinear susceptibility could also experience changes in time

with the pumping of the medium. Then, as the nonlinear polarisation generating SHG can

be expressed PNL = χ(2)E2, a temporal change in χ(2) can induce time-varying effects on the

generated pulse just as the changes in reflection coefficient seen in chapter 4 and 5.

All in all, we will divide time-varying effects between these three categories: modulation of

the fundamental in the NIR, modulation of the harmonic generated by the probe in the visible,

modulation of the χ(2).

To study and exclude the effect of modulation at ϵ(2ω), we replace the probe at 230 THz

by a probe at 460 THz. This is done by placing a phase-matched Beta Barium Borate (BBO)

crystal in the probe path, generating a strong second harmonic signal. This signal is then

filtered to cut the original probe signal at 230 THz, leaving the newly generated signal at 460

THz to act as the probe impinging on the sample. As the pump is still unaffected at 230

THz, this allows to investigate modulation of the sample in the visible under pumping in the

NIR. The new probe at 460 THz will now be referred to as the probe at 2ω for clarity, while

the original probe at the fundamental (230 THz) will be referred to as the probe at ω. The

diagrams for each measurement are presented in Fig. 6.7(a-c).

The relative change in reflected signal of the probe at 2ω is presented in Fig. 6.7(d) in

purple, alongside the SHG and probe at ω modulations. As can be seen, the modulation of the

probe at 2ω (purple curve) is much weaker than the others, with a maximum decrease in relative

reflectivity R/R0 = 93%. In comparison, the probe at ω (blue curve) drops to R/R0 = 15%

and the SHG (orange curve) to 8%. Just as in Fig. 6.3(b), we compare the SHG modulation

to the squared fundamental modulation (R/0)
2, shown here in dashed light blue. Again, the

agreement between the two modulations is good, showing their strong similarity.

Meanwhile, the overall frequency shift of the probe’s main peak, from the second harmonic

or the probe at 2ω, can also be used to investigate the system. The shifts with delay of the

main peak of SHG is presented in orange in Fig. 6.7(e) and exhibits the same evolution than

the probes at ω and 2ω (purple curve) in the 310 nm ITO, with a successive decrease and

increase around zero delay. Particularly, the second harmonic shifts by -8.75 THz on the rise
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visible, little spectral changes can be seen from modulation of the permittivity at 460 THz.

Limitations in the theory prevents us from drawing a definitive conclusion. Time-varying

physics could be further tested through modelling, but as was shown in section 4.5 the 310

nm ITO sample deviates from the interface approximation, making both the semi-analytical

and Fourier models presented in section 2.3 ill-suited to the situation. Another difficulty in

modelling resides in taking into account the phase of the complex reflection coefficient which

has not been accurately measured and modelled, and takes a prominent role in the thicker

layers as the sample moves away from an interface approximation for the probe.

To conclude, we have demonstrated in this section single and double slit diffraction in time

of second harmonic generation in a 310 nm layer of ITO. Experimental results differ from those

obtained in the NIR with the fundamental for an ITO/Au bilayer, as the sample exhibits strong

frequency shifts linked to time refraction and the splitting of the spectrum in two peaks. A

high contrast between these two peaks is achieved, with comparably low pump intensities. A

main challenge remains in the modelling of these time-varying effects at the harmonic level, to

gain further insight and control on the spectral modulation independently of the nature of the

sample or modulation.

6.3 Spectral modulation of harmonic generation in Gal-

lium Phosphide

Though time-varying effects on SHG in ITO have been shown to be stronger than at the

fundamental frequency due to frequency doubling, modulation at the harmonic showed limited

advantage over that at the fundamental. Furthermore, ITO, though widely recognised for

its ultrafast switching capacities, is not commonly used for photon up-conversion and other

nonlinear light generation applications due to its strong absorption in the NIR. This prompts

us explore different nonlinear materials, where spectral modulation at the harmonic would have

a strong impact in comparison to the fundamental. This would for example enable systems

with control of the harmonic generated spectrum all the while maintaining resonant properties

and applications at the fundamental.

Gallium Phosphide is a popular material in nonlinear Nanophotonics, thanks to its remark-

able nonlinear properties, high index and low losses for frequencies below its indirect band gap

(below 547 THz), alongside other high index dielectrics such as GaAs, Al-GaAs or LiNbO3

[46, 103]. Notably, GaP has demonstrated high efficiency for the generation of photon pairs

via spontaneous parametric down conversion (SPDC) in thin films and metasurfaces, a non-
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equation, but also changes the paradigm by exhibiting low losses in the NIR and thus low

intraband absorption. We thus expect relatively low time-varying effects under modulation in

the NIR.

The transmittivity of the 400 nm GaP sample is characterised experimentally in Fig. 6.8(b),

and shows a broad Fabry-Pérot resonance in the NIR at low incidence angle. Fabry-Pérot modes

are sharper towards the visible, where shorter wavelengths allow for higher Q resonances, and

disappear as the incidence angle increases. For a first investigation of time-varying effects in

GaP, the system will be studied off resonance, the topic of resonance engineering in GaP being

further discussed in the outlook. For this, we use the same frequency and incidence angle than

for the 310 nm ITO sample in sections 4.5 and 6.2.2, at 230 THz and 45 degrees, where the

Fabry-Pérot resonance is absent.

Time-varying experiments in GaP will be done in the same configuration than in chapter

4: the pump and probe pulses are degenerate and impinge on the sample with a 8 degrees

incidence angle difference. The probe is p-polarised and impinges at a 45 degrees angle, and

the reflected and transmitted signals are collected as illustrated in Fig. 6.9(a). The normalised

changes in transmission (orange curve) and reflection (blue curve) are shown in Fig. 6.9(b),

where T (R) is the spectrally integrated transmitted (reflected) signal and T0 (R0) is its initial

value before modulation.

Modulation is stronger in transmission than reflection, with respective minimal signals

T/T0 = 0.89 and R/R0 of 0.94. The signal sharply decreases, with a temporal resolution

limited by the probe pulse, but the decay time of the modulation is here very sharp, in contrast

to ITO. It seems as if there are two decay processes, a first within the probe’s duration, and a

second with a slower time scale. Both the rise and fast decay times are measured to be at or

below the pump rise time of ∼ 110 fs (half a FWHM of 225 fs). Grinblat at al.’s measurements

of optical switching in GaP in the visible to NIR range [106], at higher frequencies but in a

much thicker crystalline sample of 350 µm, showed that TPA plays an important role, and can

exhibit time-scales down to ∼ 10 fs for both rise and decay time, which explains the observed

dynamics.

Another implication of Grinblat et al.’s work on TPA is that GaP’s main modulated property

is absorption during propagation within the medium, rather than the Fresnel reflection and

transmission coefficients at the interfaces. This could explain why the modulation in reflection

is weaker by a factor ∼ 2 in comparison to the modulation in transmission: part of the reflected

probe signal originates from the air/GaP interface, and as a consequence does not experience

the change in losses within the medium.
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successive decrease and increase in frequency around zero delay. This could be explained by the

weaker modulation in reflection than in transmission. For the latter, the negative and positive

shifts have comparable amplitude, showing the modulation rise and decay times are similar.

No broadening is recorded for either reflected or transmitted signals.

Hence, we have determined that GaP, in the absence of resonance, exhibits better modula-

tion in transmission than in reflection in the NIR, with both a larger change in transmittivity

and frequency shift. These changes were confirmed to be due to TPA in the medium, in agree-

ment with literature [106]. For this reason, our subsequent experiments on harmonic generation

modulation in GaP will be done in transmission.

6.3.2 All-optical switching of third harmonic generation in a Gal-

lium Phosphide thin film

Following the investigation of optical modulation of GaP in the NIR, a nonlinear characteri-

sation is the next logical step before investigating time-varying effects of harmonic generated

light. First, the nonlinear properties of GaP are measured and compared to those of ITO. Those

measurements are done within the pump-probe setup, in the absence of the pump modulating

the medium, as shown in Fig. 6.10(a).

We use nonlinear scattering theory, a useful tool in nonlinear nanophotonics (see appendix

C) to extract the nonlinear susceptibility of materials. This allows us to investigate the non-

linear response of GaP and ITO for comparison, and their respective potential for harmonic

light generation. Regarding ITO, it is known that Kerr nonlinearities present a great enhance-

ment around the ENZ frequency in TCOs [53, 60, 61], yet the χ(3) for the nonlinear Kerr

effect should not be mistaken for the χ(3) for THG. Not only are they different by nature,

as the strong Kerr effect in ITO originates from non-parametric processes (parametric Kerr

effect, originating from photon scattering, is weaker in this medium), while THG is paramet-

ric, but they are distinguished by their full mathematical expression - χ(3)(ω, ω, ω,−ω) against
χ(3)(3ω, ω, ω, ω). This prompts for a measurement of the ITO χ(3) (which will now be used to

refer to χ(3)(3ω, ω, ω, ω)), to test the presence of enhanced harmonic generation at the ENZ

frequency. The χ(3) is extracted by measuring the input fundamental and output THG power

in transmission. TMM and nonlinear scattering theory are then used to compute the χ(3) from

the experimental data. Note that only χ(3) and not χ(2) can be extracted using this method

in centrosymmetric materials, as SHG is generated at the surface [28, 101] and would require

more advanced modelling.
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tions could lie in additional phenomena contributing to the third harmonic modulation such

as modulation of the χ(3), FWM, nonlocal effects or other unforeseen electron dynamics, or

three-photon and higher-order absorption effects gaining prominence at higher intensities [115],

explaining the change in slope in Fig. 6.13(b). Modelling the experimental will be an important

challenge to tackle to further improve our understanding of modulation of third harmonic in

GaP.

We thus show that GaP presents strong all-optical spectral modulation of its third harmonic

signal, both in frequency shifts (between -2 and 2 THz) and amplitude (T/T0 = 36% signal

decrease), whereas the fundamental signal in the NIR shows little modulation. This is a very

interesting and conclusive result for further control of photon up-conversion in nanostructures.

6.4 Conclusion

In conclusion, time-varying effects in modulated harmonic generation in nonlinear media have

been demonstrated. For both SHG in ITO and THG in GaP, these effects show stronger change

in signal (R/R0 or T/T0) and spectral features than the experiments at the fundamental in the

NIR, hinting at the potential of effective ultrafast switching of nonlinear light generation. In

ITO, the harmonic follows the same dynamics than the NIR probe, thus making a good plat-

form to lead the same diffraction experiments and investigations of material dynamics that

could be done at lower frequencies. In GaP, the contrast between fundamental and harmonic

modulation is particularly striking, making further experiments in this material promising as

this was demonstrated in a non-resonant system. The physics at play were partially uncovered

thanks to TPA, but much more work remains before the system is fully understood. Particu-

larly, a change in pump intensity dependence of the third harmonic modulation in GaP above

100 GW/cm2 along with a strong spectral response hints at new mechanisms enhancing the

modulation. Using resonant architectures, these high intensities within the medium could be

leveraged to create efficient time-varying structures. For both materials, the main barrier in

bringing these time-varying effects within our understanding is modelling: the samples used

to achieve high harmonic signal are too thick to appear as an interface to light, leading for

example to causal effects during propagation within the medium. We close with this chapter

the last topic of investigation in this thesis, and we can move on to discuss the importance and

achievements of these results, as well as the next steps currently investigated of how one could

move towards to push nanoscale time-varying media further.
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Chapter 7

Summary and outlook

Throughout this thesis, the topic of diffraction in time has been thoroughly discussed and

experimentally tested and proven. Building up on fundamental concepts of time-varying media

and wave physics, and exploiting the recent discovery of ITO as a nonlinear optical platform for

Nanophotonics as introduced in chapter 2, single and double slit diffraction in time has been

demonstrated in the visible and NIR regime.

The first step in the experimental realisation of diffraction consisted in the making of a

time slit. Using nanoscale systems and Nonlinear Optics, one can reduce spatial constraints to

realise a time-varying mirror for diffraction in thin-films such as the bilayer presented in chapter

3, achieving high contrasts in reflectivity on short timescales. The spectral effects of the single

slit in time were then studied in chapter 4, building our understanding of the broadening and

dynamics within the medium as well as pointing at interesting new dynamics in the high pump

intensity regime. Then, we showed the first realisation of double slit diffraction in time at

optical frequencies in a nanostructure in chapter 5, and uncovered a shortening of the rise time

of the modulation of 1-10 fs, far below the pump pulse’s 225 fs duration. This demonstrated the

potential of the time-varying mirror for frequency control, by using Fourier formalism, but also

as a spectroscopic tool for materials. Finally, we explored temporal modulation of harmonic

generation from a single slit in ITO in chapter 6, and found that second harmonic can be

modulated with similar features and dynamics than the fundamental probe in the NIR. In

comparison, GaP, a high-index dielectric, shows strong modulation of its third harmonic far

beyond what can be achieved at the fundamental, demonstrating the presence of new dynamics

and a potential for reconfigurable generation of nonlinear light.

All in all, we have not only shown the experimental demonstration of diffraction in time

and the benefit of a time-varying formalism in understanding and modelling our systems, but

we have also gained great insight on the optical modulation mechanisms within ITO. New

phenomena have been found, with in particular the intriguing rise time dynamics of electrons

within ITO and the new behaviour of GaP’s THG at high modulation intensities.

Thankfully, though this thesis comes to a term, research on the topic doubtlessly will not.

A first aspect that will not be extended here as it does not lie within the author’s field of

expertise is theory: at the core of the time-varying media community, theorists have been
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essential to the renewal of the field in the recent years, and have an important role in both

coming up with new applications and assisting experimentalists with new models allowing for

simulations and better understanding of their platforms. This thesis has highlighted, amongst

other things, the necessity to model causality in time-varying systems (a suggestion is the use of

Laplace transforms, commonly used in engineering for feedback controls), or to work on models

being able to handle both short timescales (beyond the adiabatic limit) and dispersion of the

medium. Yet, as sometimes is the case, much work remains to be done experimentally to catch

up with the plethora of applications theory predicts for time-varying systems. In Nonlinear

Nanophotonics, work can be led and divided in tiers.

At the base level, there is the necessity to understand and probe the fundamental and

practical limitations of nanoscale time-varying systems. For ITO, this means getting a better

understanding of the electron dynamics under the saturation regime, as well as overcoming

limitations such as efficiency or damage to the medium. These could be overcome with ar-

chitecture, as was demonstrated using plasmonic nanoantennas [69, 78], though efficiency was

recently shown to have an absolute upper limit by Khurgin [2], or engineering thermal effects

to allow for a better dissipation of heat in the medium, thus enabling higher repetition rates for

time-varying experiments. In GaP, as well as other high-index dielectric and other promising

materials for nonlinear optics and ultrafast switching, e.g. transition metal dichalcogenides

and other 2D materials, a better understanding of the optical excitation mechanism will also

be useful for designing time-varying media. Particularly, the fast relaxation of the permittivity

modulation in GaP is of great interest and an asset when compared to ITO. The use of res-

onances and photonic architecture in high-index materials [107] would then allow for further

engineering of time-varying effects.

Notably, one could leverage the integration of multiple materials within an individual an-

tenna to enhance nonlinear optical effects [43, 44, 116, 117]. Photonic gap antennas in particu-

lar, by slotting a thin low-index material within a high-index material, allow for a strong field

enhancement within the low-index material without affecting the overall antenna resonance

[118, 119]. Though this falls beyond the scope of this thesis, we propose the integration of

a thin ITO layer within a GaP nanodisk to enhance the ultrafast switching and time-varying

effects within the antenna (see Fig. 7.1(a)). Antennas for time-varying physics are of great

interest, as they are a first step towards adding spatial dimensions to our nanophotonic systems

to make them truly spatiotemporal.

In fact, adding spatial to temporal modulation would be the main next step in the devel-

opment of active, reconfigurable metasurfaces, and this stream of research will likely be very
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design a temporal coherent perfect absorber in ITO, by leveraging the effective permittivity

oscillations at 2ω induced by a pump pulse on travelling waves in the medium. By timing the

probe waves to arrive on the rise of the modulation, they are reflected in time, thus creating

an interference between one wave and the other’s conjugate and enabling dynamic control of a

signal’s amplitude. Such a control is shown here in Fig. 7.1(c), by performing the experiment

in the 310 nm ITO at normal incidence for the pump, at 32 GW/cm2. By varying the phase

between the probe and the pump, the phase conjugated signal (PC) can be either suppressed

or enhanced.

Using an interface such as the bilayer coupled with a tailored pump signal, complex temporal

modulations could be achieved, the challenge now being in tailoring said pump signal and

ensuring the rise and decay time of the modulation in the sample do not smear out the temporal

evolution of the pump pulse. By gaining full control of the modulation in time, and using the

advanced level of spatial control Nanophotonics are now capable of, the path towards a 4D

optical wave synthesizer promises to bring its share of challenges and successes.
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angle of 65 degrees is not the ideal configuration for FWM anymore, as can be seen in Fig.

A.1(b). Higher angles show better coupling from the pump (10 degrees below the probe) to

the medium. Hence, the ideal FWM experiment, which would yield the strongest time-varying

features, is more likely at lower frequency and higher incidence angle than the configuration

chosen in the previous section.

Finally, we look into the intensity dependence of the FWM signal, and more particularly

at its efficiency, here defined as the ratio of FWM to illuminating probe power. As can be

seen in Fig. A.1(c), the efficiency dependence on pump intensity is very similar to that of the

reflectivity modulation, with what seems like a linear increase at low intensities followed by a

saturation at 100 GW/cm2, reaching 7.5% at 612 GW/cm2. This is quite interesting as the

power dependence of FWM efficiency as defined above is expected to be quadratic with pump

intensity below saturation (as 2 pump photons are involved in the process). This is likely due

to the high pump intensities used even below saturation, with the quadratic shape of the curve

being hidden for very low pump intensities in Fig. A.1(c).
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Second harmonic generation at the

Indium Tin Oxide interface

Let us start again from the vectorial expression of polarisation in the context of Nonlinear

Optics:

P = ϵ0
(

χ̃(1)E+ χ̃(2)E2 + χ̃(3)E3 + ...
)

(2.8)

Considering second and third order terms for an electric field E ∝ e−iωt, frequencies 2ω and

3ω immediately appear, respectively corresponding to second and third harmonic. This can be

translated in a Quantum Optics picture to multiple photons summing up to generate a photon

with the sum of the energies (Fig. B.1(a,b)).

In equation 2.8, looking only at the second order term the following property comes natu-

rally:

P(E) = χ̃(2)E2

⇒ P(−E) = P(E) (B.1)

Yet, for an amorphous and thus centrosymmetric material, the crystal symmetry requires

P(−E) = −P(E) (B.2)

Clearly, equations B.1 and B.2 are not compatible, as a consequence centrosymmetric materials

such as ITO cannot generate second or any even-order harmonic. The symmetry preventing

generation of harmonics is only broken at the interface between media, allowing for SHG from

an interfacial region near the surface of ITO [28, 101], as shown in Fig. B.1(c). THG, on the

other hand, can originate from the bulk of the medium, as depicted in Fig. B.1(d).

The other interface and further reflections generate a lower signal due to absorption of the

fundamental frequency in the NIR. The overall mechanism for this is presented in Fig. B.1(e).

Absorption of the field at 230 THz in the ITO layer is strong, as the medium’s ENZ frequency of

248 THz places the probe frequency in the metallic regime. On the other hand, the absorption
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Nonlinear Scattering Theory

Nonlinear generation of light can be described using nonlinear scattering theory, as presented

in O’Brien et al.’s work [129]. This theory makes use of the reciprocal nature of Maxwell’s

equations, and is described in Fig. C.1(a). For a wave Ein(ω) at fundamental frequency ω

impinging on a nonlinear system, a field distribution E(ω) will be created within the medium.

This field generates a nonlinear polarisation. We will here consider the case of second harmonic

generation and take PNL(2ω). This nonlinear polarisation will have a particular distribution

in space depending on the fundamental illumination and coupling with the nonlinear medium,

with various polarisations spread over a volume. Each point within that volume will then act

as a current dipole, emitting light at the second harmonic frequency of 2ω. The generated field

will then be out-coupled and collected as ENL(2ω) outside the medium. This is the general

process for SHG in a nanophotonic nonlinear medium.

The reciprocity of Maxwell’s equations becomes important in understanding and modelling

which factors affect the efficiency of this harmonic generation. Just as each nonlinear dipole

in the volume V generates a signal a field that contributes to ENL(2ω), reciprocity states the

same nonlinear currents are created by an illuminating light of ENL(2ω). Hence, to model

harmonic generation, one spans the parameter space of possible collected electric fields at

the detector Edet(2ω) and simulates the coupling of this field as a plane wave source to the

medium. The overlap over the nonlinear volume of the detector-induced field E(2ω) and the

nonlinear polarisation generated by the fundamental field PNL(2ω) then gives the conversion

efficiency from fundamental to harmonic. The nonlinear scattering theory is very useful on not

only informing on harmonic generation efficiency, but also gives previous insights on how to

engineer strong light generation and has been used many times in Nanophotonics where spatial

field distributions can be complex but computed with finite difference time domain algorithms

or TMM (see for example [69, 129]). The general expression for the nth harmonic generation

is given by:

ENL(nω) ∝ ωn
∫

V

PNL(nω) · E(nω) dV (C.1)

A simple test on nonlinear scattering theory can be done by looking at SHG in a phase-

matched crystal ,that is a medium for which the second order nonlinear susceptibility χ(2) is

117





Appendix C. Nonlinear Scattering Theory

expected from classical Nonlinear Optics [28]. For reflection, the dot product is a sinusoidal

function and integrates to zero over a period. Therefore, the generated harmonic intensity will

be extremely weak and will oscillate with the crystal length as shown in Fig. C.1(g), with the

signal coming from sub-cycle interference (for example the added length of 0.25λ(ω) in panels

(c) and (e)). Note that any propagation and phase accumulation outside the nonlinear medium

will only lead to a constant phase shift δϕ, which will have no effect in the dot product and

integration.

What insights can we gain from nonlinear scattering theory? First, it separates the various

elements and contributions to the harmonic signal. These can be divided as follow: the linear

behaviour of the fundamental (coupling to the medium and field propagation and distribution),

the linear behaviour of the harmonic (same), and nonlinear susceptibility. Time-varying effects

will act on each of these elements, making the single and double slit experiment much more

complex to understand. If SHG or THG were generated from the probe, how would the mod-

ulation affect the harmonic signal? To understand this, it is important to look at the effect

of each of the contributions highlighted in nonlinear scattering theory. Can Fourier theory

be directly applied to the harmonic signal, or would the effects be squared or cubed due to

a prior modulation of the fundamental? Is the nonlinear susceptibility constant throughout

the process, and if not what are its effects on the harmonic generation? These are difficult

matters to model, even with a combination of nonlinear scattering theory, TMM and Fourier

transform modelling. Nevertheless, the insights gained on the various mechanisms at play helps

in understanding experimental results.

Another application of nonlinear scattering theory lies in the measurement of the nonlinear

susceptibility of materials. Equation C.1 is a reduced version valid for any order of harmonics,

but a specific value can be obtained by using the full expression for a given order. For THG,

in a 1 dimensional lossless medium of length L, the harmonic field generated in transmission

takes the following form [129]:

ETHG(3ω) =
9ω2

2k(3ω)c2
ei∆kL − 1

∆k
χ(3)(3ω, ω, ω, ω)E0(ω)

3 (C.2)

where ETHG is the generated field, E0 the fundamental field amplitude in the medium, k(3ω)

the momentum of the harmonic light in the medium, c the speed of light, χ(3)(3ω, ω, ω, ω) the

third order nonlinear susceptibility and ∆k = k(3ω) − 3k(ω) the wavevector mismatch. To

account for the presence of boundaries and losses in the medium, TMM is required to compute

the coupling in the medium as well as the spatial distribution of the field. This induces a
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correction factor κ(ω), which leads us to the formula

χ(3)(3ω, ω, ω, ω) =

(

κ(ω)
9ω2

2k(3ω)c2
ei∆kL − 1

∆k

)−1
ITHG(3ω)

I0(ω)3
(C.3)

Then, by measuring the input fundamental and output THG intensities, and using TMM, one

can extract the nonlinear susceptibility from a thin film.
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Two-photon absorption coefficient

extraction

In Nonlinear Optics, the optical Kerr effect can be expressed as [28]:

ñ(I) = ñ0 + ñ2 × I (D.1)

where ñ(I) is the intensity dependent refractive index of the nonlinear medium, ñ0 the complex

refractive index of the material in the absence of modulation, ñ2 the complex nonlinear index

corresponding to the Kerr effect and I the electric field intensity in the medium. Expressing this

nonlinear coefficient in terms of its real and imaginary parts ñ2 = (n2 + iκ2), and assuming TPA

is the driving mechanism behind the coefficient κ2, one can then express the TPA coefficient

βTPA for a wave with free space momentum k0 as [106]:

βTPA = 2k0κ2 (D.2)

Let us now consider the propagation of a wave at an angle of θ through a medium of thickness

d with such Kerr nonlinearities, the accumulated phase φ is then given by:

φ(I) = ñ(I)k0d cos (θ) (D.3)

⇔ φ(I) = ñ0k0d cos (θ) + n2Ik0d cos (θ) + iκ2Ik0d cos (θ) (D.4)

⇔ φ(I) = φ0 + φ2(I) + iφTPA(I) (D.5)

where φ0 is the linear phase accumulation, φ2(I) is the phase accumulation due to Kerr effect,

and φTPA(I) is the change in loss in propagation due to TPA. We can then express φTPA as

φTPA(I) =
βTPA

2
Id cos (θ) (D.6)

We now need to relate the nonlinear phase accumulation to the measured reflected or trans-

mitted signal from a slab of GaP. For this, we use the Airy formulas [130] (here in reflection)

to get the complex Fresnel coefficient of the system (here in reflection r):
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Appendix D. Two-photon absorption coefficient extraction

r = rag +
tagtgargse

−2iϕ(I)

1− rgargse−2iϕ(I)
(D.7)

where rij, tij are the complex reflection and transmission coefficients of the various interfaces

with ij denoting (a) air, (g) GaP and (s) the SiO2 substrate. Note that it is assumed that

the Fresnel coefficients of the interfaces do not change with intensity. This is a reasonable

assumption in Nonlinear Optics considering |ñ0| ≫ |ñ2I|.
Grinblat et al. measured n2 to be of the order of ∼ 10−5 to 10−4 cm2/GW [106], hence for

intensities I ∼ 100 GW/cm2 we can neglect φ2(I). The complex reflection coefficient can then

be expressed as:

r = rag +
tagtgargse

−2iϕ0e−2ϕTPA(I)

1− rgargse−2iϕ0e−2ϕTPA(I)
(D.8)

For I → 0, φTPA(I) → 0 and r corresponds to the complex reflection coefficient of a linear

Fabry-Perot. Meanwhile, for I → ∞, φTPA(I) → ∞ and the numerator goes to zero while the

denominator converges towards a value of 1, and thus r → rag meaning the reflectivity can only

be decreased as far as the base level of the air/GaP interface reflection coefficient (rag = 0.39

at 230 THz and 45 degrees incident angle).

By fitting the Airy formula to the experimental data R/R0 = |r|2/|r0|2, we can extract the

TPA coefficient βTPA. Note that the field intensity inside the medium is computed from the

incident field intensity using TMM. In the particular case of a GaP slab off-resonance, the

electric field amplitude within and outside the layer are comparable |EGaP |2 ≃ |Eair|2, so the

correction factor comes back to the refractive index contrast nair/nGaP .
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[13] V. Pacheco-Peña, D. M. Soĺıs, and N. Engheta, “Time-varying electromagnetic media:

opinion”, Optical Materials Express 12, 3829–3836 (2022).

[14] E. Galiffi, R. Tirole, S. Yin, H. Li, S. Vezzoli, P. A. Huidobro, M. G. Silveirinha, R.
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[32] P. Szriftgiser, D. Guéry-Odelin, M. Arndt, and J. Dalibard, “Atomic Wave Diffraction

and Interference Using Temporal Slits”, Physical Review Letters 77, 4–7 (1996).

[33] Brukner and A. Zeilinger, “Diffraction of matter waves in space and in time”, Physical

Review A 56, 3804–3824 (1997).

[34] M. Moshinsky, “Diffraction in Time”, Physical Review 88, 625–631 (1952).

[35] E. Galiffi, “Broadband Nonreciprocal Amplification in Luminal Metamaterials”, Physical

Review Letters 123, 206101 (2019).

[36] E. Galiffi, Y.-T. Wang, Z. Lim, J. Pendry, A. Alù, and P. A. Huidobro, “Wood Anoma-
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[82] D. M. Soĺıs, R. Kastner, and N. Engheta, “Time-varying materials in the presence of dis-

persion: plane-wave propagation in a Lorentzian medium with temporal discontinuity”,

Photonics Research 9, 1842–1853 (2021).

[83] J. Sloan, N. Rivera, J. D. Joannopoulos, and M. Soljačić, “Optical properties of dispersive
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