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Abstract

In this thesis we study simple one-dimensional nonequilibirum many-body
systems, namely, reversible cellular automata (RCA). These are discrete time
lattice models exhibiting emergent collective excitations—solitons—that move
with fixed velocities and that interact via pairwise scattering. In particular, we
study the attractively interacting Rule 201 RCA and noninteracting Rule 150
RCA which, together with the extensively studied repulsively interacting Rule
54 RCA constitute arguably the simplest one-dimensional microscopic physical
models of strongly interacting and asymptotically freely propagating particles,
to investigate interacting nonequilibrium many-body dynamics.

After a brief literature review of the field, we present the first publication-
style chapter which considers the Rule 201 RCA. Here, we study the stationary
or steady state properties of systems with periodic, deterministic, and stochas-
tic boundary conditions. We demonstrate that, despite the complexities of the
model, specifically, a reducible state space and nontrivial topological vacuum,
the model exhibits a simple and intuitive quasiparticle interpretation, reminis-
cent of the simpler Rule 54 RCA. This enables us to obtain exact expressions
for the steady states in terms of a highly versatile matrix product state (MPS)
representation that takes an instructive generalized Gibbs ensemble form.

In the second publication-style chapter, we study the Rule 150 RCA. Due
to its simplicity, originating from the noninteracting dynamics, we are able to
obtain many exact results relating to its dynamics. To start, we generalize the
MPS ansatz used to study the Rule 201 RCA, and find its exact steady state
distribution for identical boundary conditions. We proceed to extend the MPS
ansatz further and obtain a class of eigenvectors that form the dominant decay
modes of the Markov propagator. Following this, we postulate a conjecture for
the complete spectrum, which is in perfect agreement with numerics obtained
via exact diagonalization of computationally tractable system sizes, providing
access to the full relaxation dynamics. From here, we further utilise the ansatz
to investigate the large deviation statistics and obtain exact expressions for its
scaled cumulant generating function and rate function, which demonstrate the
existence of a dynamical first order phase transition.

The third and final publication-style chapter focuses on the exact dynami-
cal large deviations statistics of the Rule 201 RCA. Specifically, we employ the
methods introduced to study the large deviations of the Rule 54 RCA and show
that they fail here to provide any insight into the atypical dynamical behaviour
of the Rule 201 RCA. We suggest that this is due to the restrictions imposed by
the local dynamical rules, which limits the support of the local observables. In
spite of this, we explicitly derived an exact analytic expression for the dominant
eigenvalue of the tilted Markov propagator, from which several large deviation
statistics can be obtained.
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Chapter 1

Introduction

Equilibrium is a concept ubiquitous in nature which has profound implications
in myriad disciplines, including astronomy [1–3], biology [4–8], chemistry [9–
12], economics [13–17], geology [18–20], mathematics [21–25], philosophy [26–
28], political science [29–31], and sociology [32, 33], as well as numerous fields
of physics. Indeed, equilibrium states are of critical importance in physics,
since their existence is fundamentally intertwined with the foundational prin-
ciples of statistical mechanics [34–37]. Specifically, via the postulate of a pri-
ori probabilities [38, 39] and, more generally, by the principle of maximum
entropy [40, 41]. Moreover, understanding such states is expected to have
direct implications on technological advancements in a variety of fields, with
notable applications in quantum computation, including the efficient storage
and transfer of energy and information, leading to the development of revolu-
tionary quantum based technologies [42–44]. It is, therefore, crucial that we
understand how to describe these states within physical systems.

Despite its diverse applicability throughout these varied branches of sci-
ence, equilibrium is unanimously understood as a state of balance between
opposing or competing forces, actions, or influences. Equilibrium is, therefore,
intimately related to the notion of time reversibility, in particular, of the ele-
mentary processes governing the time evolution of the system which, from a
physical perspective, can be understood in terms of the principle of detailed
balance, whose foundations rely on, and are implied by, the principle of mi-
croscopic reversibility [45, 46]. For a system to be in an equilibrium state,
however, requires macroscopic time reversibility, which is only possible if there
is no dissipation or loss of information [47]. Since almost all physical systems
found in nature are time irreversible, that is, they are constantly changing in
time and are not in equilibrium, it is of paramount importance to study sys-
tems out of and far from equilibrium. This, therefore, immediately necessitates
the definition of a nonequilibrium state, which is instead intrinsically related
to the notion of time irreversibility, a distinction made explicit by the concept
of entropy and the second law of thermodynamics [48].

Naturally, this leads us to ask perhaps one of the most historically relevant
questions in statistical mechanics [49, 50], namely, that of equilibration; that
is, if a system is in some initial state, will it eventually equilibrate, and if so,
what are the processes and associated time-scales characterizing this equilibra-
tion? In classical systems, one typically invokes heuristic arguments relating
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1.1. A BRIEF HISTORY OF STATISTICAL MECHANICS

to ergodicity and dynamical chaos [51–54]. More precisely, one effectively as-
sumes that the vast majority of microscopic states in the phase space have
nearly identical macroscopic properties and so the system is almost surely in,
or will go to, a macroscopic state characterized by these properties. Similarly,
in (isolated) quantum systems, these concepts regarding relaxation are encap-
sulated by the eigenstate thermalization hypothesis (ETH). The ETH is closely
connected to the quantum nature of chaos and the property of quantum er-
godicity (i.e., the quantum origins of classical chaos) and relies on key insights
of the quantum chaos conjecture, which asserts that in the classical limit, the
spectrum of the Hamiltonian of a generic quantum system is distributed ran-
domly and thus behaves as a random matrix [55, 56]. In essence, the ETH
states that for an arbitrary initial state, the expectation value of an observ-
able ultimately approaches the value predicted by statistical mechanics (i.e.,
the microcanonical ensemble), and exhibits only small fluctuations around this
value [57–59]. This assumption implicitly relies on two conditions: that the
leading contributions originate from the diagonal matrix elements, which vary
smoothly as functions of the energy; and that the subleading corrections from
the off-diagonal matrix elements are exponentially small in the system size and
are distributed randomly. In spite of these remarkably intuitive ideas, obtain-
ing a mathematically rigorous understanding of these processes still remains
an exceptionally difficult task.

1.1 A brief history of statistical mechanics

While work towards a proper understanding of equilibration can conceptually
be dated back to the 18th and early 19th century, when Euler and Bernoulli in-
troduced the foundations of hydrodynamics [60, 61] and Fourier his law of heat
conduction [62], perhaps a more appropriate place to start is with the incep-
tion of statistical mechanics [34–37]. Initially formulated in the late 19th cen-
tury, predominantly by the pioneering physicists Maxwell, Gibbs, and Boltz-
mann [50, 63–66], statistical mechanics was originally introduced as a mathe-
matical framework that applied statistical methods and probability theory to
the field of thermodynamics, specifically, the kinetic theory of gases [67–72].
In particular, statistical mechanics was able to explain the physical behaviour
of the macroscopic properties of a thermodynamic system, such as its temper-
ature, pressure, and volume, in terms of the microscopic properties of its con-
stituent particles. Using the statistical ensemble formalism, it was shown that
the information encoding the probabilistic fluctuations or deviations of these
microscopic properties about their mean values, which manifest in terms of the
macroscopic properties of the system, could be obtained from the knowledge of
only a few fundamental properties, such as the entropy and free energy. This
remarkable ability to accurately describe the behaviour of many-body systems,
based on the information of only a few key observables is truly profound, and
often underappreciated, despite its extensive applicability far beyond classical
equilibrium thermodynamics, for example, to quantum mechanical [57, 73–78]
and nonequilibrium many-body systems [79–84].

In contrast to the outstanding success of statistical mechanics within the

2



1.2. EXACTLY SOLVABLE MODELS

domain of equilibrium states, in general, much less is known about nonequi-
librium states. This is primarily due to the conceptual challenges introduced
by the irreversible dynamics, since in nonequilibrium statistical mechanics,
one is not only interested in stationary fluctuations, such as those in equilib-
rium, but also in dynamical fluctuations far from equilibrium. Consequently,
a more general theory is necessarily required to describe such processes. Ef-
forts towards obtaining such a mathematical framework were initially made
alongside the developments of hydrodynamics [60, 61, 85, 86] and equilibrium
statistical mechanics [49, 50, 65], however, perhaps the first notable excursions
into the realm of nonequilibrium were those taken to develop the fluctuation-
dissipation relation [87–89]. Originally introduced in the 1900s by Einstein
to explain Brownian motion [90–92] and later in the 1920s by Nyquist to de-
scribe Johnson noise [93, 94], these relations quantify the relationship between
the response of system to the presence of an external perturbation and the
internal fluctuations of the system in the absence of the perturbation [88].
In the 1950s, these results were extended to general dissipative systems by
Callen and Welton [95], and were later systematically generalized by Green
and Kubo in their seminal papers deriving the Green-Kubo relations [96–98]
and the foundations of linear response theory [83]. In addition to this progress,
substantial developments were made to the theory of nonequilibrium statisti-
cal mechanics independently prior to this in the 1930s by Onsager with his
groundbreaking papers on irreversible processes which derived the celebrated
Onsager reciprocal relations [99–101]. While all of these results offered in-
valuable insight into the understanding of nonequilibrium states, they were all
limited due to the necessary requirement of equilibrium or thermal fluctuations
of Gaussian form [102, 103]. Indeed, it was not until the 1990s that a com-
pletely general nonequilibrium fluctuation theorem was conjectured, based on
numerical evidence, by Evans, Cohen, and Morriss [104] and later rigorously
derived by Gallavotti and Cohen [105] (see Ref. [106] for a review). This was
explicitly shown to directly imply the aforementioned Green-Kubo fluctuation-
dissipation relations [107] and led to the discovery of several fundamentally
important relations in statistical mechanical, including the Jarzynski equal-
ity [108, 109] and Crooks equation [110].

1.2 Exactly solvable models

In spite of the remarkable progress made in understanding the complex dy-
namical behaviour of systems far from equilibrium, the question of whether a
system will equilibrate, and if so by what means and over what timescales, re-
mains firmly open. To ascertain further insight into how to answer this in full
generality, we must necessarily study simpler models. A typical simplification
made, that has proven invaluable in providing meaningful quantitative results
in many branches of physics, is to consider one-dimensional systems [111–
113]. The principal benefit of studying such models is that they are dramat-
ically easier to solve due to the exponential decrease in the dimensionality
of the state space. Indeed, computationally this allows one to simulate one-
dimensional lattice systems of much larger size and, therefore, study quantum
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many-body phenomena, albeit in one-dimension, without significant finite size
effects. Moreover, since most physically interesting and accessible states (e.g.,
ground states and lowly excited states of local gapped quantum many-body
systems) obey the area law for entanglement [114–116], this implies that the
states can be numerically approximated exceptionally well using tensor net-
works and their dynamical properties can, therefore, be modelled utilising the
recently developed efficient tensor network methods and algorithms [117–124].

Notwithstanding the substantial advancements in computational tech-
niques, perhaps the most significant benefit of studying one-dimensional sys-
tems, at least from the perspective of a theoretical physicist, is the ability to
exactly solve models of interacting many-body systems, often referred to as
integrable systems [125, 126]. Integrability is a property of dynamical systems
that possess a sufficient set of conserved quantities, that is, independent and
mutually commuting integrals of motion, such that the dynamical behaviour
of the system is completely described by a subset of degrees of freedom of
the state space. Interest in integrable systems was revived in the late 1960s
with the numerical discovery of strongly stable localized collective excitations,
termed solitons, in the computational simulation of the Korteweg-de Vries
(KdV) equation by Zabusky and Kruskal [127]. This work explained the puz-
zling earlier work of Fermi, Pasta, Ulam, and Tsingou [128] by arguing that the
soliton solutions of the KdV equation, which broke ergodicity, were the origin of
the quasiperiodicity in the experiment. This led to the development of the in-
verse scattering transform method by Gardner, Greene, Kruskal, and Muira,
which facilitated the derivation of an analytical solution to the Korteweg-
de Vries equation [129], and was later extended to exactly solve many other
nonlinear partial differential equations, including, the nonlinear Schrödinger
equation [130], sine-Gordon equation [131, 132], and Toda lattice [133, 134].
One-dimensional integrable systems were, however, studied earlier in a dif-
ferent context, the most notable example being the renowned Heisenberg spin
chain model, originally introduced to study magnetism in quantum many-body
systems [135]. The isotropic (XXX) Heisenberg model was exactly solved in
the early 1930s by Bethe [136], using the celebrated Bethe ansatz, a method
which was later used to solve numerous other one-dimensional integrable sys-
tems, such as, the anisotropic (XXZ) Heisenberg model [137], the bosonic
Lieb-Liniger model [138, 139], and the fermionic Hubbard model [140]. Soon
after in the 1960s, seminal work by Yang and Yang generalised many of these
prior results using the Bethe ansatz (which is now known as the coordinate
Bethe ansatz ), and most notably, obtained their thermodynamics, providing
the basis for the thermodynamic Bethe ansatz [141]. Later, in the 1970s, the
notion of quantum integrability was formulated in the context of quantum
field theories [142] under the powerful framework introduced by Fadeev of the
quantum inverse scattering method [143–147]. The quantum inverse scattering
method arose as a result of the unification of the Bethe ansatz and inverse
scattering transform, with the quantization of the Lax representation of the
latter allowing the former to be written in a more general form, namely, the
algebraic Bethe ansatz [148, 149].

A hallmark feature of integrable systems is that they exhibit an exten-
sive number of conserved quantities, which is in contrast to generic systems
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1.2. EXACTLY SOLVABLE MODELS

(i.e., nonintegrable or chaotic systems), that usually only have an intensive
number of conserved quantities, such as energy, charge, and particle num-
ber. The importance of these conserved quantities cannot be understated,
since they characterize the dynamical behaviour of the system, due to the fact
that quantities that are not conserved decay rapidly due to collisions and con-
tribute negligibly to the dynamics, even after a short time [150]. Therefore,
understanding how these quantities evolve in time is of the utmost signifi-
cance. A particularly important case is in the limit of infinite time, whereby
the state of a generic system is expected to approach a time invariant proba-
bility distribution, namely, the stationary or steady state. Here, the statistical
ensemble describing the probability distribution over the possible states is the
Gibbs ensemble [65]. For integrable systems, this notion must be extended to
generalized Gibbs ensembles [151–155], which can be intuitively understood
as generalizations of the aforementioned Gibbs ensembles, with an extensive,
instead of an intensive, number of chemical potential and particle number con-
jugate pairs associated to the local or quasilocal conserved quantities. Con-
ceptually, this generalization is easy to understand, and indeed, one may be
tempted to assume that the question of finding the steady states of integrable
systems is answered. However, despite this physical intuition, the exercise of
explicitly identifying the operators associated to the conserved quantities is es-
pecially nontrivial, and even for the simplest nontrivial interacting integrable
quantum many-body systems, the exact formulation of the generalized Gibbs
ensembles has only recently been determined [156, 157].

In recent decades, integrable quantum many-body systems have proven an
indispensable platform for studying nonequilibrium physics [142, 158–160]. In
particular, quantum quenches have proven to be an ideal environment for in-
vestigating nonequilibrium phenomena, including transport, equilibration, and
localization, both in experimental [161–163] and theoretical [164–170] settings.
Moreover, the theoretical study of quench protocols, specifically, inhomoge-
neous quenches [171], led to the development of an effective hydrodynamic
theory describing the dynamics of integrable interacting systems, known as
generalized hydrodynamics (GHD) [172, 173]. As it suggests, GHD is simply a
generalization of hydrodynamics, that effectively developed from the crucial re-
alization that extensivity, not chaos, is a sufficient and necessary condition for
the emergence of a generic hydrodynamic description, which consequently im-
plied the existence of a hydrodynamic theory for integrable (i.e., non-chaotic)
systems. Similarly to hydrodynamics, in GHD the basic physical principle is
the assumption of local thermodynamic relaxation, which states that in any
given mesoscopic volume or “fluid cell”, one expects that, as a result of lo-
cal relaxation, the system can be approximated as being in an ergodic state
(i.e., a state invariant under time and space translation). By a generalization
of the ergodic principle, in the thermodynamic limit, these states are locally
described by a GGE characterized by an extensive number of chemical poten-
tials associated to the conserved charges [154, 174, 175]. From this, one can
derive continuity equations for the expectation values of the currents of the
conserved charges and explicitly evaluate charge and current density profiles
in steady states far from equilibrium [176, 177]. It is worth stressing that,
much like statistical mechanics, GHD is extremely powerful since it does not
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1.3. NONEQUILIBRIUM MANY-BODY SYSTEMS

explicitly depend on the specifics of the model under consideration. Rather, it
is a universal framework consisting of a set of strictly mathematical techniques
that can be applied to nearly any physical system, irrespective of the natural
laws or rules that system obeys. As such, the GHD formalism has already
been considerably generalized, despite its recent inception (see Ref. [178] for a
recent review and references therein, and Ref. [179] for a pedagogical survey).

A slightly older, yet equally (arguably more) powerful framework that has
risen to prominence in recent decades is large deviations theory (LDT) [180].
Initiated in the 1930s by Cramér [181], and later in the 1970s formulated into
a unified theory, predominantly by the pioneering work of Varadhan, Donsker,
Freidlin, and Wentzell [182–187], LDT fundamentally concerns itself with the
statistics of asymptotic probability distributions. The foundational result of
LDT is the so called large deviation principle (LDP), which states that in some
asymptotic limit the probability distribution of a sequence of random variables
can be approximated by a decaying exponential with an exponent determined
by a scaled function known as the rate function. The significance of this result
cannot by understated, particularly with respect to statistical mechanics [180].
Indeed, whilst originally introduced in mathematics, seminal work by Lanford
and Ellis [188, 189] (see also the influential reviews by Oono, Ellis, and recently
Touchette in Refs. [180, 190–192]) presented LDT as the proper mathematical
framework in which problems of statistical mechanics can be formulated and
solved efficiently and, if need be, rigorously [180]. Nonetheless, in spite of these
profound developments in statistical mechanics, there still exists no completely
established or rigorous framework to study nonequilibrium states.

1.3 Nonequilibrium many-body systems

An extensively studied class of nonequilibrium many-body problems are con-
strained systems [193]. These are stochastic models of interacting particles
that exhibit constraints within the definitions of either their statics or dynam-
ics. Typical examples of the former class are covering and packing problems,
such as fully packed polymer coverings [194–197], where only certain config-
urations are allowed. Here, the aim is to cover an n-dimensional lattice with
k-site particles called polymers in such a way that some quantity, typically the
energy, is extremalized subject to certain constraints, such as that the lattice
must be perfectly covered (i.e., every site is covered by exactly one polymer).
In the latter class, the paradigmatic examples are kinetically constrained mod-
els (KCM) [198–215], which are systems whose dynamical rules are such that
transitions between configurations occur with rates determined by a certain lo-
cal condition, namely, the kinetic constraint. KCM were originally introduced
in the 1960s to model the slow cooperative relaxation dynamics of classical
glasses and study the glass transition problem (see [214] for a recent review
and references therein), however, have since been generalized to address a va-
riety of problems in nonequilibrium physics, including transport decoupling
phenomena near critical points [216], slow relaxation and many-body localiza-
tion of nonthermal systems [217, 218], atypical thermalization and quantum
many-body scars [219–221], and ergodicity breaking phase transitions [222].
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Simplistically, KCM can be understood as interacting particle systems
(IPS) with explicit constraints in the definitions of their dynamics [52]. These
systems are of interest due to the fact that they often exhibit unexpected com-
plex dynamical behaviour at the macroscopic scale, despite possessing usually
trivial microscopic dynamical rules. Generally speaking, KCM are either con-
servative or nonconservative (see, e.g., Ref. [212]). The former class are often
modelled as lattice gases, with binary degrees of freedom corresponding to
occupation functions on each site of the lattice, with dynamical rules that con-
serve the total occupation number of the system. The paradigmatic example is
the widely studied class of nonequilibrium models known as exclusion processes
(see Ref. [223] for a review): stochastic models of particles that hop between
sites of a one-dimensional lattice, which are generally considered default mod-
els for studying transport phenomena. In all of these models, each site is either
“empty” or “occupied” by a particle, which can jump to a neighbouring site
with some probability if and only if that site is “empty”. Of particular note is
the asymmetric simple exclusion process, first introduced in a physical context
in the 1970s [51] and later generalized and extensively studied throughout the
1990s, which was of significant interest due to its solvability that facilitated the
derivation of numerous important exact results [223–233]. In the latter class,
namely, nonconservative KCM, the underlying conservation laws that restrict
the dynamics are relaxed. Here, the dominant family of models are those of the
Fredrickson-Andersen (FA) kind [234–237], often referred to more generally as
facilitated spin models (see Ref. [212] and references therein), since the motion
of sites is facilitated by neighbouring sites that are often interpreted as spins.
The quintessential example is the “one-spin facilitated” FA model [198] for
which the state of a site changes if any of its nearest neighbours are occupied.

The dynamics of KCM when studying glassy systems are described by
continuous time Markov processes consisting of a sequence of constrained par-
ticle jumps or facilitated spin flips. That is, KCM are simple lattice models
for studying continuous time stochastic and deterministic processes. For many
problems in nonequilibrium many-body physics, however, it is often beneficial
and sometimes necessary to consider discrete time processes due to the simpli-
fications that they provide (see, e.g., Refs. [125, 126, 214]), including classical
systems exhibiting complex cooperative dynamical behaviour, for which the
discrete counterparts to KCM and, more generally, IPS are known as cellular
automata (CA). CA were initially conceptualized by Ulam and von Neumann
in the 1940s [238, 239], however, were not studied broadly until later in the
1970s with the inception of Conway’s Game of Life [240, 241]. In the 1980s, CA
were rigorously formalized by the mathematical and computer science commu-
nities [242], most notably by Wolfram in his formative papers that systemati-
cally studied and completely classified elementary cellular automata [243–245].
These are classical one-dimensional two-state lattice systems with discrete time
evolution governed by a deterministic local update rule, whereby the updated
state of the site depends only on the current states of the site and its adjacent
sites.

A closely related and intimately connected class of models to CA are sys-
tems with circuit dynamics. These are systems with dynamics defined on a
discrete lattice in terms of “gates” corresponding to commuting local maps ap-
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1.4. RULE 54 REVERSIBLE CELLULAR AUTOMATON

plied synchronously or periodically throughout the system. As such, they can
be understood as a subclass of CA with global dynamics implemented by local
gates in a circuit-like manner. Recently, systems with circuit dynamics have
proven to be minimal sufficient tractable models for analysing nonequilibrium
many-body phenomena, which are particularly difficult to analytically deci-
pher using conventional mathematical and theoretical techniques [246–260],
with notable examples being random and dual-unitary circuits. In quantum
many-body physics, often one considers one-dimensional systems referred to as
either “brickwork” quantum circuits or Floquet systems, due to the periodicity
of the discrete dynamics where the local gates correspond to unitary transfor-
mations with finite support. Such periodically driven time-dependent systems
can be straightforwardly understood as Suzuki-Trotter approximations [261–
270] of one-dimensional continuous time spin chain models [271–274]. Indeed,
systems with “Trotterized” time evolution are, in fact, veritable discrete time
dynamical models, namely, quantum cellular automata [275–286]. Formally,
quantum CA can be understood as quantum analogs to CA, which are generi-
cally classical, that is, with the state space and time evolution motivated by the
principles of quantum mechanics. Brickwork quantum circuits then constitute
a subclass of these quantum CA, whereby the global dynamics is performed
by the periodic and staggered application of the local unitary gates (see, for
example, Ref. [257] for a detail description).

In the past decade, both classical and quantum CA have garnered con-
siderable interest due to their experimental realization, made possible by the
significant technological advancements in the simulation and manipulation of
microscopic systems [287–296]. This was predominantly driven by the recent
generation of quantum simulators [297–302], based on gases of highly-excited,
strongly-interacting Rydberg atoms [303–310]. Moreover, CA have gained sig-
nificant interest in the mathematical and physical communities due to their
applicability as idealized theoretical models to answer questions in quantum
many-body and nonequilibrium physics. In particular, with respect to relax-
ation [218, 311–313], strong interactions [314], localization [217, 315, 316], en-
tanglement growth [317–320], operator spreading [321–324], nonthermal eigen-
states [220, 325, 326], nonergodicity [219, 327], chaos [253, 257, 328], and in-
tegrability [329–332].

1.4 Rule 54 reversible cellular automaton

In recent years, one model in particular, that relates to all the aforementioned
fields of research, has attracted considerable research interest, specifically, the
Rule 54 reversible cellular automaton (RCA54). Initially proposed in the 1990s
by Bobenko [333], RCA54 is a discrete one-dimensional two-state lattice system
that exhibits emergent interacting particle-like excitations, which can arguably
be considered the simplest theoretical model to study interacting nonequilib-
rium many-body dynamics (for a review, see Ref. [334]). Interest in the model
was revived recently by Prosen, who with Mej́ıa-Monasterio obtained the exact
NESS of the system with stochastic boundaries [335], and later reformulated it
with Buča in terms of an MPS, which was generalized to richer boundaries to
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1.4. RULE 54 REVERSIBLE CELLULAR AUTOMATON

facilitate the finding of the leading decay modes [336]. In the following years,
many exact results were obtained for the classical model:

• Inoue et al. [337] found the exact NESS for completely general stochastic
boundaries and realized the model was equivalent to the CA encoded
ERCA250R of Takesue’s classification.

• Buča et al. [338] further generalized the MPS and derived methods to
obtain the exact dynamical large deviation statistics and demonstrated
that the dynamics occurs at the point of phase coexistence between com-
peting active and inactive dynamical phases.

• Klobas et al. [339] constructed the exact time-dependent MPS repre-
sentation for the time evolution of local observables, thus allowing the
explicit transport properties of the model to be studied.

• Klobas et al. [340, 341] introduced a novel method to study the spatial
evolution of so called “time states” and found an efficient way to encode
multi-time correlation functions of local observables using MPS.

• Klobas et al. [342] extended the model to include multiple particle species
and found explicit closed-form expressions for local conserved charges and
provide an exact MPS form for the Gibbs state.

At a similar time the model was independently studied by Gopalakrishnan [318]
in a quantum setting as a simple example of an interacting integrable model
of quantum dynamics. Here, it was realized that RCA54 was equivalent to a
discrete time deterministic version of the FA model, hence it is often referred
to as the “one-spin facilitated” FA model or OR-FA model, since its update is
exactly the logical OR function [198]. Soon after, several other exact results
for the quantum model followed:

• Gopalakrishnan et al. [278] introduced a hydrodynamic description which
allowed them to study the spreading of operators through the ballistic
propagation of quasiparticles.

• Friedman et al. [329] generalized the model into a fully quantum inter-
acting integrable Floquet model featuring emergent quasiparticle excita-
tions by incorporating a Hamiltonian dispersion term and showed that
it could be exactly diagonalized with the Bethe ansatz. The generalized
thermodynamics and hydrodynamics then followed.

• Alba et al. [323, 324] studied operator entanglement via the time evolu-
tion of local quantum observables and provide an analytical upper bound
on the rate of operator spreading for all local operators.

• Klobas et al. [312] investigated the nonequilibrium dynamics and derived
the exact microscopic thermalization dynamics for a class of weakly en-
tangled initial states via an analytic description of the global time evo-
lution within finite subsystems.

9
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• Gombor et al. [331] related classical and quantum CA to medium-range
Hamiltonian models, and rigorously proved the Yang-Baxter integrabil-
ity of various reversible CA, thus making important progress in strictly
proving the integrability of RCA54.

• Klobas et al. [313] demonstrated, via inhomogeneous quantum quenches,
that finite subsystems close to the boundary between the semi-infinite
system halves relax to the NESS, namely the GGE, predicted by GHD.

• Klobas et al. [320] studied the entanglement dynamics generated by quan-
tum quenches and derived exact expressions describing the asymptotic
linear growth of all Rényi entropies in the thermodynamic limit.

• Lopez-Piqueres et al. [343] extended the generality of the model by intro-
ducing integrability-breaking perturbations that allowed for quasiparti-
cle backscattering and subsequently analyzed the systems thermalization
and diffusive hydrodynamics.

1.5 Thesis motivations and outline

The vast insight gained from studying reversible CA, particularly RCA54, has
been astounding. However, with the naive ambition of attaining an overarching
theoretical framework for nonequilibrium statistical mechanics, one would like
to do better, or more precisely, be more general. This is exactly the motivation
behind the work presented here; we propose two complementary reversible CA,
specifically, the Rule 150 reversible cellular automata (RCA150) [344] and Rule
201 reversible cellular automata (RCA201) [345] which respectively correspond
to non-interacting and attractively-interacting counterparts to the repulsively-
interacting RCA54.

The research presented in this thesis, in the form of three publication-style
chapters, contains results from two published papers [344, 345] and one paper in
preparation. In light of the pedagogical formulations of these manuscripts, we
forgo an unnecessary theoretical background chapter to introduce the models,
and instead refer the readers directly to the aforementioned papers, which can
be found in Chapters 2 and 3, respectively. The thesis is outlined as follows.

In Chapter 2 we derive the steady states of RCA201 [345]. In particular,
we generalize the mathematical techniques used to obtain the MPS via the so
called patch state ansatz (PSA) and subsequently obtain an exact formulation
for the NESS. Moreover, we discuss, in detail, the additional complications of
the Rule 201 reversible cellular automaton, namely, the nontrivial topological
structure of the vacuum on which the emergent quasiparticle excitations move
and the fragmentation of the state space into kinetically constrained subspaces
disconnected by the dynamics. Finally, we identify the local conserved charges
and formulate the models partition function, which takes the form of a GGE.

Chapter 3 is devoted to the noninteracting RCA150 [344] and consists of
three key results. In the first main section, we similarly obtain the exact MPS
representation of the NESS, via the PSA method introduced in Ref. [335] and
generalized in Ref. [345]. We demonstrate that it likewise exhibits an intuitive
generalized Gibbs form and identify the complete set of local conserved charges

10
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corresponding to localized groups of noninteracting quasiparticles of the same
species. In the second section, we employ the generalized ansatz presented in
Ref. [336] and obtain explicit expressions for the decay modes. Furthermore, we
present a conjecture for the complete spectrum of the Markov propagator (we
confirm this numerically for computationally tractable system sizes and check
it holds analytically by a simple counting procedure) and utilise to investigate
the relaxation dynamics in the thermodynamic limit. Finally, in the third key
section, we present the exact large deviation statistics, using the ansatz that
was introduced in Ref. [338], via an explicit analytical formulation of the scaled
cumulant generating function in terms of an MPS. We proceed to demonstrate
that RCA150, like RCA54, exhibits a dynamical first order phase transition,
but in contrast between two dynamically active phases, and additionally derive
exact expressions for the first few cumulants.

The final publication-style chapter, Chapter 4 deals with the large devia-
tions of RCA201. We open the chapter by formally introducing the model and
discuss, in detail, its dynamical properties and statistically important features.
Following this, we expound on the construction of the MPS formulation of the
NESS, which generalizes the analysis studied in Ref. [345] to richer boundaries,
and is essential for the derivation of the exact large deviation statistics. From
here, we proceed to the calculation of the main result of this chapter, explicitly,
the dominant eigenvalue of the tilted propagator. We demonstrate that, due to
the restrictions imposed by the ultralocal dynamics on the support of the local
extensive observables, the current formulation of the theoretical methods used
to extract the exact large deviation statistics, only facilitates a simple solution
for the dominant eigenvalue and thus scaled cumulant generating function,
that takes a linear response form. Despite this, we show that the correspond-
ing dominant eigenvector displays an inhomogeneous generalized Gibbs form,
in contrast to the homogeneous Gibbs form of the NESS.

In Chapter 5, we summarize our work and give some closing remarks and
outlook for future research.
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Chapter 2

Exact nonequilibrium steady
state of the Rule 201 RCA
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We study the dynamics of a bulk deterministic Floquet model, the Rule 201 synchronous one-dimensional
reversible cellular automaton (RCA201). The system corresponds to a deterministic, reversible, and discrete
version of the PXP model, whereby a site flips only if both its nearest neighbors are unexcited. We show that
the RCA201 (Floquet-PXP) model exhibits ballistic propagation of interacting quasiparticles—or solitons—
corresponding to the domain walls between nontrivial threefold vacuum states. Starting from the quasiparticle
picture, we find the exact matrix product state form of the nonequilibrium stationary state for a range of boundary
conditions, including both periodic and stochastic. We discuss further implications of the integrability of the
model.

DOI: 10.1103/PhysRevE.102.062107

I. INTRODUCTION

In this paper we study the dynamics of a deterministic
reversible cellular automaton (RCA), the rule 201 RCA in the
classification of Ref. [1] or alternatively the “Floquet-PXP”
model (named so for reasons explained below). This is a lat-
tice system with dynamics subject to a local kinetic constraint,
whose evolution is defined in terms of a local update rule
which can be coded in terms of a periodic circuit and that
we show to be exactly solvable. We do this by constructing
an algebraic cancellation structure which demonstrates the
model’s integrability. This is therefore a problem that relates
to three distinct areas of current research in condensed matter
theory and statistical mechanics, namely, constrained dynam-
ics, “Floquet” systems, and integrability.

Constrained systems are of interest because they often
display rich collective behavior, most notably in their dy-
namics. Such systems have explicit constraints either in the
definition of their state spaces or in their dynamical rules.
A typical example of the latter class are fully packed dimer
coverings of a lattice [2–5] where only certain configura-
tions are allowed (i.e., those with no-overlapping dimers and
no uncovered sites). Among the former class are kinetically
constrained models (KCMs) [6–10], systems where dynam-
ical rules are such that configurational changes can only
occur if a certain local condition—the kinetic constraint—
is satisfied. KCMs were originally introduced to model
the slow cooperative dynamics of classical glasses (see,
e.g., [9–11] for reviews). More recently they have been
generalized to address questions in quantum nonequilibrium
physics, including slow relaxation in the absence of disor-
der [12,13], as an effective description of strongly interacting

*These authors contributed equally to this work.
†Corresponding author: joseph.wilkinson@nottingham.ac.uk

Rydberg atoms [14], and as systems displaying nonthermal
eigenstates [15,16].

In systems like dimer coverings, transitions are only
possible within the constrained space of states, implying con-
straints in the dynamics. Conversely, if in a KCM the kinetic
constraint is strong enough, then a configurational subspace
may become dynamically disconnected, thus becoming in
effect a system with a constrained state space. The RCA201
(Floquet-PXP) model we consider here is of this kind: Dy-
namical rules imply the existence of certain locally conserved
quantities, breaking the state space into constrained subspaces
disconnected by the dynamics. In stochastic systems this is
referred to as reducibility of the dynamics [9], a concept
distinct from nonergodicity which corresponds to the inability
to forget initial conditions in finite time within a connected
component.

The second area of interest that our paper connects to
are (brick-wall-like) circuit systems. By this we mean sys-
tems with space-time discrete dynamics defined in terms
of local gates applied synchronously throughout the system.
The set of all of these gates in space and over time forms
the “circuit”. This has become a much studied problem in
quantum many-body physics, where the gates correspond to
unitary (or unitary and dissipative) transformations. Quantum
circuits provide tractable models to study questions of entan-
glement, chaos, operator spreading, and localization [17–25].
Furthermore, when the sequence of applied gates is repeated
periodically we refer to those as Floquet systems. The circuit
platform is not only useful in unitary quantum many-body
framework but also in classical deterministic systems of con-
tinuous [26] or discrete variables (RCAs) [27]. Moreover,
so-called duality symmetries under the swap of space and time
axes allow for remarkable advancements in analytic tractabil-
ity [20,26,27].

Classically, the prototypical circuit models are cellular
automata (CA) [28,29]. CAs can be both deterministic and
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https://orcid.org/0000-0002-8949-7222
https://orcid.org/0000-0001-6791-8594
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevE.102.062107&domain=pdf&date_stamp=2020-12-03
https://doi.org/10.1103/PhysRevE.102.062107


WILKINSON, KLOBAS, PROSEN, AND GARRAHAN PHYSICAL REVIEW E 102, 062107 (2020)

stochastic. If deterministic, then they can either be reversible
or not, where the former (RCA [1], see also Ref. [30]) can
be considered as a model of classical many-body Hamiltonian
(or symplectic) dynamics. The RCA201 (Floquet-PXP) is a
deterministic RCA, closely related to the now much studied
RCA54 (Floquet-FA) [27,31–41]. Just like the RCA54, the
RCA201 (see detailed definitions below) is a one-dimensional
lattice of binary variables with local three-site gates applied
simultaneously to two halves (of even or odd indexed sites) of
the lattice in two successive time steps. The repeated applica-
tion of these makes the system a Floquet one. The local gate
implements the kinetic constraint in this context. In the case
of RCA54, the condition for a site to flip is identical to that of
the classical Fredrickson-Andersen (FA) KCM [6,9,11]. For
this reason RCA54 is sometimes called Floquet-FA [35–37].
In the case of RCA201, the local condition for spin
flips coincides with that of the PXP model [14,15,42].
For this reason we call the RCA201 the Floquet-PXP
model.

The third area to which our work here connects is that
of integrable systems [43–45]. In particular, the RCA54
(Floquet-FA) was shown to be integrable [1,31], with el-
ementary excitations corresponding to interacting localized
quasiparticles (also referred to as solitons in our context).
From this observation many results followed: the exact matrix
product state (MPS) form of the steady-state distribution in
the presence of stochastic reservoirs [31,32], the dominant
decay modes [33], the exact large deviation statistics of dy-
namical observables [34], the explicit MPS representation of
the complete time evolution of local observables [38], and
the exact MPS representation of multitime correlations [39].
In this sense, the RCA54 is essentially a completely solved
model, despite the fact that a highly versatile cubic algebraic
cancellation mechanism put forward in Ref. [33] has not
(yet) been related to more standard Yang-Baxter integrability
structures. Here we show that the RCA201 (Floquet-PXP)
is also integrable in the same sense as RCA54 and propose
the corresponding algebraic cancellation scheme. There is,
however, a remarkable difference, namely RCA201 has a
topological structure of multiple vacua, and quasiparticles
(connecting distinct vacuum states) which interact attractively
(rather than repulsively as in the RCA54). As for the RCA54,
our construction allows us to obtain a number of results for
RCA201 (Floquet-PXP), like the exact MPS solution of its
nonequilibrium stationary state (NESS) in a range of bound-
ary conditions that we present here.

The paper is organized as follows. In Sec. II we intro-
duce the model, discuss its kinematics and basic dynamics,
in particular the definition of conserved quasiparticles. In
Sec. III we consider dynamics under periodic boundary
conditions, that is, when evolution is completely determin-
istic. The main result of that section is the exact NESS,
in the form of a Gibbs state over the numbers of quasi-
particles represented as an MPS. In Sec. IV we consider
the case of stochastic boundaries, which can be obtained
as a reduction of the periodic boundary case, and com-
pute the exact MPS form of the corresponding NESS. In
Sec. V we provide our conclusion and an outlook of future
work.

n1

n2

n3

n4

n1

n3

f2

f4
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f4

f1

f3
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i

t

FIG. 1. Dynamical scheme. Evolution of four sites of the lattice
under a full time step (i.e., consecutive even and odd time steps)
of the deterministic dynamics. During the first time step, only the
even sites are updated by the map ME whose action is denoted by
blue (solid). Alternatively, in the second time step only odd sites are
updated by MO, denoted by purple (dotted).

II. FLOQUET-PXP MODEL

A. Definition of the dynamics

We consider a system defined on a chain of even size N
of binary variables ni ∈ {0, 1} on sites i ∈ {1, . . . , N} which
we refer to as being either empty or occupied. At discrete
time t , the system is characterized by a configuration that we
represent by a binary string,

nt ≡ (
nt

1, nt
2, . . . , nt

N

) ∈ {0, 1}×N . (1)

The site i at time t is referred to as empty (or unexcited) if
nt

i = 0 and occupied (or excited) if nt
i = 1.

The dynamics of the system consists of two distinct time
steps. In the first time step, nt → nt+1, only the sites with even
index are acted on by the local update rule (i.e., sites with odd
index are left unchanged, that is, nt+1

i+1 = nt
i+1 for even i). In

contrast, during the second time step, nt+1 → nt+2, only the
odd sites are updated and the even sites are left unchanged,
nt+2

i = nt+1
i for i even. This staggered dynamics is generated

by the discrete space-time mapping,

nt+1 =
{
ME(nt ), t = 0 (mod 2),
MO(nt ), t = 1 (mod 2), (2)

where ME and MO are maps defined by local updates,

nt+1
i =

{
f t
i , i + t = 0 (mod 2),

nt
i , i + t = 1 (mod 2), (3)

with the shorthand notation,

f t
i ≡ f

(
nt

i−1, nt
i , nt

i+1

)
, (4)

denoting a local three-site update rule (or gate) acting on site
i. One full step of time evolution (i.e., two consecutive time
steps, t → t + 2) is then defined to be the successive appli-
cation of the even and odd maps, ME and MO, respectively
[see Eq. (2)],

M(nt ) ≡ MO(ME(nt )) = nt+2. (5)

As the map M is applied periodically, we call this a Floquet
dynamics. A schematic representation of the discrete time
evolution (5) is presented in Fig. 1.

In the bulk, i ∈ {2, . . . , N − 1}, the discrete dynamics
is given by the deterministic RCA rule 201 (RCA201)
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FIG. 2. Rule 201. Illustration of the action of the local gates
implementing the deterministic RCA201 function (6). The white and
black squares represent empty and occupied sites, respectively. In
each of the diagrams, only the central site is updated; green (solid)
and red (dotted) borders indicate whether the site has changed or not
under the gate action.

function [1],

f t
i = 1 + nt

i−1 + nt
i + nt

i+1 + nt
i−1nt

i+1 (mod 2). (6)

A diagrammatic illustration of this local update rule is de-
picted in Fig. 2. This update rule can be thought of as a kinetic
constraint: site i can only flip if both its nearest neighbors are
empty (and it does so deterministically). In the KCM jargon
it corresponds to the constraint of the “two-spin facilitated”
Fredrickson-Andersen model [9]. This constraint is the same
as that of the kinetic energy in the PXP model [14,15,42], and
from it follows the alternative name of the RCA201 model.

Here and in the next section we will assume that the whole
system is closed, of even size N , and has periodic boundary
conditions (PBC). In later sections we generalize to other
kinds of boundaries. PBC are imposed in the usual manner
by identifying a pair of sites nt

0 ≡ nt
N and nt

N+1 ≡ nt
1. The dy-

namics for the sites at the left and right boundaries, i ∈ {1, N},
is then given by boundary functions equivalent to the RCA201
function (6),

f t
1 ≡ f

(
nt

N , nt
1, nt

2

)
, f t

N ≡ f
(
nt

N−1, nt
N , nt

1

)
. (7)

B. Structure of the configuration space

The local dynamics generated by the RCA201 function (6)
imposes a constraint on the system that derives from the
spatial localization (immobility) of adjacent occupied sites
within configurations, n = (. . . , 1, 1, . . .). Such pairs of ex-
cited sites are invariant under time evolution, as illustrated in
Fig. 3. The kinetic constraint therefore makes the set of con-
figurations N = {0, 1}×N reducible under the dynamics, that
is, it becomes partitioned into disjoint subsets, or irreducible
components, spanned by distinct subsets of dynamically con-
nected configurations identified by the positions of pairs of
adjacent occupied sites. The largest of these subsets, denoted
by N0, contains the configuration n = (0, 0, . . . , 0, 0) and is
the unique subset of configurations that contain no adjacent
occupied sites.

i

t

FIG. 3. RCA201 (Floquet-PXP) trajectory. A trajectory of the
model with PBC illustrating the spatial localization of pairs of ex-
cited sites where only configurations at full time steps are shown (i.e.,
n0, n2, n4, . . .). In this trajectory there are two solitons that change
direction under reflection with the localized pair (see Sec. II D for de-
tails on soliton reflection). Note also the distinct cycles of the vacua
motifs. In the remainder of the paper we focus on the configurational
sector with no pairs of excited neighbors.

It is straightforward to see that the cardinality of this subset
grows exponentially according to a Fibonacci-like sequence
known as the Lucas sequence,

|N0(N )| = LN ∼ ϕN , (8)

where LN is the N th Lucas number, defined by the recur-
sion relation LN = LN−1 + LN−2 with L1 = 1, L2 = 3, and
where ϕ = (1 + √

5)/2 is the golden ratio. To see this we
first consider the set of configurations, denoted here by N ′

0,
of a nonperiodic system of size N with no adjacent occupied
sites. Every configuration in this system with nN = 0 can be
obtained by appending 0 to the end of every configuration
of a system with N − 1 sites, while every configuration with
nN = 1 can be obtained by appending 01 to the end of every
configuration of a system with N − 2 sites. As such, the car-
dinality of the set N ′

0 satisfies the linear recursion relation

|N ′
0(N )| = |N ′

0(N − 1)| + |N ′
0(N − 2)|, (9)

with |N ′
0(1)| = 2 and |N ′

0(2)| = 3. This is, of course, the
celebrated Fibonacci recursion relation, and so we have

|N ′
0(N )| = FN+2, N > 0, (10)

with FN the N th Fibonacci number, defined by the relation
FN = FN−1 + FN−2 with F1 = 1 and F2 = 1.

We now impose PBC on the system which equates to
eliminating all configurations with n1 = nN = 1. This yields
a set, denoted by N0, whose cardinality is given by

|N0(N )| = |N ′
0(N )| − |N ′

0(N − 4)|, (11)

with |N0(1)| = 1 and |N0(2)| = 3. By substituting in the re-
sult from Eq. (10) and subsequently using the fundamental
equation relating Fibonacci and Lucas numbers,

LN = FN+1 + FN−1, (12)

it is trivial to see that this is exactly the Lucas recursion
relation provided, |N0(N )| = LN , N > 0. For simplicity, we
shall focus the majority of our discussion on this subspace
spanned by states with PBC whose configurations contain no
adjacent occupied sites.
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FIG. 4. Vacuum configurations. The three vacuum states are
given by the spatial repetition of the motifs composed of all 0s, of
alternating 0s and 1s with 1s on even sites, and alternating 0s and 1s
with 1s on odd sites. In the absence of solitons, under the dynamics
the three vacua repeat periodically with period three. In the panel on
the right we represent the three vacuum states in orange (light gray)
for the all 0s, blue (medium gray) for the 01s, and purple (dark gray)
for the 10s, respectively.

C. Ballistic propagation of nontrivially interacting
quasiparticles

The physical interpretation of the dynamics in the subspace
with no adjacent occupied sites, induced by the determin-
istic RCA201 function (6), can be intuitively understood in
terms of the ballistic propagation of interacting quasiparticles
representing collective excitations on a nontrivial vacuum.
Specifically, the vacuum is defined as a cycle of three distinct
motifs, respectively composed of repeating 0s, alternating 0s
and 1s (starting and ending with 0s on odd sites), and alter-
nating 1s and 0s (starting and ending with 0s on even sites),
as illustrated in Fig. 4. Indeed, it can be easily demonstrated
that the configurations composed entirely of repeating these
three distinct arrangements form a unique, invariant trajectory,
which we refer to as the vacuum trajectory,

(0, 0, 0, 0, . . . , 0, 0) → (0, 1, 0, 1, . . . , 0, 1) →
(1, 0, 1, 0, . . . , 1, 0) → (0, 0, 0, 0, . . . , 0, 0). (13)

Note that when presenting trajectories (e.g., Figs. 3–8) we
only show configurations at full time steps (i.e., after the
successive application of both the even and odd maps) such
that, from left to right, the columns of the lattices correspond
to the configurations nt , nt+2, nt+4, . . ., for t even.

The quasiparticles, pairs of adjacent empty sites at the
interfaces between vacua, propagate with an effective velocity
of ± 1

3 and interact via a scattering process which effectively
triples their velocity to ±1 for one time step (see Fig. 5).
To distinguish the quasiparticles, we refer to them as either
positive or negative depending on the sign of their velocity
and denote their number within a configuration by the tuple,

Qn ≡ (Q+
n , Q−

n ), (14)

where Q±
n denotes the number of positive and negative quasi-

particles, respectively, in the configuration n.
The quasiparticles can be detected diagrammatically by

observing four consecutive sites of the lattice. If the binary

i

t

FIG. 5. Interacting quasiparticles. A fragment of a trajectory
depicting the ballistic propagation and nontrivial interaction of op-
posing quasiparticles. On the right, green (medium gray) and red
(dark gray) represent the locations of the positive and negative soli-
tons, respectively, that is, they indicate the sites that straddle domain
walls between distinct vacua (white). The collision is coloured in
yellow (light gray). Notice the transient speeding up of both solitons,
which emerge from the collision further away from their original
trajectories.

string of these four adjacent sites reads either (0, 0, 0, 1),
(1, 0, 0, 0), or (1, 0, 0, 1), then a quasiparticle is present, as
succinctly detailed by the following tables:

e o e o
0 0 0 1 −
1 0 0 0 −
1 0 0 1 +

,

o e o e
0 0 0 1 +
1 0 0 0 +
1 0 0 1 −

, (15)

where e or o denotes whether the adjacent sites indices are
even or odd and + or − whether the quasiparticle present is
positive or negative. Note that these tables are only associ-
ated with detecting quasiparticles on t even time steps. The
corresponding tables for t odd time steps can be obtained
by exchanging the quasiparticles, i.e., + ↔ −. The quasi-
particles can equivalently be identified by observing pairs of
adjacent sites at the interfaces between vacua.

0

1

24

5 8

9

100

1

2 4

58

9

10

FIG. 6. Quasiparticle number constraint. Graph representation of
the lattice illustrating the constraint (16) on the number of quasipar-
ticles where, for readability, binary strings have been replaced by
decimal integers [e.g., (0, 0, 1, 0) ≡ 2]. Vertices whose labels start
on even and odd sites are represented by circles and squares with
those denoting positive and negative quasiparticles in green (dashed)
and red (dotted), respectively. Black arrows then denote the directed
edges between them. The cycle corresponding to the configuration,
n = (0, 1, 0, 0), is indicated by bold arrows as an example.
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FIG. 7. Reflective boundaries. The action of the spatially lo-
calized neighboring excitations (i.e., reflective boundaries) on the
propagation of a quasiparticle. The negative quasiparticle (red or dark
gray) is converted into a positive quasiparticle (green or medium
gray) on colliding with the boundary with the interaction (yellow
or light gray) taking a similar form as that with an opposing quasi-
particle, cf., Fig. 5 (here we have additionally colored the occupied
(black) and empty (white) sites of the vacua to improve the presen-
tation of the figure). Note that for closed systems with reflective
boundaries, the number of each type of quasiparticle is no longer
conserved; only the total number of quasiparticles is conserved.

Finally, we note that the numbers of positive and negative
quasiparticles within any given configuration n are con-
strained. Specifically, they must satisfy the following equality:

Q+
n − Q−

n = 0 (mod 3). (16)

To prove this, we introduce a graph representation for the lat-
tice, as illustrated in Fig. 6. Specifically, we define a directed
bipartite graph composed of two disjoint and independent
sets of vertices, each identically labeled by binary strings of
length four, and a set of directed edges between them. Here
the vertices of the two vertex sets represent the binary strings
of consecutive sites within the lattice starting on even and
odd sites, respectively, and the directed edges the possible
transitions between them as the lattice is positively translated.
We can simplify the graph by contracting paths along the
directed edges between vertices whose binary labels denote
quasiparticles. From here, with a relabelling of the vertices to
denote positive and negative quasiparticles, it is trivial so see
that any cycle of the graph satisfies Eq. (16).

D. Adjacent excitations and quasiparticle reflection

As illustrated in Fig. 3, pairs of adjacent occupied sites
within configurations [i.e., n = (. . . , 1, 1, . . .)] are invari-
ant to time evolution. That is, neighboring excitations are
spatially localized. This kinetic constraint, imposed by the
deterministic dynamics, induces a partitioning of the con-
figuration space into disjoint subspaces spanned by subsets
of configurations characterized by the locations of adjacent
occupied sites. The set of configurations N = {0, 1}×N is
therefore reducible under the dynamics. In Sec. II B, we
showed that the dimension of the largest of these subspaces,
spanned by the subset of configurations with no adjacent

excitations, denoted by N0, grew exponentially according to
the Lucas sequence (8). We can similarly show that the di-
mension of every other subspace, each spanned by a subset
of configurations identified by the locations of its neighboring
occupied sites, is given by

|N j (N )| =
B∏

k=1

FNk , j > 0, (17)

where B denotes the number of groups of adjacent sites (which
we refer to as reflective boundaries for reasons discussed be-
low) and {Nk} the sizes of the subsystems between them. For
example, for the subset of configurations of size N = 16 with
localized excitations on sites n1, n2 and n7, n8, n9 we have
B = 2 giving two distinct subsystems of sizes Nk ∈ {4, 7}. The
dimension of the subspace is then |N j (16)| = F4F7. To see
this, we note that we can consider each of the subsystems that
occupy the sites between reflective boundaries as independent
systems of size Nk with zeros on the first and last sites (the
time invariance of the adjacent occupied sites immobilizes
the neighboring empty sites, as shown in Fig. 3). We then
recall that the dimension of a nonperiodic system of size Nk

with zeros on the first and last sites (i.e., an effective system
size of Nk − 2) is given by FNk , see Eq. (10). Given that each
nonperiodic subsystem is independent, the dimension of the
system of size N , spanned by the set of configurations with
fixed adjacent occupied sites, is simply the product of the
dimensionality of its constituent subsystems.

In terms of the quasiparticles, the localized excitations
play the role of reflective boundaries as illustrated in Fig. 7.
This affects both the systems statics and dynamics. First, the
conservation of the numbers of positive and negative quasi-
particles no longer holds. Instead, for systems with reflective
boundaries, only the total number of quasiparticles is con-
served. This can be seen by inspecting Fig. 7 and noting that
the negative quasiparticle is converted to a positive quasiparti-
cle on interacting with the localized excitations that constitute
the reflective boundary. A similar reasoning then follows for
every quasiparticle as it collides with the boundary. Sec-
ond, the numbers of positive and negative quasiparticles are
no longer constrained, that is, Eq. (16) need no longer be
satisfied. To see this, consider the illustrative proof of the
constraint (16) in Fig. 6. For systems with adjacent occupied
sites, we need to introduce additional vertices to the graph
representation of the lattice that correspond to the seven bi-
nary strings of length four with adjacent 1s [i.e., (0, 0, 1, 1),
(0, 1, 1, 0), (0, 1, 1, 1), (1, 0, 1, 1, ), (1, 1, 0, 0), (1, 1, 1, 0),
(1, 1, 1, 1)]. Doing so subsequently introduces multiple edges
between the vertices that facilitate new cycles through the
graph which violate the constraint (16). A further consequence
of the introduction of adjacent occupied sites to the system is
that the rules for identifying quasiparticles near the reflective
boundaries are different from those outlined in (15). For ex-
ample, if the sites adjacent to the boundary read (1, 0, 0, 1),
then this does not represent a quasiparticle (see Fig. 7) while
it would in the bulk. This can be mitigated with respect to
simple quasiparticle counting by neglecting the sites directly
adjacent to the pairs of excitations (as quasiparticles cannot
occupy these sites).
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t

FIG. 8. Typical trajectory of the RCA201 (Floquet-PXP). A typical trajectory of the model in the subspace spanned by states with no
adjacent occupied sites. The left panel represents the up and down sites as black and white, respectively. The middle panel shows the vacuum
color scheme (see Fig. 4) while the right panel highlights the solitons (see Fig. 5). In this trajectory there are five solitons—four positive movers
and one negative—that collide and wrap around the system due to the PBCs. Note that the location of the solitons coincides with domain walls
between the vacuum states.

In the remainder of the paper we focus on the case without
consecutive occupied sites for simplicity. Note that the dis-
cussion above enables us to (at least quantitatively) extend the
results to any sector with fixed positions of excitation pairs.

III. EXACT STATIONARY STATE FOR PERIODIC
BOUNDARY CONDITIONS

To study the macroscopic properties of the closed sys-
tem we construct a class of macroscopic equilibrium states
which we define as probability distributions over the set of
configurations. For simplicity, we will restrict most of the
discussion to the configuration sector without pairs of adja-
cent excited sites, in which case the numbers of both types
of quasiparticles are conserved (being invariant, a cluster of
two or more consecutive occupied sites acts as a reflective
boundary for quasiparticles therefore changing their type but
not their total number, see Fig. 3). In this sector the simplest
class of steady states can be constructed by introducing two
chemical potentials, μ+ and μ−, associated with numbers of
positive and negative quasiparticles, respectively.

As we will demonstrate, such states can be expressed in
two equivalent forms. We start with the patch state ansatz
(PSA) formulation of the steady state, as introduced in
Ref. [31]. The main advantage of the PSA formulation is the
construction, which can be done in absence of knowledge of
conserved quantities, by simply requiring the states to be sta-
tionary and at the same time exhibit short-range correlations.
Equivalently, the steady states can be expressed in terms of
MPS. They obey a similar cubic algebraic relation to the MPS
form of the RCA54 steady states [33].

A. Macroscopic states and master equation

We start the discussion of stationary states by first intro-
ducing the necessary formalism. Each configuration of the
system n is associated with a probability pn, that satisfies the
nonnegativity and normalization conditions,

pn � 0,
∑
{n}

pn = 1. (18)

Each probability distribution, given by the set of configura-
tional probabilities {pn}, can be uniquely represented by a
state vector,

p =
∑
{n}

pn

N⊗
i=1

eni , en ≡
[
δn,0

δn,1

]
, (19)

where e0 and e1 are the standard basis vectors of R2 and p ∈
(R2)⊗N . The state space is then identified as a convex subset
of the vector space (R2)⊗N .

The master equation describing the discrete time evolution
of the system can be written as

pt+1 =
{

ME pt , t = 0 (mod 2),
MOpt , t = 1 (mod 2), (20)

where ME and MO are transition matrices associated with the
even and odd time steps in (2), respectively,

MO : pn1n2...nN−1nN 
→ p f1n2... fN−1nN ,

ME : pn1n2...nN−1nN 
→ pn1 f2...nN−1 fN . (21)

The one time-step propagators are equivalently given as prod-
ucts of local operators (gates),

ME = U2U4 · · · UN−2UN ,

MO = U1U3 · · · UN−3UN−1, (22)

where for the bulk, i ∈ {2, . . . , N − 1},
Ui = I⊗(i−2) ⊗ U ⊗ I⊗(N−i−1), (23)

are matrices encoding the deterministic bulk function in (4)
(with the subscript indicating on which site of the lattice
the operator acts nontrivially), whereas for the boundaries,
i ∈ {1, N},

U1 = I⊗N + (X − I) ⊗ P ⊗ I⊗(N−3) ⊗ P,

UN = I⊗N + P ⊗ I⊗(N−3) ⊗ P ⊗ (X − I), (24)

are matrices encoding the left and right boundary functions,
f t
1 and f t

N , respectively. Here

U = I⊗3 + P ⊗ (X − I) ⊗ P, (25)
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is the 8 × 8 permutation matrix enacting the local time evolu-
tion rule of Eq. (6) on the vector space (R2)⊗3,

U =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1
1

1 0
1

1
1

1
1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (26)

with I, P, and X the 2 × 2 identity, projector and Pauli-X
matrices, respectively, acting on R2,

I =
[

1 0
0 1

]
, P =

[
1 0
0 0

]
, X =

[
0 1
1 0

]
. (27)

B. Patch state ansatz formulation of Gibbs states

We require a stationary state p to map into itself after a full
time step composed of an even and odd time step, respectively,

p = MOME p. (28)

Due to the reversibility of the dynamics, U−1 = U, the sta-
tionarity condition can be equivalently recast as

MOp = ME p. (29)

Similarly to the PSA introduced for RCA54 in Ref. [31], we
propose the following form of the state p:

pn ∝ Xn1n2n3n4
X ′

n2n3n4n5
Xn3n4n5n6

· · ·
· · · X ′

nN−2nN−1nN n1
XnN−1nN n1n2

X ′
nN n1n2n3

. (30)

The values X (′)
nini+1ni+2ni+3

are determined so that the stationarity
condition in Eq. (29) is satisfied. Explicitly, for any configu-
ration n = (n1, n2, n3, . . . , nN ) the following equality has to
hold:

Xn1 f2n3 f4
X ′

f2n3 f4n5
· · · X ′

fN n1 f2n3
= Xf1n2 f3n4

X ′
n2 f3n4 f5

· · · X ′
nN f1n2 f3

,

(31)

where we have used the notation fi = f (ni−1, ni, ni+1), as
introduced in (4). Before solving the system of equations, we
put all the components corresponding to configurations n with
pairs of consecutive 1s to 0 by requiring the following:

X (′)
11n1n2

= X (′)
n111n2

= X (′)
n1n211 = 0. (32)

We are free to fix the normalization and therefore choose to
set X0000X ′

0000 = 1, which together with (31) implies

X0101X ′
1010 = X1010X ′

0101 = X0000X ′
0000 = 1. (33)

Additionally, we observe that the values X (′)
n1n2n3n4

are deter-
mined up to the following gauge transformation:

Xn1n2n3n4

→ αn1n2n3 Xn1n2n3n4

α′ −1
n2n3n4

,

X ′
n1n2n3n4


→ α′
n1n2n3

X ′
n1n2n3n4

α−1
n2n3n4

, (34)

which allows us to set X (′)
0n1n2n3

= 1 for all configurations of
three sites belonging to the sector without pairs of 1s,

X (′)
0n1n2n3

= (1 − δn1+n2,2)(1 − δn2+n3,2). (35)

Combining the restriction to the relevant subspace (32) to-
gether with the choices of normalization (33) and gauge (35),
and requiring stationarity (31) we obtain conditions for the
remaining four components,

X1000 = X ′
1000 = X1001X ′

1001. (36)

This condition exhibits the following two-parameter family of
solutions:

X1001 = ω2

ξ
, X ′

1001 = ξ 2

ω
, X1000 = X ′

1000 = ωξ, (37)

with all the other components either being 0 [as given by (32)]
or 1. The vector p representing the steady state has to be
normalizable, and therefore all its components have to be
nonnegative, which restricts the values of the parameters ξ ,
ω to R+.

At this point the choice of parametrization is arbitrary, but
it can be straightforwardly demonstrated that the parameters
ξ and ω are exponents of the chemical potentials μ+ and
μ− corresponding to the numbers of positively and negatively
moving quasiparticles, respectively. First, we use the gauge
freedom to transform the tensors into an equivalent form,

α000 = 1, α010 = ξ−1, α001 = α100 = α101 = ω−1,

α′
n1n2n3

= αn1n2n3 |ξ↔ω, (38)

which by (34) implies

X0001 
→ ξ, X1000 
→ ξ, X1001 
→ ω,

X ′
0001 
→ ω, X ′

1000 
→ ω, X ′
1001 
→ ξ, (39)

while the other components either remain 0, cf., (32), or are
mapped into 1. In a given configuration n, the number of both
types of quasiparticles can be determined by the count of sub-
configurations (0,0,0,1), (1,0,0,0), and (1,0,0,1). Depending
on the parity of the site indices where the subconfigurations
are positioned, they correspond either to quasiparticles with
positive or negative velocity, as summarized in (15). There-
fore, the new values of X (′)

n1n2n3n4
imply that every component

pn of the stationary state p is weighed as

pn ∝ ξQ+
n ωQ−

n , (40)

where Q±
n are the numbers of positive and negative quasipar-

ticles in a given configuration n.
Since the requirement for stationarity is the invariance to

evolution for two time steps (29) (i.e., an even and odd time
step), we can define two versions of state, p and p′, corre-
sponding to even and odd time steps respectively,

p′ = ME p, p = MOp′. (41)

Together with the solution for p, this condition implies that
the odd-time version of the state takes the same form with the
roles of Xn1n2n3n4

and X ′
n1n2n3n4

reversed,

p′
n ∝ X ′

n1n2n3n4
Xn2n3n4n5

X ′
n3n4n5n6

· · ·
· · · XnN−2nN−1nN n1

X ′
nN−1nN n1n2

XnN n1n2n3
. (42)

This parametrization of the steady state preserves the symme-
try of the model: Shifting the state by one site (up or down) is
the same as evolving it for one time step (half of the Floquet
period).
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C. Matrix product form of stationary states

Equivalently, the stationary states can be recast in the ma-
trix product form,

p = 1

Z
tr(V1V′

2V3 · · · VN−1V′
N ), (43)

where V(′)
i are vectors of matrices, corresponding to the phys-

ical site i, V(′) = (V (′)
0 ,V (′)

1 )
T

, and Z is the normalization.
Explicitly, the components pn of the stationary state p read

pn = 1

Z
tr(Vn1

V ′
n2

Vn3
· · ·VnN−1

V ′
nN

). (44)

To construct the MPS from the PSA, we introduce an eight-
dimensional auxiliary space with each basis element labeled
by a binary string (m1m2m3) and we define the 8 × 8 matrices
Ṽ (′)

n with the entries given by the PSA values as

(Ṽ (′)
n )m′

1m′
2m′

3
m1m2m3 = δm′

1,m2δm′
2,m3δm′

3,nX (′)
m1m2m3n, (45)

where the strings in the superscript and the subscript are the
binary representations of the row and column index, respec-
tively. MPS consisting of these matrices are equivalent to the
PSA steady states as introduced before,

tr(Ṽn1
Ṽ ′

n2
· · · Ṽ ′

nN
) = Xn1n2n3n4 · · · X ′

nN n1n2n3
. (46)

The MPS can be simplified by introducing 4 × 8 and 8 × 4
auxiliary space matrices R and Q

R =

⎡
⎢⎣

1 0
1 1

1 0
0 1 0

⎤
⎥⎦,

Q =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
1

1
0

0 1
0

0
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (47)

and noting that for any combination of n1, n2, inserting QR be-
tween two consecutive matrices does not change the product,

Ṽn1
QRṼ ′

n2
= Ṽn1

Ṽ ′
n2

. (48)

From here it follows that the MPS (43) composed of 4 × 4
matrices V (′)

n , defined as V (′)
n = RṼ (′)

n Q, is equivalent to (46).
Explicitly,

V0 =

⎡
⎢⎣

1 0 0 ξ

0 0 0 0
0 1 0 0
0 0 1 0

⎤
⎥⎦, V1 =

⎡
⎢⎣

0 0 0 0
ξ 0 1 ω

0 0 0 0
0 0 0 0

⎤
⎥⎦, (49)

while the other pair of matrices is given by the exchange of
parameters ξ ↔ ω,

V ′
n (ξ, ω) = Vn (ω, ξ ). (50)

The stationarity of the MPS is implied by the equivalence
between the two representations. However, the MPS addition-
ally exhibits an algebraic structure that allows us to explicitly
demonstrate the stationarity without relying on the equiva-
lence with the PSA. Matrices V (′)

n satisfy a cubic algebraic
relation, analogous to [33],

U2(V1V′
2V3S) = V1S V2V′

3, (51)

which compactly encodes the following component-wise
equalities:

Vn1
V ′

f (n1,n2,n3 )Vn3
S = Vn1

S Vn2
V ′

n3
. (52)

We introduced the delimiter matrix S, defined as

S =

⎡
⎢⎢⎢⎣

ξω

ξ 2−ω
− ω

ξ 2−ω
0 ξ 2

ξ 2−ω

1 0 0 ω

0 0 1 0

− ω
ξ 2−ω

ξ

ξ 2−ω
0 − ξ

ξ 2−ω

⎤
⎥⎥⎥⎦. (53)

The inverse of the delimiter matrix is given by exchanging the
parameters,

S(ξ, ω)−1 = S(ω, ξ ), (54)

which immediately implies a dual relation similar to (51),

U2(V′
1V2V′

3S−1) = V′
1S−1V′

2V3. (55)

Note that in the cases ξ = ω2 or ω = ξ 2, the matrices S and
S−1 are not well defined; however, the products VnS and V ′

nS−1

have finite values in the limit ξ → ω2 (or ω → ξ 2). Therefore
the following discussion holds for any value of parameters.
When ξ = ω = 1, the stationary state becomes the maximum
entropy state, where each allowed configuration is equally
likely. In this case the MPS representation can be reduced to
2 × 2 matrices, as is explained in Appendix A.

The odd-time version of the state, p′, has the same form as
p, but the parameters ξ and ω are exchanged (or, equivalently,
V′ is replaced by V and vice versa),

p′ = 1

Z
tr(V′

1V2V′
3 · · · V′

N−1VN ). (56)

The stationarity requirement (41) follows directly from re-
lations (51) and (55). To prove the first of the stationarity
conditions, we insert SS−1 between the matrices corre-
sponding to the first and second sites and apply the local
time-evolution operator UN using the three-site algebraic re-
lation,

ME tr(V1V′
2V3 · · · VN−1V′

N )

=
N/2∏
i=1

U2itr(VN−1V′
N V1SS−1V′

2 · · · VN−3V′
N−2)

=
N/2−1∏

i=1

U2itr(V′
1S−1V′

2 · · · VN−3V′
N−2VN−1SVN ). (57)

We keep applying local time-evolution operators UN−2, UN−4,
..., one by one, each time moving the matrix S two sites to the
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left as described by (51), until we are left with the following:

U2tr(V′
1S−1V′

2V3SV4 · · · V′
N−1VN )

= tr(V′
1V2V′

3S−1SV4 · · · V′
N−1VN ), (58)

where we used the dual relation in Eq. (55) together with
U−1 = U. Thus we proved that the even time-evolution op-
erator ME maps the state p into its odd-time analog p′. The
second stationarity requirement (41) can be proved analo-
gously.

D. Partition function

As demonstrated in Sec. III B, the stationary probabilities
of configurations pn are distributed according to the grand-
canonical ensemble,

pn = 1

Z
exp(Q+

n μ+ + Q−
n μ−), (59)

with the chemical potentials corresponding to the numbers of
positive and negative quasiparticles determined by the param-
eters

ξ = eμ+
, ω = eμ−

. (60)

The partition function Z can therefore be given in two
equivalent forms. The first one follows directly from the
normalization condition of the MPS representation of the sta-
tionary state p,

Z =
∑
{n}

tr(Vn1
V ′

n2
Vn3

· · ·V ′
nN

) ≡ trT N/2, (61)

where we introduced the transfer matrix T as the sum of all
products of matrices on two sites,

T = (V0 + V1)(V ′
0 + V ′

1 ) =

⎡
⎢⎣

1 0 ξ ω

ξ 1 ω ξω

ω 0 1 ξ

0 1 0 0

⎤
⎥⎦. (62)

The second form of Z is defined as a weighted sum over the
set of quasiparticle numbers,

Z =
∑
{n}

ξQ+
n ωQ−

n =
∑
{Q}

�QξQ+
ωQ−

, (63)

where the entropic term �Q, which counts the number of
degenerate configurations with the same number of quasipar-
ticles, takes the following combinatoric form:

�Q = 1

mQ

( 1
2 N − 1

3 Q+ − 2
3 Q−

Q+

)( 1
2 N − 1

3 Q− − 2
3 Q+

Q−

)
,

(64)

with mQ the time-averaged magnetization density expressed in
terms of the numbers of positive and negative quasiparticles as

mQ =
(

1
2 N − 1

3 Q+ − 2
3 Q−)(

1
2 N − 1

3 Q− − 2
3 Q+)

1
2 N

(
3
2 N − 2Q+ − 2Q−) . (65)

A derivation of this is given in Appendix B. The set {Q} above
denotes the set of tuples of numbers of positive and negative
quasiparticles that satisfy both the equality in Eq. (16), im-
posed by the even system size and PBC, and the following

inequalities that manifest from the finite effective size of the
quasiparticles:

Q± + 2Q∓ � 3
2 N, (66)

which is implicitly given by
(n<k

k

) = 0. To prove that the
expression (64) really represents the entropic contribution, it
suffices to show that the two forms of the partition sum [given
by Eqs. (61) and (63)] coincide. The proof of equivalence is
provided in Appendix C.

Alternatively, the inequalities of Eq. (66) can be under-
stood directly from the quasiparticle picture. To begin, we
recall that for any given configuration the difference between
the numbers of positive and negative quasiparticles must sat-
isfy Eq. (16), that is, it must be a multiple of three. This can
be interpreted as a physical constraint on the system which re-
quires the quasiparticles exist as either positive-negative pairs
or positive-negative triples. The numbers of these pairs and
triples, denoted by Q(2) and Q(3), respectively, are bounded
by their effective size (i.e., the number of sites they occupy
within a configuration). Inspecting the relevant cycles in Fig. 6
implies that these are at least four and eight sites, respectively,
which imposes the following upper bound:

4Q(2) + 8Q(3) � N. (67)

We now express these in terms of the numbers of positive and
negative quasiparticles, where for Q± � Q∓, we have

Q(2) = Q∓, Q(3) = 1
3 (Q± − Q∓). (68)

A simple substitution then yields the inequalities outlined in
Eq. (66).

In the limit of large N the expression for the partition
function (63) can be written in terms of an integral over
quasiparticle densities,

ρ± = Q±

N
, (69)

to read

Z =
∫ 1

0
dρ+dρ− exp(NF (ρ+, ρ−)), (70)

where F is (minus) a free energy density with “energetic”
terms, associated with the cost of each soliton species in
terms of their chemical potential, and entropic terms from the
counting of states,

F = μ+ρ+ + μ−ρ− + S (ρ+, ρ−). (71)

The entropy density S is obtained from using the Stirling
approximation in (64). It reads

S = −ρ+ ln ρ+

+
(

1

2
− 1

3
ρ+ − 2

3
ρ−

)
ln

(
1

2
− 1

3
ρ+ − 2

3
ρ−

)

−
(

1

2
− 2

3
ρ− − 4

3
ρ+

)
ln

(
1

2
− 2

3
ρ− − 4

3
ρ+

)

+ (ρ+ ↔ ρ−), (72)

and has the form of an entropy density of mixing of the
quasiparticles subject to the constraints (16) and (67).
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IV. EXACT STATIONARY STATE FOR STOCHASTIC
BOUNDARY CONDITIONS

The RCA201 (Floquet-PXP) with PBC is fully determinis-
tic. The integrability of the model implies that the dynamics
is naturally decomposed into many different sectors, which
makes the number of steady states of the closed system highly
degenerate. In the absence of chaos, a way to make the dynam-
ics ergodic is to impose stochastic boundary conditions (SBC)
by considering a finite chain coupled to stochastic reservoirs
on both ends, an approach similar to that of the RCA54,
cf., Refs. [31–33]. With SBC the RCA201 (Floquet-PXP)
becomes a stochastic model, and by ergodic we mean two
things. First, all configurations are dynamically connected,
that is, the relevant subspace is irreducible under the dynam-
ics since quasiparticles can be created and destroyed at the
boundaries. Note that this subspace is slightly larger than that
of a similarly sized system with PBC as with SBC there is no
restriction on the occupation of the first and last site which
are no longer neighbors. The number of configurations in the
subspace of interest is then the Fibonacci rather than the Lucas
number (see Sec. II B). Second, the relaxation time (i.e., the
time to forget a typical initial condition) is finite.

In this section we find a class of suitable stochastic bound-
ary propagators to make the system relax to a unique NESS
similar to the Gibbs state introduced in Sec. III. The starting
point is the MPS form of the Gibbs state of a large system with
periodic boundaries, which is used to express the probability
distribution (i.e., state) of a finite subsection of the chain in
the limit when the system size goes to infinity. The resulting
probability distribution can be viewed as a NESS of the fi-
nite chain with the boundaries that stochastically inject and
remove quasiparticles with rates that are compatible with the
chemical potentials, μ+ and μ−, of the original Gibbs state.

A. State of a finite section of a larger system

We start with the closed system with periodic boundary
conditions and length M that is assumed to be the equilib-
rium state given by spectral parameters ξ , ω, as introduced
in Sec. III. By definition, the probabilities of configurations
of a smaller section of the chain with length N are given by
summing over the probabilities corresponding to the configu-
rations (n1, n2 . . . nM ) with the same first N bits,

p(M )
n1...nN

=
∑

nN+1...nM

Z−1tr(Vn1
V ′

n2
· · ·V ′

nM
). (73)

Note that the superscript (M ) refers to the length of the whole
system and not the length of the section. Using T to denote
the transfer matrix, as introduced in Eq. (62), the probability
distribution p(M ) can be succinctly expressed as

p(M ) = tr[V1V′
2 · · · V′

N T (M−N )/2]

trT M/2
. (74)

We define the state of the subsystem p as the large system size
limit of the distribution p(M ),

p = lim
M→∞

p(M ) = 〈l|V1V′
2 · · · V′

N |r〉
λN/2〈l|r〉 , (75)

where we introduced the parameter λ denoting the leading
eigenvalue of the matrix T , and 〈l| and |r〉 are the correspond-

ing left and right eigenvectors,

T |r〉 = λ|r〉, 〈l|T = λ〈l|. (76)

Explicitly, λ is the largest solution of the following quartic
equation:

λ4 − 3λ3 + (3 − 2ξω)λ2 − (1 − ξω)λ

− (ξ 2 − ω)(ω2 − ξ ) = 0, (77)

while the leading eigenvectors are implicitly given by param-
eters ξ , ω and the eigenvalue λ as

〈l| = [(λ − 1)ξ + ω2]

⎡
⎢⎢⎣

(λ − 1)ξ + ω2

(λ − 1)2 − ξω

(λ − 1)ω + ξ 2

(λ − 1)[(λ − 1)2 − ξω]

⎤
⎥⎥⎦

T

, (78)

and

|r〉 = [(λ − 1)ω + ξ 2]

⎡
⎢⎢⎣

λ[(λ − 1)2 − ξω]
λ[(λ − 1)ξ + ω2]

λ(λ − 1)ω − ξω2 + ξ 2

(λ − 1)ξ + ω2

⎤
⎥⎥⎦, (79)

where the nontrivial normalization prefactor is chosen to sim-
plify the boundary equations in the next subsection. Note that
the asymptotic form of the probability distribution (75) is
valid as long as the leading eigenvalue λ is not degenerate,
which is the case for all ξ, ω > 0. The odd time-step version
of the asymptotic distribution, p′, takes the same form as p
with the exchanged roles of parameters ξ and ω. Explicitly,

p′ = 〈l ′|V′
1V2 · · · VN |r′〉
λN/2〈l ′|r′〉 , (80)

where the vectors 〈l ′| and |r′〉 are defined as

〈l ′(ξ, ω)| = 〈l (ω, ξ )|, |r′(ξ, ω)〉 = |r(ω, ξ )〉, (81)

and the leading eigenvalue λ is invariant under the exchange
ξ ↔ ω.

To avoid the cluttering of notation, we use the symbols p,
p′ to denote probability distributions on N sites, i.e., p(′) are
vectors from (R2)⊗N with components p(′)

n1n2n3...nN
. When we

refer to probabilities of configurations of different lengths,
we will always use the component-wise notation to avoid
ambiguity. Note that values p(′)

n1n2...nk
take the form similar

to (75) and (80) with N being replaced by k.

B. Compatible boundaries

The probability distribution of the section of the chain,
p, can be understood as the NESS of a boundary driven
system. We assume the one time-step evolution operators
to be deterministic in the bulk and stochastic at the bound-
aries. Explicitly, under the even time-step operator ME

the sites (1, 2, . . . , N − 4) change deterministically accord-
ing to the time-evolution rule (6), while the evolution of
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sites (N − 3, N − 2, N − 1, N ) is given by a stochastic
matrix R,

ME =
N/2−2∏

i=1

U2i RN−3N−2N−1N . (82)

Similarly, in the odd time step, the evolution of sites
(5, 6, 7, . . . , N ) is deterministic and the evolution of the first
four sites (1,2,3,4) is encoded in the stochastic matrix L,

MO = L1234

N/2−1∏
i=2

U2i+1. (83)

For the vectors p and p′ to be understood as stationary states
under the stochastic time evolution, the following conditions
have to be satisfied:

ME p = p′, MOp′ = p. (84)

The stationarity condition is fulfilled when in addition to the
bulk algebraic relations (51) and (55), the MPS introduced
in (75) and (80) satisfies the appropriate boundary relations.
Explicitly, p is mapped into p′ under the even time-step evo-
lution, when the following boundary equations hold:

〈l|V1S = 
〈l ′|V′
1,

R1234(V1V′
2V3V′

4|r〉) = V1SV2V′
3V4|r′〉. (85)

Analogously, the second stationarity condition implies the
following two boundary relations:

L1234(〈l ′|V′
1V2V′

3V4) = 〈l|V1V′
2V3V′

4S−1,

V′
1S−1|r′〉 = 1



V′

1|r〉, (86)

where the scalar factor 
 is determined by the normalization
of the MPS as


 = 〈l|r〉
〈l ′|r′〉 = (λ − 1)ξ + ω2

(λ − 1)ω + ξ 2
. (87)

The boundary propagators R and L are assumed to
stochastically act only on the rightmost and leftmost sites
respectively, while the other three sites change deterministi-
cally, according to the dynamical rule (6). Equivalently, we
can imagine we temporarily introduce an additional site to the
edge of the chain, in a state that depends on the configuration
of the four sites, and update the site at the edge deterministi-
cally, as illustrated in Fig. 9. Explicitly, the matrix elements of
R and L can be parametrized as

R
n′

1n′
2n′

3n′
4

n1n2n3n4 = δn′
1,n1δn′

2, f2δn′
3,n3

1∑
n5=0

δn′
4, f4φ

R
n1n2n3n4n5

,

L
n′

1n′
2n′

3n′
4

n1n2n3n4 = δn′
2,n2δn′

3, f3δn′
4,n4

1∑
n0=0

δn′
1, f1φ

L
n0n1n2n3n4

, (88)

n1

n2

n3

n4

n5

n1

n3

f2

f4

n1

n2

n3

n4

n0

n2

n4

f1

f3

R L

i

t

FIG. 9. Right and left boundary propagators. The action of R is
equivalent to introducing an additional virtual site on the top [purple
(dotted) square], initialize it in the state that depends on the four sites
preceding it, and then evolving the second and fourth site according
to the deterministic rule 201 [blue (solid) arrows]. Similarly, the left
boundary propagator L can be reproduced by introducing a virtual
site at the bottom, and then applying deterministic evolution.

where φR
n1n2n3n4n5

and φL
n0n1n2n3n4

can be interpreted as con-
ditional probabilities of the virtual sites being n5 and n0,
respectively, if the configurations at the edge are (n1n2n3n4).
Here we use the shorthand notation fi = f (ni−1, ni, ni+1), as
introduced in (4). Additionally, the matrix elements in each
column of R and L have to sum to unity, which for any
four-site configuration (n1n2n3n4) implies

1∑
n5=0

φR
n1n2n3n4n5

=
1∑

n0=0

φL
n0n1n2n3n4

= 1. (89)

Applying the dynamical rule (6) to the ansatz (88) while
taking into account the normalization condition (89), it imme-
diately follows that for any combination of n1, n2, n3, n4 the
following holds:

Rn1n21n4
n1n21n4

= Ln11n3n4
n11n3n4

= 1. (90)

Furthermore, we note that the steady state is restricted to the
subspace without pairs of 1s, therefore we can without loss of
generality set

R1100
1100 = R1101

1101 = L0011
0011 = L1011

1011 = 1. (91)

After reducing the number of parameters, we are left with
three nondeterministic 2 × 2 blocks per boundary propa-
gator, each one of them given by two parameters, either
(φR

n1n2n301, φ
R
n1n2n311) or (φL

10n1n2n3
, φL

11n1n2n3
), with the fixed con-

figuration (n1, n2, n3). Plugging the ansatz into boundary
equations (85) reduces the number of parameters to one per
block. Explicitly,

φR
00001 = ω[(λ − 1)ω + ξ 2]

λ[(λ − 1)ξ + ω2]
+ θR

1 , φR
00011 = (λ − 1)ξ + ω2

ξ [(λ − 1)2 − ξω]
θR

1 , φR
01001 = ξ [(λ − 1)ω + ξ 2]

λ(λ − 1)[(λ − 1)2 − ξω]
+ θR

2 ,

φR
01011 = (λ − 1)θR

2 , φR
10001 = ω[(λ − 1)ω + ξ 2]

λ[(λ − 1)ξ + ω2]
+ θR

3 , φR
10011 = ξ [(λ − 1)ξ + ω2]

ω[(λ − 1)2 − ξω]
θR

3 , (92)
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where θR
1,2,3 are the free parameters corresponding to the three nondeterministic blocks. Analogously, introducing the left-

boundary coefficients θL
1,2,3, the solution to (86) is given by

φL
10000 = ξ [(λ − 1)ξ + ω2]

λ[(λ − 1)ω + ξ 2]
+ θL

1 , φL
11000 = (λ − 1)ω + ξ 2

ω[(λ − 1)2 − ξω]
θL

1 , φL
10010 = ω[(λ − 1)ξ + ω2]

λ(λ − 1)[(λ − 1)2 − ξω]
+ θL

2 ,

φL
11010 = (λ − 1)θL

2 , φL
10001 = ξ [(λ − 1)ξ + ω2]

λ[(λ − 1)ω + ξ 2]
+ θL

3 , φL
11001 = ω[(λ − 1)ω + ξ 2]

ξ [(λ − 1)2 − ξω]
θL

3 . (93)

Equations (92) and (93) provide the most general form of the
boundary propagators R and L, for which the asymptotic state
introduced in the previous subsection is the fixed point. Note
that the parameters θ

R/L
1,2,3 are not completely arbitrary, since

all the matrix elements of the stochastic boundary matrices
should be between 0 and 1.

A particularly convenient choice of parametrization is to
set θ

R/L
1,2,3 = 0. In this case the stochastic blocks can be sum-

marized by

φR
n1n2n3n4n5

= pn1n2n3n4n50 + pn1n2n3n4n51

pn1n2n3n4

,

φL
n0n1n2n3n4

= p′
0n0n1n2n3n4

+ p′
1n0n1n2n3n4

p′
n1n2n3n4

. (94)

This is reminiscent of the situation observed in RCA54 (see,
e.g., Ref. [39]): If the four spins at the edge are in the
configuration (n1n2n3n4), then the probability of finding the
virtual site to the right (or left) in the state n5 (or n0) is the
same as the conditional Gibbs probability of observing the
five-site configuration, given the knowledge of the state of
the first four sites. The construction proves that the equilib-
rium distribution of finite configurations can be equivalently
understood as a steady state of a boundary-driven system.
Note that this does not apply to dynamics. Starting with a
configuration on a finite subsection of the periodic lattice,
while assuming a random distribution elsewhere (as described
in Sec. IV A), evolving it in time and at the end averaging over
all the sites outside of the finite subsection we started with,
will give us a different distribution compared to taking the
same initial configuration and evolving it with the stochastic
boundaries.

The construction in this section represents a class of
nontrivial boundary propagators, for which the NESS is par-
ticularly simple. Generalizing boundary vectors to encode the
information about the sites close to the boundary (similarly
to the situation considered in Refs. [33,34]), might provide a
richer family of stochastic boundary propagators with nontriv-
ial NESS. However, this is beyond the scope of this paper and
the full classification of all possible solvable (or integrable)
boundaries remains an open question.

V. CONCLUSIONS

In this paper we have studied in detail the dynamics of
the RCA201 (Floquet-PXP) model, a classical deterministic
reversible cellular automaton. This model is to the classi-
cal PXP model (or one-dimensional two-spin facilitated FA
model) what the RCA54 is to the classical stochastic FA

model: a deterministic lattice system with periodic circuit-
dynamics with the same kinetic constraint of the correspond-
ing KCM. The study of these RCAs thus allows us to extend
our understanding of the consequences of constraints to
dynamics.

We have shown that the RCA201 (Floquet-PXP) model
is integrable. Its dynamics is fully determined by conserved
quasiparticles that propagate ballistically and interact via col-
lisions. As usual, integrability implies that many properties of
the model can be investigated exactly. Most notably, we have
calculated the exact nonequilibrium stationary state, which
takes the form of a low bond dimension MPS, under both
periodic and stochastic boundary conditions. The methods we
applied are similar to those employed to solve the RCA54
model. Note, however, that the RCA201 is a slightly more
complicated model. In particular, the stricter kinetic constraint
forces the dynamics to be always strictly out of equilibrium
due to the underlying period three cycling of its threefold
vacua (which implies the existence of probability currents
under all conditions).

Our work here opens the door for obtaining several other
exact results for the dynamics of the RCA201 (Floquet-PXP)
model, just like it was done recently for the RCA54. We
anticipate the following: (i) the exact large deviation statis-
tics of trajectory observables, cf., Ref. [34]; (ii) the exact
MPS form of the “time state”, that is, the probability vector
that encodes all time-correlators that are local in space, cf.,
Ref. [39]; (iii) construction of the MPS representation for the
time evolution of local observables and the explicit solutions
of the dynamical correlation functions and quench dynamics,
cf., Ref. [38]; and (iv) the properties of the dual system to the
RCA201 where propagation is in the space rather than time
direction, and the consequences of this duality, cf., Ref. [27].
We hope to report on some of these in the near future.

Note added. Recently, we became aware of Ref. [46],
which also considers the RCA201 (Floquet-PXP) model.
While focusing mostly on its quantum generalization,
Ref. [46] makes several observations about the classical
RCA201 (Floquet-PXP) model, notably its integrability due
the conserved quasiparticles, that coincide with the ones we
make also here (we refer the reader specifically to Appendix A
of Ref. [46]). In our paper here, however, we prove exactly
these and various other results.
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APPENDIX A: MPS FOR MAXIMUM ENTROPY STATE

When ξ = ω = 1 the MPS representation simplifies. In
particular, it can be equivalently expressed as

tr(V1V′
2 · · · V′

N )|ξ,ω→1 = tr(W1W2 · · · WN ), (A1)

where W0 and W1 are the following 2 × 2 matrices:

W0 =
[

1 1
0 0

]
, W1 =

[
0 0
1 0

]
. (A2)

To see that the two representations are equivalent, we first
introduce 4 × 2 and 2 × 4 matrices Q and R,

Q =
[

1 0 1 1
0 1 0 0

]
, R =

⎡
⎢⎣

1 0
0 1
1 0

−1 0

⎤
⎥⎦, (A3)

that map V (′)
n into a set of 2 × 2 matrices {Wn}n=0,1,

Wn = QVnR|ξ,ω→1 = QV ′
nR|ξ,ω→1. (A4)

Therefore, to prove the equivalence, we have to show that
the matrix product RQ can be inserted between every pair of
matrices on the left-hand side of (A1). This follows from the
following two relations that hold for any three-site configura-
tion (n1, n2, n3):

Vn1
V ′

n2
RQVn3

|ξ,ω→1 = Vn1
V ′

n2
Vn3

|ξ,ω→1,

Vn1
RQV ′

n2
RQVn3

|ξ,ω→1 = Vn1
RQV ′

n2
Vn3

|ξ,ω→1, (A5)

and the cyclic property of trace.
The stationarity of the right-hand side of Eq. (A1) can be

directly demonstrated by an analog of the three-site algebraic
relation (51), which in this case trivializes,

U(W1W2W3) = W1W2W3. (A6)

The reduced MPS can be understood as the maximum entropy
state in the restricted sector: every configuration is equally
likely, as long as there are no pairs of consecutive 1s.

APPENDIX B: DERIVATION OF THE TIME-AVERAGED
MAGNETIZATION DENSITY

For systems of finite size, the PBC ensure that the tra-
jectories are periodic, that is, they can be written as distinct
time-ordered subsets of configurations, referred to as orbits.
We can therefore generally define the time-averaged magneti-
zation density of a trajectory as the space- and time-averaged
sum over the sites of its orbit,

m = 1

Nl

N∑
i=1

l−1∑
t=0

n2t
i , (B1)

where l denotes the cardinality of the orbit (i.e., the periodic
length of the trajectory). It can be easily verified that in this
form the time-averaged magnetization density depends explic-
itly on the microscopic properties of the configurations due to
its dependence on the length of the trajectory. To formulate an
expression for m of the form given in (65) therefore requires

we derive some trajectory-invariant or characteristic length,
denoted by lQ, that is dependent only on the system size and
numbers of positive and negative quasiparticles.

With a little work, it can be demonstrated that the orbits of
the system can be partitioned into distinct subsets character-
ized by their numbers of positive and negative quasiparticles.
The sizes of the orbits of these subsets are compactly detailed
in the following table:

Q(2) Q(3) F = 0 F �= 0
0 0 3 −
0 k 4 3

2 N

j 0 2 3
2 N − 2Q+ − 2Q−

j k 1
2 N 1

2 N
(

3
2 N − 2Q+ − 2Q−)

, (B2)

where j, k > 0 are arbitrary positive integers. Here we intro-
duce the quasiparticle filling factor F , defined by

F = 4Q(2) + 8Q(3) (mod N ), (B3)

with Q(2) and Q(3) the numbers of pairs and triples of
quasiparticles, respectively, as defined in (68). Based on
these observations we postulate the following form for the
trajectory-invariant length:

lQ = 1

2
N

(
3

2
N − 2Q+ − 2Q−

)
, (B4)

which depends explicitly on the macroscopic properties of the
model but also divides the size of every class of orbit detailed
in (B2). This then allows us to write the time-averaged mag-
netization density as

mQ = 1

NlQ

N∑
i=1

lQ−1∑
t=0

n2t
i . (B5)

We briefly remark here that the values in (B2) are the
maximum sizes of the orbits as spatial symmetries of the
configurations (e.g., translational symmetries explicitly de-
pendent on the positions of the quasiparticles or sites)
facilitate orbits of fractional sizes. This is, however, irrelevant
as the sizes of these orbits will also be divisors of the length
lQ.

We now separate the NlQ sites in (B5) into three distinct
parts associated to the vacua, free quasiparticles and inter-
actions. Here, by “free quasiparticles” and “interactions” we
are explicitly referring to the sites in Fig. 5 colored greenor
red (medium or dark gray) and yellow (light gray), respec-
tively, with the vacua corresponding to the sites colored white.
Specifically, we have

NlQ = Nv + Nq + Ni, (B6)

where Nv , Nq, and Ni denote the number of vacua, free quasi-
particle, and interaction sites, respectively. Considering first
the sites associated to interactions, it follows directly from
the properties of the trajectory-invariant length that there are
exactly NQ+Q− interactions, that is, for a trajectory of length
lQ every positive quasiparticle interacts with every negative
quasiparticle N times. Noting that the interactions between
quasiparticles occupy three sites of the lattice then yields

Ni = 3NQ+Q−. (B7)
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FIG. 10. Staggered vacuum configurations. A schematic compar-
ing the vacua representation in Fig. 4 to the effective description of
staggered vacuum configurations. On the bottom, sites of the vacuum
are colored as in the scheme shown above with the remaining sites
belonging to the effective free quasiparticles and the interactions
respectively colored white and black for clarity. As per convention,
only the configurations at even t time steps are shown.

Focusing now on the free quasiparticles, it follows trivially
from the conservation laws that at each time step there are Q+
positive and Q− negative quasiparticles, respectively. Given
that each occupies two sites of the lattice, we have

Nq = 2lQQ+ + 2lQQ− − 4NQ+Q−, (B8)

where the final term prevents the double counting of inter-
acting quasiparticles. Finally, we consider the vacua which is
simply composed of the remaining sites,

Nv = NlQ − 2lQQ+ − 2lQQ− + NQ+Q−. (B9)

We now map these sites to an effective vacuum description,
similarly to that pictured in the middle diagram of Fig. 8,
which is characterized by staggered vacuum configurations.
By “staggered vacuum configurations”, we refer to sets of N
sites staggered over adjacent time steps that are exactly the
configurations of the vacuum trajectory detailed in Eq. (13),
as illustrated in Fig. 10. In this new representation, the sites
can again be separated into three parts,

NlQ = N ′
v + N ′

q + N ′
i , (B10)

where N ′
v denotes the number of sites associated to the

staggered vacua configurations while N ′
q and N ′

i denote the

number of remaining sites that effectively correspond to
free quasiparticles and interactions, respectively, as shown in
Fig. 10. Considering first the number of effective quasiparticle
sites, it is trivial to see that this is given by

N ′
q = 2

3 lQQ+ + 2
3 lQQ− − 4

3 NQ+Q−. (B11)

Similarly, the number of effective interacting quasiparticle
sites can easily be demonstrated to be

N ′
i = 4NQ+Q−. (B12)

Finally, the number of staggered vacuum configurations is
given by what remains, namely,

N ′
v = NlQ − 2

3 lQQ+ − 2
3 lQQ− − 8

3 NQ+Q−. (B13)

From here, we remark that the effective free quasiparticle
sites are always 0, while a third of the staggered vacuum
configuration sites and a quarter of the effective interaction
sites are 1. The magnetization MQ = NlQmQ can therefore be
expressed as

MQ = 1
3 NlQ − 2

9 lQQ+ − 2
9 lQQ− + 1

9 NQ+Q−. (B14)

Substituting in the characteristic length lQ and dividing
through by NlQ then yields the time-averaged magnetization
density, as given in Eq. (65). We can interpret this result more
intuitively be expressing mQ as

mQ = 1

3
− 2

9

Q+ + Q−

N
+ 1

9

Q+Q−

lQ
. (B15)

Here the first term is the time-averaged magnetization density
of the vacuum with the second and third terms representing
the perturbations to this due to the quasiparticles and their
interactions, respectively.

APPENDIX C: EQUIVALENCE OF THE TWO FORMS
OF THE PARTITION SUM

To prove the equivalence of the partition functions in
Eqs. (61) and (63), we first express the product of transfer
matrices as a recursion relation of the form

T K = T T K−1, (C1)

with matrix elements, denoted by T K
jk , given by

T K
jk =

4∑
i=1

TjiT
K−1

ik , (C2)

where to ease the notation we introduce the parameter K ,
defined as 2K = N . Substituting this parametrization into
Eq. (61) admits the following expression for the partition
function:

Z =
4∑

i=1

T K
ii . (C3)

Before searching for a solution to the system of equations
in (C2), we note that there is significant redundancy in the
components of the transfer matrix which we wish to elimi-
nate. Indeed, one can show that the elements of T K can be
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succinctly written in terms of just four free recursive parame-
ters,

T K
11 = T K

22 , T K
31 = T K

12 + ωT K
42 ,

T K
13 = T K

32 + ξT K
42 , T K

33 = T K
22 ,

T K
14 = ξT K

32 + ωT K
42 , T K

34 = ξT K
42 + ωT K

12 ,

T K
21 = T K

32 + ξT K
42 + ωT K

12 , T K
41 = T K

32 ,

T K
23 = T K

12 + ξT K
32 + ωT K

42 , T K
43 = T K

12 ,

T K
24 = ξT K

12 + ωT K
32 + ξωT K

42 , T K
44 = T K

22 − T K
42 , (C4)

which reduces (C2) into the remaining four relations,

T K
12 = T K−1

12 + ξT K−1
32 + ωT K−1

42 ,

T K
22 = ξT K−1

12 + T K−1
22 + ωT K−1

32 + ξωT K−1
42 ,

T K
32 = ωT K−1

12 + T K−1
32 + ξT K−1

42 ,

T K
42 = T K−1

22 . (C5)

Combining (C4) and (C5) provides an expression for the par-
tition function in terms of one recursive parameter,

Z = 4T K
22 − T K−1

22 , (C6)

which, using Eq. (C5), can be rewritten as a higher-order
recurrence relation,

T K
22 = 3T K−1

22 + (2ξω − 3)T K−2
22 + (1 − ξω)T K−3

22

+ (ξ 3 + ω3 − ξ 2ω2 − ξω)T K−4
22 . (C7)

To relate this expression for the partition function to
Eq. (63) it suffices to find a combinatoric form for T K

22 ,

T K
22 =

∑
{Q}

CK
Q ξQ+

ωQ−
, (C8)

where CK
Q is some combinatoric factor to be determined and

the set {Q} the set of tuples of positive and negative quasipar-
ticle numbers satisfying the constraints in Eqs. (16) and (66).
With a little work, one can show that the combinatoric term is
given by

CK
Q =

(
K − 1

3 Q+ − 2
3 Q−

Q+

)(
K − 1

3 Q− − 2
3 Q+

Q−

)
. (C9)

The partition function can then be rewritten as

Z =
∑
{Q}

(
4CK

Q − CK−1
Q

)
ξQ+

ωQ−
, (C10)

where to combine summations we have used the property that
the binomial coefficients vanish when Eq. (66) is not satisfied.
Utilizing the binomial identity

(n−1
k

) = n−k
n

(n
k

)
, we can express

CK−1
Q in terms of CK

Q , specifically,

CK−1
Q =

(
K − 2

3 Q+ − 4
3 Q−)(

K − 2
3 Q− − 4

3 Q+)
(
K − 1

3 Q+ − 2
3 Q−)(

K − 1
3 Q− − 2

3 Q+)CK
Q . (C11)

From here, with a simple substitution, we immediately see that
this expression for the partition function is exactly equivalent
to that in Eq. (64), where the combinatorial coefficients follow
directly as

4CK
Q − CK−1

Q = 1

mQ
CK

Q = �Q. (C12)
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We study the dynamics and statistics of the Rule 150 reversible cellular automaton (RCA). This is a one-
dimensional lattice system of binary variables with synchronous (Floquet) dynamics that corresponds to a bulk
deterministic and reversible discretized version of the kinetically constrained “exclusive one-spin facilitated”
(XOR) Fredrickson-Andersen (FA) model, where the local dynamics is restricted: A site flips if and only if its
adjacent sites are in different states from each other. Similar to other RCA that have been recently studied, such
as Rule 54 and Rule 201, the Rule 150 RCA is integrable, however, in contrast is noninteracting: The emergent
quasiparticles, which are identified by the domain walls, behave as free fermions. This property allows us to solve
the model by means of matrix product ansatz. In particular, we find the exact equilibrium and nonequilibrium
stationary states for systems with closed (periodic) and open (stochastic) boundaries, respectively, resolve the
full spectrum of the time evolution operator and, therefore, gain access to the relaxation dynamics, and obtain
the exact large deviation statistics of dynamical observables in the long-time limit.

DOI: 10.1103/PhysRevE.105.034124

I. INTRODUCTION

In this paper we study the Rule 150 reversible cellular
automaton (RCA) and solve many of its dynamical properties
exactly. The model is defined on a one-dimensional lattice
of sites of binary variables with deterministic and reversible
discrete classical “circuit” dynamics. The naming of this RCA
is due to the classification introduced in Ref. [1], according to
the specific dynamical rule.

The Rule 150 RCA is similar in many respects to other
recently studied RCA, specifically, Rule 54 [2–12] (for a
review see Ref. [13]) and Rule 201 [14,15]: (i) its dynamics is
defined in terms of local space and time reversible gates ap-
plied periodically (in this sense it can be thought of as a driven
Floquet system); (ii) the local dynamical rules impose kinetic
constraints similar to those of known stochastic kinetically
constrained models (KCM [16–18]), particularly, variations
of the Fredrickson-Andersen (FA) model: the “exclusive one-
spin facilitated” FA (XOR-FA) model [19] in the case of Rule
150, and the “one-spin facilitated” FA (FA or OR-FA) [20]
and “two-spin facilitated” FA (PXP or, simply, AND-FA) [21]
models, respectively, for Rules 54 [5] and 201 [15]; and (iii)
the Rule 150 RCA is integrable [22], but in contrast to Rules
54 and 201, its quasiparticles are noninteracting [8].

Properties (i) and (ii) mean that the Rule 150 RCA can
alternatively be called the “Floquet-XOR-FA” model, as Rules
54 and 201 can, respectively, be called the Floquet-FA [7] and
Floquet-PXP [15]. Property (iii) implies that we can readily
solve the Rule 150 RCA exactly, whereby the noninteracting

*Corresponding author: joseph.wilkinson@nottingham.ac.uk

nature of the emergent quasiparticles makes the solutions sim-
pler than those for Rules 54 and 201. This is precisely what we
do here using matrix product ansatz. We consider the cases for
periodic boundary conditions, for which the overall dynamics
is completely deterministic, and open boundary conditions,
where the dynamics becomes stochastic at the boundaries. We
find the exact stationary states, for systems both in and out of
equilibrium, obtain closed expressions for the complete spec-
trum of the Markov operator generating time evolution and,
subsequently, resolve the relaxation dynamics, and compute
the exact large deviation statistics for long-time dynamical
observables.

The study of RCA models like Rules 150, 54, and 201
relates to several other areas of interest. The first of these is
slow dynamics due to physical constraints. Stochastic kinet-
ically constrained models (KCM) [20,23–25] (for a detailed
review, see Refs. [16–18]) are simple models for the kind
of slow dynamically heterogeneous relaxation of classical
glasses. Given that these RCA can be considered to be dis-
crete, deterministic, and reversible counterparts to KCM, a
natural question is to what extent they share features with
those constrained models, for example, with the existence
of phase transitions in their dynamical large deviations. This
helps us to understand which properties are determined by
kinetic constraints compared to those governed by the nature
of the dynamics (e.g., stochastic versus deterministic and in-
tegrable versus ergodic). The second related area are “circuit”
systems of the brick-wall type, where dynamics is defined
in terms of local gates applied synchronously throughout the
system. Recently, this has become a much studied problem in
the fields of quantum many-body physics, where the gates cor-
respond to either unitary or dissipative transformations, as the

2470-0045/2022/105(3)/034124(32) 034124-1 ©2022 American Physical Society
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cellular automata can be used as tractable systems to address
questions regarding, for example, entanglement growth, local-
ization, operator spreading, chaos, and integrability [26–34].
In particular, circuit models exhibiting space-time duality are
specially amenable to analytic solutions [10,29,35,36]. The
third related area is that of quantum KCM for the exploration
of issues associated to quantum relaxation, nonergodicity, and
nonthermal eigenstates [37–40].

The main objective of this paper is to provide a clear,
comprehensive, and self-contained study of the dynamics of
the Rule 150 RCA. The simplicity of the model allows us
to present numerous exact results (e.g., the stationary states,
dynamical spectrum, and large deviations) which, for the
more complex Rules 54 and 201, required several separate
articles. In that sense, this current paper serves as an entry
point for studying integrable RCA. The paper is organized
as so. In Sec. II, we introduce the model and define the
discrete dynamics. In Secs. III and IV, we find the exact solu-
tion for the stationary states under closed periodic and open
stochastic boundary conditions. In Sec. V, we obtain exact
analytic expressions for the entire spectrum of the stochastic
time evolution operator and study the relaxation dynamics of
the system in both the thermodynamic and long-time limits.
Section VI then presents the exact dynamical large devia-
tion statistics of space and time extensive observables, while
Sec. VII provides our conclusions and several appendices
contain miscellaneous other directly related results.

II. MODEL

In this section we introduce and define the model that we
study throughout this paper.

A. Dynamics

We consider a system, defined on a (1 + 1)-dimensional
discrete square space-time lattice of even size 2N of sites
of binary variables. We identify the position in space of a
site on the lattice by x, with x = 1, 2, . . . , 2N , and denote
its associated value or state by nx = 0, 1. At discrete time t ,
the configuration nt of the system is represented by a binary
string,

nt ≡ (
nt

1, nt
2, . . . , nt

2N

) ∈ {0, 1}2N , (1)

where the site x at time t is referred to as being empty (or
unexcited) if nt

x = 0 and occupied (or excited) if nt
x = 1. We

assume the system is initially closed and has periodic bound-
ary conditions, imposed by setting nt

x+2N ≡ nt
x.

The time evolution of the system is defined in discrete
time and consists of two distinct time steps. In the first,
n2t → n2t+1, referred to as the even time step, only sites with
even index are updated, that is, sites with odd index are left
unaltered, whereas in the second, n2t+1 → n2t+2, the odd time
step, only sites with odd index are updated. A full step of
time evolution, n2t → n2t+2, is then defined by the compo-
sition of an even and odd time step, respectively. This discrete
staggered dynamics is generated by the local space-time (or
“parity” [41]) mapping,

nt+1
x =

{
f t
x , x + t = 0 (mod 2),

nt
x, x + t = 1 (mod 2), (2)

FIG. 1. Time evolution. Schematic representation of the discrete
time evolution of 2N = 4 sites of the lattice under one full step of
time evolution (i.e., two successive time steps). In the first time step,
referred to as the even time step, only the sites with even spatial
indices x are updated, while during the second, the odd time step,
only odd indexed sites are updated. Blue and purple borders indicate
which sites have been updated by the local three-site function f t

x in
the even and odd time steps, respectively.

where we have introduced the shorthand notation,

f t
x ≡ f

(
nt

x−1, nt
x, nt

x+1

)
, (3)

to denote a three-site function acting on site x at time t .
The dynamics is given by the discrete, deterministic, and
reversible Rule 150 reversible cellular automaton (RCA),
identified by the local update rule,

f t
x = nt

x−1 + nt
x + nt

x+1 (mod 2). (4)

It is convenient to represent the time evolution of the lat-
tice geometrically, as shown schematically in Fig. 1. It then
follows that the local update rule in Eq. (4) can be expressed
diagrammatically, as illustrated in Fig. 2, by representing
the empty and occupied sites with white and black squares,
respectively, where the squares on the left of each diagram
correspond to the local subconfigurations of sites at time t ,
i.e., (nt

x−1, nt
x, nt

x+1), while the squares on the right are the
same subset of sites at t + 1, that is, after the local update rule
Eq. (4) acts on the triplet of sites, i.e., (nt+1

x−1, nt+1
x , nt+1

x+1) ≡

FIG. 2. Rule 150. Illustration of the Rule 150 cellular automaton,
as defined in Eq. (4), where white and black squares represent empty
and occupied sites, respectively. In each diagram, only the central
site is updated by the local three-site update rule f t

x , as indicated by
the orange borders. Note also the discrete local symmetries of the
model: spatial-inversion (“up-down”), time-reversal (“left-right”),
and particle-hole (“black-white”).
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(nt
x−1, f t

x , nt
x+1). In addition to efficiently representing the

discrete dynamics of Rule 150, Fig. 2 also illustrates the
local symmetries exhibited by the model. Explicitly, a spatial-
inversion symmetry,

f
(
nt

x−1, nt
x, nt

x−1

) = f
(
nt

x+1, nt
x, nt

x−1

)
, (5)

a time-reversal symmetry,

nt
x = f

(
nt

x−1, f
(
nt

x−1, nt
x, nt

x+1

)
, nt

x+1

)
, (6)

and a particle-hole symmetry,

f
(
nt

x−1, nt
x, nt

x−1

) = 1 − f
(
1 − nt

x−1, 1 − nt
x, 1 − nt

x+1

)
, (7)

which, respectively, manifest through the invariance of the
local dynamics under the exchange of sites x − 1 ↔ x + 1,
times t − 1 ↔ t + 1, and variables 0 ↔ 1.

From a dynamical perspective, the local update Eq. (4)
can be understood as a kinetic constraint whereby a site
flips if and only if one of the sites adjacent to it is empty,
with the other occupied. We can, therefore, interpret Rule
150 as a discrete, deterministic, and reversible version of
the “exclusive one-spin facilitated” Fredrickson-Andersen (or
XOR-FA) model [8,19,20]. This contrasts the “one-spin fa-
cilitated” Fredrickson-Andersen (FA) model associated to the
extensively studied Rule 54 RCA [2–5,7–11,42]: a site can flip
if either of its nearest neighboring sites are occupied. As the
map (2) is applied periodically, we refer to the dynamics as
Floquet, hence, the Floquet-XOR-FA model.

B. Statistical states

The statistical states of the system are defined as proba-
bility distributions over the set of configurations n, and are
represented by vectors in (R2)⊗2N ,

pt =
∑

n

pt
nen, en =

2N⊗
x=1

enx , (8)

where e0 and e1 are basis vectors in R2, and the nonnegative
and normalized components,

pt
n � 0,

∑
n

pt
n = 1, (9)

correspond to the probabilities of the configurations n at
time t , given by the binary representation of the integer,
n = ∑2N

x=1 22N−xnx. The probabilities over the configurations
can then be written equivalently as

pt
n ≡ pt

n ≡ pt
n1,n2,...,n2N

. (10)

The time evolution of the statistical states is defined locally
in terms of an 8 × 8 permutation matrix U acting on the vector
space (R2)⊗3 (i.e., three sites of the lattice) that encodes the
local update rule in Eq. (4),

[U ]mx−1mxmx+1,nx−1nxnx+1
= δmx−1,nx−1δmx, fx δmx+1,nx+1 . (11)

Explicitly, the local time evolution operator is given by

U =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
1

1
1

1
1

1
1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (12)

which we remark is symmetric and involutory and, therefore,
orthogonal,

U = U T = U −1, U 2 = 1⊗3, (13)

where 1 is the 2 × 2 identity matrix acting on the space R2

(i.e., a single site of the lattice).
The full time evolution of the state pt is then given by the

discrete Floquet master equation,

pt+1 =
{
UE pt , t = 0 (mod 2),
UO pt , t = 1 (mod 2), (14)

where UE and UO are products of local operators acting on
even and odd sites on the even and odd time steps, respectively
[cf. Eq. (2)],

UE =
N∏

x=1

U2x, UO =
N∏

x=1

U2x−1, (15)

with the shorthand notation Ux introduced to denote the local
operator U acting nontrivially on the site x,

Ux = 1⊗(x−2) ⊗ U ⊗ 1⊗(2N−x−1). (16)

Notice that while Ux acts on just three adjacent sites of the
lattice (x − 1, x, x + 1) it only affects site x and so satisfies
the following compatibility conditions,

[U2x,U2x+2 j] = 0, [U2x−1,U2x+2 j−1] = 0, (17)

which implies that the order in which the Ux are applied in the
even and odd time steps is irrelevant. Additionally, the discrete
local symmetries of the update Eq. (4) guarantee that the
time evolution operator U satisfies the following symmetry
conditions,

[U, �J] = 0, �J = [JS, JT, JP], (18)

where the 8 × 8 matrices JS, JT, and JP are, respectively, the
generators of the spatial-inversion, time-reversal, and particle-
hole symmetries [cf. Eqs. (5), (6), and (7)], which are given
explicitly in Appendix A. Theses subsequently manifest in the
dynamics of the Floquet operator,

U ≡ UOUE, (19)

in terms of a combination of a spatial-inversion and time-
reversal symmetry, reminiscent of the associated symmetries
of the local time evolution operator U , and a similar particle-
hole symmetry. Explicitly,

[U ,JST] = 0, [U ,JP] = 0, (20)

where JST ≡ JSJT and JP are the respective generators of the
symmetries. Moreover, the dynamics of the model exhibits a
further number-parity symmetry,

[U ,JN] = 0, (21)
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FIG. 3. Dynamics. An example of the discrete time evolution of
a random initial configuration with periodic boundary conditions. We
intuitively interpret the pairs of adjacent sites located at the interfaces
between sets of empty and occupied sites (i.e., , ) as up- and
down-moving quasiparticles that are noninteracting and propagate
ballistically with velocities of v± = ±1, respectively. Notice that
after colliding, the sites of the quasiparticles are exchanged (i.e.,

↔ ).

which conserves the parity of the number of excited sites. For
more details on the symmetries, see Appendix A.

C. Quasiparticles

The graphical representation for the model introduced in
Fig. 1 immediately offers an intuitive interpretation of the
discrete dynamics in terms of up- and down-moving quasi-
particles (see, e.g., Fig. 3), which propagate ballistically with
constant velocities of v± = ±1 and interact trivially with-
out scattering. We can, therefore, interpret the model as a
discretized Fermi gas (i.e., an ensemble of noninteracting
fermions in discrete space and time). The quasiparticles, or
solitons, are identified as pairs of adjacent sites located at the
interfaces between sets of empty and occupied sites (i.e., the
domain walls), as highlighted in Fig. 3. Specifically,

(22)

Whether a quasiparticle is positive (i.e., an up-mover) or nega-
tive (i.e., down-mover) depends explicitly on the parity of the
sum of the space and time indices, as succinctly detailed by
the following expression:

(nt
x, 1 − nt

x ) ≡
{

negative, x + t = 0 (mod 2),
positive, x + t = 1 (mod 2). (23)

It then follows that quasiparticles only collide if they have
opposite velocities. Specifically, the interactions between
quasiparticles are necessarily two-body, involving exactly one
up-mover and one down-mover, and are given by the partial
overlap of the subconfigurations representing the positive and

negative quasiparticles. Explicitly,

(24)

The remaining sites between quasiparticles, namely, the sub-
sets of empty and occupied sites,

(25)

are then collectively referred to as vacua.
Due to the even system size and periodic boundaries, the

numbers of positive and negative quasiparticles in a configura-
tion are constrained and, therefore, must satisfy the following
identity:

N+
n − N−

n = 0 (mod 2), (26)

where N+
n and N−

n count the total number of positive and
negative quasiparticles, respectively, in the configuration n. To
prove this, we introduce a graph representation for the lattice
and demonstrate that all closed walks, which correspond to the
configurations, are composed of cycles that necessarily satisfy
the physical constraint Eq. (26). The details of this proof are
presented in Appendix B.

III. EQUILIBRIUM STATIONARY STATES FOR PERIODIC
BOUNDARY CONDITIONS

A particularly interesting family of macroscopic states
are those invariant under time evolution. In this section, we
consider the equilibrium stationary states (ESS). The sim-
plest class of ESS, as we will show, can be constructed by
introducing a pair of chemical potentials associated to the
quasiparticles of each species which are conjugate to the
numbers of positive and negative quasiparticles that are con-
served by the deterministic dynamics and periodic boundary
conditions (PBC). We demonstrate that these stationary states
correspond to generalized Gibbs states, which we show can
be expressed in two equivalent forms. Namely, using a patch
state ansatz (PSA) and as a matrix product state (MPS), as
was done for Rule 54 in Refs. [2] and [4], respectively. The
principal benefit of the PSA is in its intuitive construction,
which only requires that the states be stationary and exhibit
short-range correlations. Moreover, it facilities a rigorous
derivation for an efficient MPS representation of the state,
which manifests a highly versatile algebraic structure that
explicitly demonstrates the stationarity of the states without
relying on the prior equivalence to the PSA.

A. Patch state ansatz

Given the staggering of the discrete time evolution, we
require the stationary states to map into themselves after a
full step of time evolution (i.e., a consecutive even and odd
time step). Therefore, each ESS is associated to two vectors,
p and p′, which correspond to the even and odd time steps,
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respectively,

UE p = p′, UO p′ = p. (27)

For closed systems with period boundary conditions, the dy-
namics is reversible and so the conditions for time invariance
Eq. (27) can be recast as

UE p = UO p. (28)

We now propose the following patch state ansatz, similar to
those introduced for Rule 54 [2] and Rule 201 [15], for the
components pn of the stationary state p, that can be straight-
forwardly demonstrated to be the simplest ansatz of this form.
Namely, the staggered product of 2N rank 2 tensors exhibiting
short-range correlations,

pn = 1

Z
(Xn1,n2Yn2,n3 · · · Xn2N−1,n2N Yn2N ,n1 ), (29)

where Xnx,nx+1 and Ynx,nx+1 are the rank 2 tensors to be
determined, and Z is the partition function given by the nor-
malization.

To ensure that the stationarity condition Eq. (28) is sat-
isfied, the following equality must hold for each and every
configuration n:

Xn1, f2Yf2,n3 · · · Xn2N−1, f2N Yf2N ,n1

= Xf1,n2Yn2, f3 · · · Xf2N−1,n2N Yn2N , f1 . (30)

For N > 1, this set of equations is highly degenerate and
overdetermined, and simplifies to the following conditions for
the scalar components:

X00Y00 = X11Y11, X01Y10 = X10Y01. (31)

We recall that the probabilities pn are normalized by the par-
tition function Z and so we are free to set X00Y00 = 1 which,
together with Eq. (31), implies

X00Y00 = X11Y11 = 1. (32)

Furthermore, we note that the scalar components are deter-
mined up to the following gauge transformation:

Xnx,nx+1 	→ gnx Xnx,nx+1 h−1
nx+1

,

Ynx,nx+1 	→ hnxYnx,nx+1 g−1
nx+1

,
(33)

which, together with the normalization in Eq. (32), allows us
to choose the following gauge,

X00 = Y00 = X01 = Y01 = 1. (34)

Combining the solutions to the system of Eqs. (31) with the
chosen normalization Eq. (32) and gauge Eq. (34) yields the
following two-parameter family of solutions:

X00 = 1,

X01 = 1,

X10 = ξω,

X11 = ω

ξ
,

Y00 = 1,

Y01 = 1,

Y10 = ξω,

Y11 = ξ

ω
,

(35)

where ξ and ω are spectral parameters which, due to the
nonnegativity and normalizability of the probabilities pn, are
strictly positive (i.e., ξ, ω ∈ R+).

The conditions for stationarity Eq. (27), together with the
solutions Eq. (35) imply that p′, that is, the stationary state

associated with the odd time step, takes on a form similar to
p, but with the patch tensors exchanged. Explicitly,

p′
n = 1

Z

(
Yn1,n2 Xn2,n3 · · ·Yn2N−1,n2N Xn2N ,n1

)
. (36)

We remark that interchanging the roles of the patch state ten-
sors Xnx,nx+1 ↔ Ynx,nx+1 is equivalent to exchanging the spectral
parameters ξ ↔ ω, and, therefore the states p ↔ p′. Hence,
the PSA preserves the symmetry of the model, specifically,
shifting the state one site in space is equivalent to evolving the
state one step in time.

B. Conserved charges

The parametrization chosen for the tensors in Eq. (35) is
arbitrary. However, these solutions exhibit a physically intu-
itive form, whereby the spectral parameters ξ and ω can be
expressed in terms of thermodynamic quantities,

ξ = exp (−μ+), ω = exp (−μ−), (37)

with μ± the chemical potentials associated to the positive and
negative quasiparticles, respectively. To demonstrate this, we
utilize the gauge freedom to transform the patch state tensor
solutions into an equivalent form. Explicitly, we choose the
gauge transformation

g0 = 1,

g1 = 1

ω
,

h0 = 1,

h1 = 1

ξ
,

(38)

which, by Eq. (35), yields

X00 	→ 1,

X01 	→ ξ,

X10 	→ ξ,

X11 	→ 1,

Y00 	→ 1,

Y01 	→ ω,

Y10 	→ ω,

Y11 	→ 1.

(39)

It follows from Eq. (23) that the number of each species of
quasiparticle within a configuration n can be determined by
the counts of the two site subconfigurations (0, 1) and (1, 0).
Therefore, the newly parametrized solutions imply that the
components pn of the stationary states p can be distributed
according to a grand canonical ensemble,

pn = 1

Z
ξN+

n ωN−
n , (40)

where the numbers of positive and negative quasiparticles N±
n

in the configurations n can be calculated directly by taking
the logarithmic derivatives of the (unnormalized) probability
components pn of the PSA. Explicitly,

N+
n = d

d ln ξ
ln

N∏
x=1

Xn2x−1,n2x ,

N−
n = d

d ln ω
ln

N∏
x=1

Yn2x,n2x+1 ,

(41)
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TABLE I. Locally conserved charges. The number of locally
conserved charges #r with support r, obtained numerically by solving
the sets of equations in Eq. (43) with rank r tensors.

r 2 3 4 5 6 7 8 9

#r 2 2 4 4 8 8 16 16

which can equivalently be written as extensive sums over the
locally conserved charges as

N+
n =

N∑
x=1

d

dξ
Xn2x−1,n2x ,

N−
n =

N∑
x=1

d

dω
Yn2x,n2x+1 .

(42)

It follows straightforwardly that the positive and negative
quasiparticles are exactly the elementary local charges of the
Floquet-XOR-FA model. Still, they do not represent a com-
plete set of local charges. Indeed, it can be readily shown
that PSA tensors with ranks r > 2 yield similarly conserved
charges that correspond to localized groups of noninteracting
quasiparticles of the same species. Solving an equivalent set
of equations to Eq. (30), explicitly,

pn = 1

Z

(
Xn1,...,nrYn2,...,nr+1 · · ·Yn2N ,...,nr−1

)
, (43)

we observe that the Floquet-XOR-FA model possesses an
exponential number of locally conserved charges, as can be
seen in Table I. We can then immediately deduce that the
number of groups of noninteracting quasiparticles of the same
species with support r, denoted by #r , reads

#r = 2


 r
2 �∑

k=1

(
 r
2� − 1

k − 1

)
= 2(2
 r

2 �−1) = 2
 r
2 �, (44)

where k counts the number of quasiparticles of the same
species in the localized group with support r. Intuitively,
this can be understood simply as following directly from the
physical properties of the quasiparticles. Specifically, the ex-
pression for #r counts the total number of ways of arranging
k quasiparticles of the same species of size 2 on r sites for
k = 1, . . . , 
 r

2� for each species of quasiparticle.

C. Matrix product ansatz

As with Rules 54 [4] and 201 [15], the stationary states can
equivalently be expressed in terms of matrix product states,

pn = 1

Z
Tr

(
Vn1Wn2 · · ·Vn2N−1Wn2N

)
, (45)

where Vnx and Wnx are matrices to be determined, and Z is
the partition function. To efficiently derive the exact MPS
construction and present the versatile algebraic cancellation
scheme that explicitly demonstrates the stationarity of the
states, it will prove convenient to introduce the following
vectors of matrices, which correspond to the physical sites of
the lattice,

V x =
[
V0

V1

]
, W x =

[
W0

W1

]
. (46)

Using these vectors of matrices, we can compactly rewrite the
stationary state p using tensor product notation,

p = 1

Z
Tr[V 1W 2 · · ·V 2N−1W 2N ], (47)

where the subscripts denote which elementary space R2, i.e.,
which site x of the lattice, of the tensor product the vector is
an element of. Formally, Eq. (47) reads

p = 1

Z
Tr(V ⊗ W ⊗ · · · ⊗ V ⊗ W ); (48)

however, we choose to use explicit notation with the site
subscripts for clarity.

To exactly construct the MPS from the PSA, we introduce
a two-dimensional auxiliary space which allows us to define
Vnx and Wnx as 2 × 2 matrices, whose nonzero components are
given by the PSA tensors,

[Vnx ]nx,nx+1 ≡ Xnx,nx+1 ,

[Wnx ]nx,nx+1 ≡ Ynx,nx+1 ,
(49)

which gives the following general class of 2 × 2 matrices,

V0 =
[

X00 X01

0 0

]
,

V1 =
[

0 0
X10 X11

]
,

W0 =
[
Y00 Y01

0 0

]
,

W1 =
[

0 0
Y10 Y11

]
.

(50)

Note that, by construction, Eq. (49) ensures equivalence be-
tween the MPS and PSA representations of the ESS,

Tr(Vn1 · · ·Wn2N ) ≡ Xn1,n2 · · ·Yn2N ,n1 . (51)

Explicitly, the matrices Vnx and Wnx read

V0 =
[

1 ξ

0 0

]
,

V1 =
[

0 0
ξ 1

]
,

W0 =
[

1 ω

0 0

]
,

W1 =
[

0 0
ω 1

]
.

(52)

While the stationarity of the state p is directly implied by
the equivalence between the two representations, the MPS is
unique in that it exhibits an algebraic structure that allows us
to explicitly demonstrate the stationarity. Namely, the matri-
ces satisfy a cubic algebraic relation,

Ux[V x−1W xV x+1S] = V x−1SV xW x+1, (53)

which compactly encodes the matrix product identities,

Vnx−1WfxVnx+1 S = Vnx−1 SVnxWnx+1 , (54)

obtained by explicitly writing out the physical space vectors
in terms of their auxiliary space matrices. Here, we have
introduced the delimiter matrix,

S = 1

(1 − s−)(1 + s+)

[
1 − ξω ω − ξ

ω − ξ 1 − ξω

]
, (55)

which is defined by the bulk algebraic relations Eq. (54), with
the parameters s± equal to either of the spectral parameters
(i.e., s+ = ξ or ω and s− = ξ or ω). We can easily demon-
strate that the inverse of the delimiter matrix S is given by
exchanging the spectral parameters,

S−1(ξ, ω) ≡ S(ω, ξ ). (56)
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Noticing that the MPS bulk matrices Vnx and Wnx are similarly
given by an exchange of parameters,

Wnx (ξ, ω) = Vnx (ω, ξ ), (57)

immediately implies a dual-relation,

Ux[W x−1S−1W xV x+1] = W x−1V xW x+1S−1, (58)

which explicitly encodes the following identities:

Wnx−1 S−1WfxVnx+1 = Wnx−1VnxWnx+1 S−1. (59)

Before setting s±, we must consider the cases ξ → 1 and
ω → 1 where the delimiter matrix and its inverse are not
well defined. However, we can trivially demonstrate that the
matrix products Vnx S and Wnx S

−1 are well defined and finite
in the limits ξ → 1 and ω → 1, respectively, if s− = ξ . The
following discussion, therefore, holds for all ξ, ω ∈ R+, as
required Eq. (9). From here, we are free to set s+ = ξ such
that the matrix products trivialize,

Vnx S = Wnx , Wnx S
−1 = Vnx . (60)

For the special case where ξ = ω = 1, the states p and p′
converge to the maximum entropy state: the state for which
the probabilities of every configuration are equally likely. In
this limit, the MPS representation for the ESS simplifies, as
detailed in Appendix C.

Akin to the situation for the PSA, the stationary state p′,
corresponding to the odd time step, takes an identical form
to the even time step stationary state p, but with the spectral
parameters exchanged ξ ↔ ω which equates to exchanging
the physical space vectors V x ↔ W x,

p′ = 1

Z
Tr[W 1V 2 · · ·W 2N−1V 2N ]. (61)

Explicitly, the components p′
n of the ESS p′ read

p′
n = 1

Z
Tr

(
Wn1Vn2 · · ·Wn2N−1Vn2N

)
. (62)

The stationarity conditions Eq. (27) then follow directly from
the algebraic relations in Eqs. (53) and (58).

To prove the first of the conditions Eq. (27), we insert SS−1

between the matrices Vn1 and Wn2 and apply the local time
evolution operator U2N while utilizing Eq. (54),

UE p = U2 · · ·U2N Tr[V 1SS−1W 2 · · ·V 2N−1W 2N ],

= U2 · · ·U2N−2Tr[W 1S−1W 2 · · ·V 2N−1SV 2N ].
(63)

We then continually apply the local time evolution operators
Ux, in order, each shifting the delimiter matrix S two sites to
the left, until we are left with the following:

UE p = U2Tr[W 1S−1W 2V 3SV 4 · · ·W 2N−1V 2N ],

= Tr[W 1V 2W 3S−1SV 4 · · ·W 2N−1V 2N ],
(64)

where, to obtain the second equality, we utilized the dual-
relation in Eq. (58), together with the property that the time
evolution operators are involutory (i.e., U 2 = 1⊗3). Noting
that extracting the product S−1S yields the ESS p′ proves
the stationarity in Eq. (27). The second condition then fol-
lows directly from the first by taking advantage of Eqs. (56)
and (57).

D. Partition function

As demonstrated in Sec. III A, the components of the sta-
tionary states pn are distributed according to a simple grand
canonical ensemble,

pn = 1

Z
exp (−μ+N+

n − μ−N−
n ), (65)

where the spectral parameters ξ and ω are given in terms of
the chemical potentials μ± associated to the numbers of quasi-
particles N±

n in the configuration n Eq. (37). It then follows
directly from the normalization of the MPS representation of
the state p, that the corresponding grand canonical partition
function can be written as a sum over the trace of the product
of the MPS auxiliary matrices. That is,

Z =
∑

n

Tr
(
Vn1Wn2 · · ·Wn2N

) ≡ Tr(T N ), (66)

where, to obtain the second expression, we have used the
linearity of the trace, and for ease of notation, introduced
the transfer matrix T , defined as the sum of all products of
auxiliary matrices on two adjacent sites,

T = (V0 + V1)(W0 + W1) =
[

1 + ξω ω + ξ

ω + ξ 1 + ξω

]
. (67)

Similarly, it follows directly from the normalization of
Eq. (40) that Z can equivalently be expressed explicitly in
terms of a sum over the spectral parameters exponentiated by
their respective quasiparticle numbers,

Z =
∑

n

ξN+
n ωN−

n ≡
∑
N±

�(N, N+, N−)ξN+
ωN−

, (68)

where, in the second expression, we have introduced the
counting function � which counts the number of distinct con-
figurations with N+ positive and N− negative quasiparticles.
More precisely, � takes the following combinatoric form,

�(N, N+, N−) = 2

(
N

N+

)(
N

N−

)
. (69)

Additionally, we have introduced the shorthand notation for
the index of summation N± to denote the set of pairs of
numbers of positive and negative quasiparticles that satisfy the
constraint Eq. (26), imposed by the even system size and PBC,
and the following inequalities manifesting from the finite size
of the quasiparticles,

0 � N± � N, (70)

which are implicitly given by the following binomial identity,(n<k
k

) = 0. To prove that Eq. (69) really counts the total num-
ber of configurations of even size 2N with N+ positive and
N− negative quasiparticles, it is sufficient to show that the two
forms of the grand canonical partition function Eqs. (66) and
(68) are equivalent. An explicit proof of this equivalence, as
well as a qualitative derivation of the counting function from
physical arguments, is given in Appendix D.

In the thermodynamic limit (i.e., N → ∞), the expression
for the grand canonical partition function in Eq. (68) can be
rewritten in terms of an integral over the densities of positive
and negative quasiparticles,

n± ≡ lim
N→∞

N±

N
, (71)
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such that it reads

Z ≡ lim
N→∞

Z =
∫∫ 1

0
dn+dn− exp (−NF ), (72)

where F can be interpreted as a free energy density. More
precisely, the free energy density is defined as

F = μ+n+ + μ−n− − S, (73)

where the entropic term S corresponds to an entropy density,
which comes from the counting of degenerate configurations
(i.e., states with equivalent numbers of positive and negative
quasiparticles) and is obtained by applying the Stirling ap-
proximation to Eq. (69). Explicitly,

S = −[n+ ln n+ + (1 − n+) ln (1 − n+)

+ n− ln n− + (1 − n−) ln (1 − n−)], (74)

which has the form of an entropy density of mixing of the
quasiparticles, subject to the constraints Eqs. (26) and (70).

IV. NONEQUILIBRIUM STATIONARY STATES FOR
STOCHATIC BOUNDARY CONDITIONS

As demonstrated in Sec. III, the dynamics of the model
with PBC is entirely deterministic and reversible, and is
integrable (i.e., the system exhibits conserved quantities,
possesses an algebraic geometry, and is exactly solvable),
which necessarily implies that the system is nonergodic. The
configuration space is reducible under the dynamics and is
composed of dynamically disconnected subspaces (i.e., the
orbits, or trajectories, of the dynamical system). The number
of ESS of the periodic system is, therefore, numerous and
highly degenerate. To make the dynamics ergodic we impose
stochastic boundary conditions (SBC) by considering a chain
of finite size coupled to stochastic reservoirs that inject and
eject quasiparticles, as was done for Rule 54 (see Refs. [2–4])
and Rule 201 (see Ref. [15]). We start by taking the MPS
representation of the ESS for a system with PBC and use it
to express the probability distribution of a finite subsection of
the chain in the large system size, or thermodynamic, limit
(i.e., N → ∞). We demonstrate that the resulting state can
be understood as a nonequilibrium stationary state (NESS) of
the finite Markov chain with stochastic boundaries that cre-
ate and destroy the quasiparticles with rates compatible with
the chemical potentials μ± of the Gibbs state in Sec III. We
proceed to show that the generator of the dynamics (i.e., the
Markov operator) is irreducible and aperiodic, which implies
the uniqueness of the NESS, and the asymptotic approach
toward it from any initial state. The dynamics is, therefore,
ergodic and mixing.

A. Asymptotic states

We consider a closed system of even size 2M with PBC
that is assumed to be in an ESS given by the parameters ξ and
ω as in Sec. III. The stationary probabilities of a subsection of
the chain of even length 2N � 2M are then given by summing
over the probabilities corresponding to the configurations with
the same 2N sites,

p(2M )
n1,...,n2N

=
∑

n2N+1,...,n2M

1

Z
Tr

(
Vn1 · · ·Wn2M

)
. (75)

Utilizing the transfer matrix T , defined as the sum of all
products of matrices on two adjacent sites [see Eq. (67)], the
state vectors p(2M ) can be written succinctly as

p(2M ) = Tr(V 1W 2 · · ·V 2N−1W 2N T M−N )

Tr(T M )
. (76)

We then define the state of the subsystem, of fixed even size
2N , as the large system size limit (i.e., M → ∞) of the prob-
ability distribution p(2M ),

p ≡ lim
M→∞

p(2M ) = 〈l|V 1W 2 · · ·V 2N−1W 2N |r〉
χN 〈l|r〉 , (77)

where p denotes the asymptotic probability distribution of
the open subsystem of size 2N . Here, we have introduced χ

which denotes the leading eigenvalue of T with |r〉 and 〈l| the
corresponding right and left eigenvectors,

T |r〉 = χ |r〉, 〈l|T = χ〈l|. (78)

Explicitly, the leading eigenvalue is given by

χ = (1 + ξ )(1 + ω), (79)

while the associated right and left eigenvectors read

|r〉 = r

[
1
1

]
, 〈l| = l[1 1], (80)

where r and l are scalars determined by the normalization
[n.b., the transfer matrix is symmetric (i.e., T ≡ T T), so the
leading right and left eigenvectors are equivalent up to an
arbitrary scalar]. Note that the leading eigenvalue is the largest
solution of the characteristic polynomial,

χ2 − 2(1 + ξω)χ + (1 − ξ 2)(1 − ω2) = 0, (81)

which for ξ, ω ∈ R+ is the only real root greater than 1.
We can similarly define the odd state p′ as the asymptotic

form of the primed probability distribution, which takes the
same form as p, but with the spectral parameters exchanged
(i.e., ξ ↔ ω). In particular,

p′ = 〈l ′|W 1V 2 · · ·W 2N−1V 2N |r′〉
χN 〈l ′|r′〉 , (82)

where |r′〉 and 〈l ′| are the (leading) right and left eigenvectors
of the primed transfer matrix T ′(ξ, ω) = T (ω, ξ ), respec-
tively, defined as

|r′(ξ, ω)〉 = |r(ω, ξ )〉, 〈l ′(ξ, ω)| = 〈l (ω, ξ )|. (83)

Explicitly,

|r′〉 = r′
[

1
1

]
, 〈l ′| = l ′[1 1], (84)

where r′(ξ, ω) = r(ω, ξ ) and l ′(ξ, ω) = l (ω, ξ ). Note that the
transfer matrix is invariant under the exchange of the parame-
ters ξ ↔ ω, namely, T ≡ T ′ and, therefore, so are the leading
eigenvalue and eigenvectors (similarly, up to an arbitrary
scalar). We remark that the expressions for the asymptotic
probability distributions, p and p′, hold for all finite subsec-
tions of the periodic chain that start at odd sites, at even
and odd times, respectively. For the case where the first site
of the subsection is even, we need to exchange the spectral
parameters, which, as shown in Sec. III C, is equivalent to
exchanging the physical space vectors V x ↔ W x.
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FIG. 4. Boundary propagators. The action of R and L can be
understood by appending a virtual site to the edge of the lattice,
whose state is dependent on the subconfiguration of the pair of
adjacent sites, and then deterministically evolving the boundary site
according to Eq. (4). Virtual sites are denoted by dotted purple, while
updated sites are solid blue.

B. Compatible boundaries

Alternatively, the asymptotic probability distributions p
and p′ can be understood as the NESS of a boundary driven
system whereby time evolution is deterministic in the bulk and
stochastic at the boundaries. In particular, during the even time
step, the sites n1, n2, . . . , n2N−1 are updated deterministically
by the bulk matrices Ux, while the site n2N is updated stochas-
tically by the right boundary matrix R2N ,

ME = R2N

N−1∏
x=1

U2x. (85)

Similarly, for the odd time step, the evolution of the sites
n2, n3, . . . , n2N is deterministic, while site n1 is updated
stochastically by the left boundary matrix L1,

MO = L1

N−1∏
x=1

U2x+1. (86)

To ensure that only sites n1 and n2N are updated stochastically
by L1 and R2N , the boundary matrices must satisfy the follow-
ing compatibility conditions:

[L1,U3] = 0, [R2N ,U2N−2] = 0, (87)

which are analogous to the conditions in Eq. (17). We can
interpret the action of the boundary propagators equivalently,
by imagining we temporarily append a virtual site to the edge
of the lattice, in a state that depends on the configuration of the
boundary site and its neighbor, and then updating the three
sites deterministically according to Eq. (4), as demonstrated
in Fig. 4. Explicitly, the components of the local boundary
propagators R and L, which are given by

R2N = 1⊗(2N−2) ⊗ R, L1 = L ⊗ 1⊗(2N−2), (88)

can be parametrized as

R(m3,m4 ),(n3,n4 ) =
1∑

n5=0

δm3,n3δm4, f4φn3,n4,n5 ,

L(m1,m2 ),(n1,n2 ) =
1∑

n0=0

δm1, f1δm2,n2ϕn0,n1,n2 ,

(89)

where, to improve readability, we have set N = 2 for R. The
boundary matrices, therefore, read

R =

⎡
⎢⎣

φ000 φ011

φ001 φ010

φ101 φ110

φ100 φ111

⎤
⎥⎦,

L =

⎡
⎢⎣

ϕ000 ϕ110

ϕ101 ϕ011

ϕ100 ϕ010

ϕ001 ϕ111

⎤
⎥⎦,

(90)

with the scalar quantities φn3,n4,n5 , ϕn0,n1,n2 ∈ (0, 1) the con-
ditional probabilities of the virtual sites being n5 and n0,
respectively, given that the sites at the right and left boundaries
are (n3, n4) and (n1, n2). We can equivalently interpret the
components of R and L as the conditional probabilities of ei-
ther creating or destroying negative and positive quasiparticles
at the boundaries, given the state of sites (n3, n4) and (n1, n2),
respectively. For example, φ001 can be understood to be the
conditional probability of creating a negative quasiparticle
at the right boundary given that the pair of sites (n3, n4) =
(0, 0), while ϕ110 is the conditional probability of destroying
a negative quasiparticle, or equivalently not creating a positive
quasiparticle, at the left boundary given that (n1, n2) = (1, 0).

To ensure that the asymptotic probability distribution vec-
tors p and p′ are indeed stationary states under the stochastic
time evolution, the conditions for stationarity in Eq. (27) must
hold. Specifically,

ME p = p′, MO p′ = p. (91)

In addition to the bulk algebraic relations Eqs. (53) and (58),
the probability states Eqs. (77) and (82) must also satisfy ap-
propriate boundary relations to guarantee that Eq. (91) is met.
In particular, for the even time step, the following boundary
relations must hold:

〈l|V 1S = 1

	R
〈l ′|W 1,

R2N [V 2N−1W 2N |r〉] = 	RV 2N−1SV 2N |r′〉,
(92)

while for the odd time step, we have

L1[〈l ′|W 1V 2] = 	L〈l|V 1W 2S−1,

W 2N S−1|r′〉 = 1

	L
W 2N |r〉,

(93)

where the scalar parameters 	R and 	L ensure the MPS is
normalized and satisfies the fixed point condition Eq. (91).
Immediately, we impose that the right and left boundary ma-
trices must be left stochastic, more precisely, each and every
column of R and L must sum to unity, implying

1∑
n5=0

φn3,n4,n5 =
1∑

n0=0

ϕn0,n1,n2 = 1, (94)

which reduces the 4 × 4 stochastic matrices R and L to two
nondeterministic 2 × 2 blocks of two parameters per bound-
ary propagator.
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Substituting the boundary ansatz Eq. (89) into the system
of equations for the even time step Eq. (92) yields the follow-
ing matrix product identities:

〈l|Vn1 S = 1

	R
〈l ′|Wn1, (95)

1∑
n5=0

φn3, f4,n5Vn3Wf4 |r〉 = 	RVn3 SVn4 |r′〉, (96)

where, for readability, we have again set N = 2. Solving
separately these equations, while taking into account the nor-
malization Eq. (94), returns the following expressions for the
components of the right boundary propagator:

φ001 = ξθ0, φ011 = ξ − ω

ξ (1 + ω)
+ θ0,

φ110 = ξθ1, φ100 = ξ − ω

ξ (1 + ω)
+ θ1,

(97)

where θ0 and θ1 are the free parameters corresponding to the
two nondeterministic blocks of R2N , with the boundary vector
normalization given by

r

r′ = 	R,
l

l ′ = 1

	R
. (98)

Similarly, substituting the ansatz Eq. (89) into the equa-
tions for the odd time step Eq. (93) gives the following
identities:

1∑
n0=0

ϕn0, f1,n2〈l ′|Wf1Vn2 = 	L〈l|Vn1Wn2 S−1, (99)

Wn2N S−1|r′〉 = 1

	L
Wn2N |r〉, (100)

which, after solving, return the following expressions for the
left boundary propagator components:

ϕ100 = ωϑ0, ϕ110 = ω − ξ

ω(1 + ξ )
+ ϑ0,

ϕ011 = ωϑ1, ϕ001 = ω − ξ

ω(1 + ξ )
+ ϑ1,

(101)

where ϑ0 and ϑ1 are the corresponding left boundary free
parameters, with the normalization reading

r

r′ = 	L
1 + ξ

1 + ω
,

l

l ′ = 1

	L

1 + ω

1 + ξ
. (102)

Equating the expressions for the boundary parameters in
Eqs. (98) and (102) then necessarily implies that

	R

	L
= 1 + ξ

1 + ω
. (103)

At this point, we are free to choose specific values for the
normalization parameters that satisfy Eq. (83) and set

	R = 1, 	L = 1 + ω

1 + ξ
, (104)

such that the right and left boundary vectors read

|r〉 ≡ |r′〉 =
[

1
1

]
, 〈l| ≡ 〈l ′| = [1 1]. (105)

The solutions in Eqs. (97) and (101) constitute the most gen-
eral form for the boundary propagators R2N and L1, where

the asymptotic probability distributions p and p′ in Eqs. (77)
and (82) are exactly the fixed points. Notice, however, that
the stochastic parameters θ0, θ1, ϑ0, ϑ1 are not completely
arbitrary as the elements of the boundary matrices must be
appropriately bounded and the spectral parameters must be
strictly nonnegative and equal at the right and left boundary.
A particularly convenient choice for the parametrization is
achieved by setting

θ0 ≡ θ1 = ω

ξ (1 + ω)
, ϑ0 ≡ ϑ1 = ξ

ω(1 + ξ )
, (106)

as it facilitates the following summary for the conditional
probabilities at the boundaries:

φn3,n4,n5 = pn3,n4,n5,0 + pn3,n4,n5,1

pn3,n4

,

ϕn0,n1,n2 = p′
0,n0,n1,n2

+ p′
1,n0,n1,n2

p′
n1,n2

,

(107)

which is comparable to the identities obtained for Rule 54
(see, e.g., Refs. [13,42]) and, similarly, for Rule 201 (see
Ref. [15]). Explicitly, the probability of finding the virtual
sites at the right and left boundaries in the states n5 and
n0, respectively, given that the pairs of adjacent spins are
in the configurations (n3, n4) and (n1, n2), that is φn3,n4,n5

and ϕn0,n1,n2 is equivalent to the conditional probability of
finding the three sites in the configurations (n3, n4, n5) and
(n0, n1, n2), given the states of the sites (n3, n4) and (n1, n2).
The asymptotic distributions p and p′ can then equally be in-
terpreted as the nonequilibrium stationary states of a boundary
driven system.

While the solutions in Eqs. (97) and (101) are general,
they are not completely arbitrary. By this, we mean that the
parameters θ0, θ1, ϑ0, ϑ1 cannot take arbitrary values, in par-
ticular, for given values of the spectral parameters ξ, ω ∈ R+,
the parameters θ0, θ1, ϑ0, ϑ1 must take values such that the
conditional probabilities are appropriately bounded, namely,
φn3,n4,n5 , ϕn0,n1,n2 ∈ (0, 1). Requiring this puts additional con-
straints on the boundary matrices R and L. Explicitly, it
demands that the matrix elements φn3,n4,n5 and ϕn0,n1,n2 obey
the particle-hole symmetry of the model (see Sec. II for details
and Appendix E for a proof),

φn3,n4,n5 = ϕ1−n3,1−n4,1−n5 ,

φn0,n1,n2 = ϕ1−n0,1−n1,1−n2 ,
(108)

which immediately implies the equivalence of the free param-
eters of the right and left boundaries,

θ0 = θ1, ϑ0 = ϑ1. (109)

To guarantee the consistency of the solutions in Eqs. (97)
and (101) (i.e., the equivalence of the spectral parameters
ξ and ω at the right and left boundaries), we eliminate the
free parameters θ0 and ϑ0 by equating the expressions at
the right and left boundaries, respectively, and subsequently
solve for the spectral parameters which yields the following
unique nontrivial solution:

ξ = φ001(1 − ϕ110) + (1 − φ001)ϕ100

φ011(1 − ϕ100) + (1 − φ011)ϕ110
,

ω = ϕ100(1 − φ011) + (1 − ϕ100)φ001

ϕ110(1 − φ001) + (1 − ϕ110)φ011
,

(110)
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which can be easily verified to be appropriately bounded, that
is, ξ, ω ∈ R+ for any φn3,n4,n5 , ϕn0,n1,n2 ∈ (0, 1), as required.
Remarkably, this solution is equivalent to that obtained by the
parametrization introduced in Eq. (106). This can be proven
straightforwardly by substituting the conditional probabilities
Eq. (107) directly into the solutions for the spectral parameters
Eq. (110).

C. Statistical independence

The asymptotic probability distributions Eqs. (77) and (82)
admit a remarkable factorization property similar to that of
Rule 54 [42]. In particular, the conditional probability of ob-
serving site 2N in the state n2N , given the previous 2N − 1
sites (n1, . . . , n2N−1), depends only on the state of the last two
sites (n2N−1, n2N ). Explicitly,

pn1,...,n2N

pn1,...,n2N−1

= pn2N−1,n2N

pn2N−1

,

p′
n1,...,n2N

p′
n1,...,n2N−1

= p′
n2N−1,n2N

p′
n2N−1

.

(111)

Analogously, the conditional probability of finding site 1 in
the state n1, given the next 2N − 1 sites (n2, . . . , n2N ), de-
pends only on sites (n1, n2). Namely,

pn1,...,n2N

pn2,...,n2N

= pn1,n2

pn2

,

p′
n1,...,n2N

p′
n2,...,n2N

= p′
n1,n2

p′
n2

.

(112)

An explicit proof of these equalities, which follow directly
from the definitions of the MPS matrices Vnx and Wnx , as well
as formal definitions of the asymptotic conditional probabili-
ties are presented in Appendix F.

An important consequence of this factorization of the
asymptotic conditional probabilities Eqs. (77) and (82) is
the statistical independence of quasiparticles. Namely, in the
stationary state, the probability of observing a quasiparticle
at any given site of the lattice is the same at every site,
independent of the positions of other quasiparticles. Let the
conditional probability of encountering a positive or negative
quasiparticle at any given pair of sites, given the state of either
site, be denoted by p+ and p−, respectively. Then, in terms
of the asymptotic probabilities, we can express these now
well-defined quantities as

p+ = p10

p0
= p01

p1
= p01

p0
= p10

p1
= ξ

1 + ξ
, (113)

p− = p′
01

p′
0

= p′
10

p′
1

= p′
10

p′
0

= p′
01

p′
1

= ω

1 + ω
, (114)

which are identical to the expressions in Eq. (107) for the
conditional probabilities of encountering quasiparticles at the
left and right boundaries, respectively. In particular, let us
denote the conditional probability of introducing a positive
quasiparticle at the left boundary given the state of site n0 by
ϕ+, specifically,

ϕ+ = ϕ100 = 1 − ϕ110, (115)

and that of a negative quasiparticle at the right boundary given
n2N+1 by φ−, that is,

φ− = φ001 = 1 − φ011. (116)

It then follows directly from Eq. (107) that

ϕ+ = ξ

1 + ξ
= p+, φ− = ω

1 + ω
= p−. (117)

Note that the conditional probabilities p+ and p− provide an
equivalent parametrization for the stationary states as their
relation to the spectral parameters can be inverted. Explicitly,

ξ = p+

1 − p+ , ω = p−

1 − p− . (118)

In addition, p+ and p− exhibit a notable thermodynamic prop-
erty, which is obtained by substituting the relations for the
spectral parameters in Eq. (37), in terms of their associated
chemical potentials, into Eqs. (113) and (114). Doing so yields

p± = 1

exp (μ±) + 1
, (119)

which can be immediately identified as being exactly the
Fermi-Dirac distributions of the quasiparticles.

D. Irreducibility and aperiodicity

To prove that the NESS Eq. (77) is unique and asymp-
totically approached from any initial state requires we show
that the Markov operator M is irreducible and aperiodic (cf.
Theorem 1 in Ref. [2]). As per the Perron-Frobenius theorem
[43], this amounts to demonstrating that, first, for any two
basis states en and em (i.e., configurations n and m) there exists
a nonnegative integer τ such that

em · Mτ en > 0, (120)

and, second, for the case where em ≡ en that the greatest
common divisor of the set of τ is unity.

To prove the irreducibility, we recall that the dynamics
in the bulk is deterministic. Therefore, every positive and
negative quasiparticle in the system propagates toward the
right and left boundary, respectively. In contrast, the boundary
dynamics is stochastic and so we are effectively free to choose
the values of the sites n1 and n2N for every state between en

and em. Now, consider the sequence of configurational states,

e0
n → e1

n → · · · → e2τ−1
n → e2τ

n , (121)

connected by the Markov operator et+1
n · Met

n > 0 where e0
n ≡

en and e2τ
n ≡ em, and with τ counting the number of full time

steps between states en and em. For the first part of the se-
quence, we argue that we can set the values of the virtual sites
n0 and n2N+1 so that they eject each and every quasiparticle
from the initial state en. Indeed, by recalling that the quasipar-
ticles propagate ballistically with velocities of v± = ±1 and
interact trivially without scattering (i.e., are noninteracting),
then after an integer number of full time steps t+ � 2N we
are guaranteed to be in the vacuum state [i.e., either the state
(0, . . . , 0) or (1, . . . , 1)], irrespective of the initial state en. We
do so with the following rules for the virtual sites,

nt
0 = nt−1

1 , nt
2N+1 = nt−1

2N . (122)

For the second part of the sequence in Eq. (121), we need to
show that we can set the values of the virtual sites such that the
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FIG. 5. Irreducibility and aperiodicity. Illustrative explanation of
the idea of the proof of irreducibility and aperiodicity of the Markov
operator M. Each and every configuration is connected via a walk
of at least τ = t+ + t0 + t− time steps where t+, t0, and t− denote the
number of full time steps taken to reach the vacuum from en ≡ e0

n,
reach em ≡ e2τ

n from the vacuum, and waited in the vacuum, respec-
tively. In the example given, the states e0

n and e2τ
n are connected

in at least τ = 12 full time steps. At the start of the walk (i.e.,
t = 0, . . . , t+) the virtual sites, shown in blue, are set to causally
destroy quasiparticles by taking the values of past boundary sites,
specifically, with the rule nt

0 = nt−1
1 and nt

2N+1 = nt−1
2N . In contrast,

at the end of the walk (i.e., t = t+ + t0, . . . , t+ + t0 + t−) the virtual
sites, colored purple, are chosen to causally create quasiparticles by
taking the values of future sites, that is, nt

0 = nt+1
1 and nt

2N+1 = nt+1
2N .

Consequently, there always exists an integer τ = t+ + t− such that
em · Mτ en > 0 for any arbitrary states en and em, hence, the Markov
operator M is irreducible. Finally, we consider the middle of the
walk (i.e., t = t+, . . . , t+ + t0) where the virtual sites take the values
of present boundary sites, explicitly, nt

0 = nt
1 and nt

2N+1 = nt
2N . This

necessarily implies that the system can remain in either vacuum state
for any integer number of full time steps t0 ∈ N which guarantees
that gcd({t+ + t0 + t−}) = 1 and, therefore, proves that the Markov
operator M is aperiodic.

quasiparticles are injected, so that after an integer number of
full time steps t− � 2N we obtain the state em. To achieve this
we exploit the time reversibility of the bulk dynamics and site
freedom of the boundaries to get to the vacuum state from the
final state em, but with time evolution inverted. In particular,
we apply the following rules:

nt
0 = nt+1

1 , nt
2N+1 = nt+1

2N . (123)

Due to the nonnegativity of the Markov matrix elements, and
the sequence that connects the initial and final states en and em

in τ = t+ + t− � 4N full time steps, we have that em · Mτ en is
nonvanishing for any arbitrary states en and em, thus, proving
the irreducibility of M.

To show the aperiodicity, we recall that we are free to
remain in either vacuum state for an indefinite number of full
time steps t0. Consequently, τ can take any integer value in
the closed interval [t+ + t−, t+ + t0 + t−] which implies that
the greatest common divisor of the set of τ has to be unity.
That is,

gcd({t+ + t0 + t−}) = 1, (124)

for t0 ∈ N. This, therefore, proves the aperiodicity of M. For
an illustrative explanation of the proof see Fig. 5.

V. SPECTRUM AND RELAXATION DYNAMICS

In Sec. IV, we demonstrated that the deterministic and
reversible dynamics with PBC could be made ergodic by
considering a finite subsection of the chain in the infinite
size limit, which effectively imposed SBC. The resulting state
could then be understood as a NESS. In this section we gen-
eralize the results above to study the full relaxation dynamics
of the model, that is, to resolve the spectrum of the Markov
operator M. As was observed in Refs. [2,4], we find that the
spectrum is composed of orbitals, that is, subsets of the set
of eigenvalues which are roots of simple polynomial factors
of the characteristic polynomial of the Markov operator M,
as illustrated in Fig. 6. We show that the eigenvectors of
the simplest orbital, that we refer to as the zeroth orbital,
which contains the NESS derived in Sec. IV and a triplet of
decay modes whose associated eigenvalues are size invariant,
can be expressed explicitly in terms of an MPS similar to
that of the stationary states p and p′ in Sec. IV A. We then
propose a conjecture for the Bethe-like equations for the entire
spectrum (i.e., the distinct eigenvalues and the corresponding
degeneracies), which follows directly as a consequence of
the consistency conditions imposed, and that generalizes the
expressions for the NESS. In addition, we study the thermo-
dynamic limit and demonstrate that the leading decay modes,
that is, the eigenvectors of the Markov operator M associated
to the eigenvalues with the largest real parts not equal to unity,
that characterize the spectral gap and determine the relaxation
rate of the system in the asymptotic limit, scale with 1/N .

A. Markov operator

We are interested in obtaining exact analytic solutions to
the eigenvalue equation for the Markov operator,

Mp = 
p, (125)

which we can conveniently separate into a pair of coupled
linear equations for the even and odd time steps,

ME p = 
R p′, MO p′ = 
L p, (126)

with the eigenvalue of the Markov operator M factorizing as

 = 
L
R. Here, the stochastic matrices ME and MO are
defined as in Eqs. (85) and (86), respectively, however, for
simplicity and without loss of generality, we assume that the
constraints imposed on the boundary matrices R and L, by
the normalization Eq. (94) and symmetry Eq. (108), apply
implicitly, such that we have

R =

⎡
⎢⎣

1 − α β

α 1 − β

1 − β α

β 1 − α

⎤
⎥⎦,

L =

⎡
⎢⎣

1 − γ δ

1 − δ γ

γ 1 − δ

δ 1 − γ

⎤
⎥⎦,

(127)

where α, β, γ , δ ∈ (0, 1) are boundary driving parameters
(i.e., conditional probabilities) that determine the rate at which
the quasiparticles are either created or destroyed. For example,
α and δ, respectively, denote the conditional probability that
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FIG. 6. Orbitals. Spectrum of the Markov operator M for a system of even size 2N = 16 with α = 3/5, β = 7/8, γ = 8/9, and δ = 4/7.
The black dots mark the numerical solutions computed by exact diagonalization. The colored circles (see legend) then denote the analytic
results for the orbital p eigenvalues 
 obtained from the conjectured expressions Eq. (166). The dark blue circles represent the roots λ of the
quadratic characteristic polynomials Eq. (148), which are precisely the eigenvalues of the zeroth orbital. The dashed blue curves denote the
circles with radii r = 1 and r = |μ| which, together with the dotted blue curves of radii r = |η ± √

η2 − μ|, bound the sets of eigenvalues
generated by the momentum parameter z Eq. (164). In the thermodynamic limit N → ∞, the purple curve, which corresponds to the algebraic
curve bounding the eigenvalues of the orbital associated to the leading decay modes, converges to the unit circle, where the spectral gap that
characterizes the relaxation dynamics of the system scales with 1/N .

a negative quasiparticle is injected at the right boundary and
ejected at the left boundary.

It can be straightforwardly demonstrated that solving the
eigenvalue Eq. (125) provides access to the full relaxation
dynamics of the model, as the probability for a given state pt

at time t can be written explicitly in terms of the eigenvalues

 j and corresponding eigenvectors p j . In particular, we can
write

pt =
22N −1∑

j=0

c j

t
j p j, (128)

where c j are coefficients that depend on the initial state.
In Sec. IV D, we proved that the Markov operator M is
irreducible and aperiodic for arbitrary nontrivial driving pa-
rameters 0 < α, β, γ , δ < 1. The Perron-Frobenius theorem
[43], therefore, guarantees that the unique eigenvector p0,
associated to the eigenvalue 
0 = 1, namely, the NESS, does

not decay in time while the eigenvectors p j for j > 0 expo-
nentially decay as their associated eigenvalues are bounded
within the unit circle by |
 j | < 1. We refer to these eigenvec-
tors as decay modes as they encode the time evolution of any
initial state toward the NESS in the asymptotic limit.

B. Decay modes

We begin by presenting the ansatz for the eigenvectors of
the zeroth orbital of the Markov operator M, in terms of a
simple staggered MPS which reads

p = 〈L|V 1W 2 · · ·V 2N−1W 2N |R〉, (129)

p′ = 〈L′|W 1V 2 · · ·W 2N−1V 2N |R′〉, (130)

where V x and W x are the vectors of matrices Eq. (46) that
we showed satisfy the bulk algebraic relations Eqs. (53) and
(58). To ensure that the states p and p′ in Eqs. (129) and
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(130) satisfy the coupled eigenvalue equations in Eq. (126),
we additionally require that the following modified boundary
algebraic relations hold for the row vectors 〈L| and 〈L′|, and
column vectors |R〉 and |R′〉,

〈L|V 1S = 〈L′|W 1, (131)

R2N [V 2N−1W 2N |R〉] = 
RV 2N−1SV 2N |R′〉, (132)

L1[〈L′|W 1V 2] = 
L〈L|V 1W 2S−1, (133)

W 2N S−1|R′〉 = W 2N |R〉, (134)

where S is the delimiter matrix Eq. (55) and S−1 its inverse.
We can readily verify that these algebraic relations solve the
staggered eigenvalue Eqs. (126) by substituting the ansatz into
either of the equations and applying the appropriate relations
to transform p ↔ p′. In particular, to obtain p from p′, we
first write out MO p′ in terms of the matrix product Eq. (86)
and ansatz Eq. (130). Applying the operator L1 and utilizing
the boundary relation Eq. (133), we introduce the delimiter
matrix inverse S−1 on the left, as well as the parameter 
L.
We then repeatedly apply Ux to the odd sites of the chain (i.e.,
sites n3, n5, . . . , n2N−1) using the bulk relation Eq. (58), which
shifts S−1 to the right, two sites at a time. Finally, we eliminate
S−1 with Eq. (134) to yield 
L p. The other condition for the
even time step then follows analogously. As an example, we
consider the transformation p → p′ for N = 3,

ME p = U2U4R6〈L|V 1W 2V 3W 4V 5W 6|R〉
= 
RU2U4〈L|V 1W 2V 3W 4V 5SV 6|R′〉
= 
RU2〈L|V 1W 2V 3SV 4W 5V 6|R′〉
= 
R〈L|V 1SV 2W 3V 4W 5V 6|R′〉
= 
R〈L′|W 1V 2W 3V 4W 5V 6|R′〉
= 
R p′. (135)

Solving separately the equations for the right boundary
Eqs. (132) and (134), we obtain the following pair of solu-
tions, identical up to a sign, for the spectral parameters:

ξ = σ

R − (1 − α)

β
, (136)

ω = σ

R(1 − β ) − (1 − α − β )


Rβ
, (137)

with σ = ±1 and associated right boundary vectors,

|R〉 = r

[
1
σ

]
, |R′〉 = r

1 + σω

1 + σξ

[
1
σ

]
, (138)

where r is a scalar that determines the normalization of the
solutions of the right boundary. Similarly solving the left
boundary Eqs. (131) and (133) then returns an equivalent pair
of solutions for the spectral parameters,

ξ = τ

L(1 − δ) − (1 − γ − δ)


Lδ
, (139)

ω = τ

L − (1 − γ )

δ
, (140)

with τ = ±1 and left boundary vectors,

〈L| = l[1 τ ], 〈L′| = l[1 τ ], (141)

with l the corresponding scalar determining the normalization
of the left boundary solutions. To obtain solutions that are
consistent with the results in Secs. III and IV, we choose
to set

r = 1

1 + σω
, l = 1, (142)

such that the components pn of the eigenvectors p of the
Markov operator M take a form reminiscent of the grand
canonical ensemble Eq. (40). Specifically,

pn = τ n1ξN+
n ωN−

n , (143)

where τ corresponds to the choice of solutions for the left
boundary Eqs. (139), (140), and (141).

To guarantee that the solutions at the boundaries that were
obtained independently of each other are consistent neces-
sarily requires that we demand that the expressions for the
spectral parameters ξ in Eqs. (136) and (139) and ω in
Eqs. (137) and (140) are, respectively, equal. Notice, however,
that the signs of the solutions at the right and left boundaries
are independent and, therefore, pairwise equating all possible
combinations of expressions for the spectral parameters ξ and
ω returns a doubly degenerate closed pair of equations for
the eigenvalue parameters 
R and 
L that we interpret as
Bethe equations, imposed by the consistency conditions at the
boundaries. Explicitly,


R − (1 − α)

β
= τ


L(1 − δ) − (1 − γ − δ)


Lδ
, (144)


L − (1 − γ )

δ
= τ


R(1 − β ) − (1 − α − β )


Rβ
, (145)

where, for simplicity, we have taken the positive solutions at
the right boundary. Eliminating either 
R or 
L using the
eigenvalue 
 = 
L
R and subsequently solving yields the
following quadratic characteristic polynomial:


2 − (1 + μ − ν + τν)
 + μ = 0, (146)

where, for readability, we have introduced the coefficients μ ∈
(−1, 1) and ν ∈ (0, 2), which are defined by

μ = (1 − α − β )(1 − γ − δ), ν = αδ + βγ . (147)

It follows straightforwardly that as Eq. (146) is a pair of
quadratic equations it has, in general, four distinct roots that
can be written succinctly as


 = 1, μ, η ±
√

η2 − μ, (148)

where the coefficient η ∈ (−1, 1) is given by

η = 1 + μ − 2ν

2
. (149)

Clearly, 
 ≡ 
0 = 1 is always guaranteed to be a solution
with the corresponding eigenvector being the NESS. The
remaining solutions 
 ≡ 
 j for j �= 0 then correspond to
three decay modes whose eigenvalues are independent of the
system size, that is, they are size invariant. We refer to this set
of four eigenvalues as the zeroth orbital.

C. Quasiparticle excitations

Despite the fact that we are unable to find an explicit MPS
expression for eigenvectors of the Markov operator M beyond
the zeroth orbital, exact numerical diagonalization for small
systems suggest that the remaining eigenvalues also organize
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into orbitals, see Fig. 6. This is simlar to what occurs in
Rule 54 [4], with the number of orbitals scaling linearly with
the size of the system and the degeneracy of the eigenvalues
increasing exponentially with the orbital level.

Using these observations, together with similar conjectures
as in Ref. [4], we are able to construct exact analytic forms for
the Bethe equations [cf. Eqs. (144) and (145)] that completely
reproduce the entire spectrum of the Markov operator M.
To start, we introduce some additional parameters required
for the conjecture, specifically, the nonnegative integer p that
counts the orbital level, z ∈ C which we interpret as the mo-
mentum associated to quasiparticle excitations of the NESS,
which in turn is intuitively understood as the vacuum state
of the Markovian dynamics, and A± ∈ C, a pair of complex
amplitudes associated to the operators that create the afore-
mentioned quasiparticle excitations.

Having introduced the necessary prerequisites, we now
postulate the following generalized expressions for ξ and ω

at the right boundary [cf. Eqs. (136) and (137)],

ξ = σ

R − z(1 − α)

zβ
, (150)

ω = σ

R(1 − β ) − z(1 − α − β )


Rβ
, (151)

while at the left boundary [cf. Eqs. (139) and (140)],

ξ = τ

L(1 − δ) − z(1 − γ − δ)


Lδ
, (152)

ω = τ

L − z(1 − γ )

zδ
, (153)

where σ, τ = ±1. In addition, we require that the pair of
amplitude parameters A± satisfy the following identities at the
right and left boundary, respectively,

A+
A−

= 

2p
R z2N−1

z2p(1 − α − β )p
, (154)

A−
A+

= 

2p
L

z2p(1 − γ − δ)p
. (155)

Imposing the consistency condition, i.e., demanding that the
expressions for the spectral parameters ξ and ω, and amplitude
parameters A+ and A− are pairwise equivalent then returns the
following closed set of generalized Bethe equations for 
R,

L, and z,


R − z(1 − α)

zβ
= τ


L(1 − δ) − z(1 − γ − δ)


Lδ
, (156)


L − z(1 − γ )

zδ
= τ


R(1 − β ) − z(1 − α − β )


Rβ
, (157)



2p
R z2N−1

z2p(1 − α − β )p
= z2p(1 − γ − δ)p



2p
L

, (158)

where, as for the zeroth orbital, the ± signs are obtained by
equating expressions for the spectral parameters with positive
signs for the right boundary with both solutions of the left
boundary. Replacing either 
R or 
L with the eigenvalue

 = 
L
R and eventually solving transforms the set of equa-
tions into a pair of identities for 
 and z. The first, which reads


2 − (1 + μ − ν + τν)
z2 + μz4 = 0, (159)

can be interpreted as a nonequilibrium dispersion relation that
connects the eigenvalues and momentum parameter and can
be straightforwardly shown to be a direct generalization of
the quadratic characteristic polynomial in Eq. (146), for which
z = 1. The second identity,


2pz2N−4p−1 − μp = 0, (160)

can, instead, be understood as a momentum conservation re-
lation. Indeed, remarking that the solution to Eq. (159) can be
compactly written as


 = λz2, (161)

where we have introduced the parameter λ, which can be
straightforwardly demonstrated to be equivalent to the 
 in
Eq. (148) (i.e., the eigenvalues of the zeroth orbital),

λ = 1, μ, η ±
√

η2 − μ, (162)

then allows us to rewrite Eq. (160) as

z2N−1 = μp

λ2p
. (163)

Therefore, for a given orbital p and arbitrary parameters
α, β, γ , δ, the magnitude of the momentum z is conserved.
Specifically, the solutions to the momentum conservation re-
lation are the 2N − 1 distinct roots, that read

z = exp

[
p ln ρ

2N − 1
+ i

(
pφ + 2π pq

2N − 1

)]
, (164)

where we have introduced the polar parameters,

ρ =
∣∣∣ μ

λ2

∣∣∣, φ = Arg
( μ

λ2

)
, (165)

with q = 0, . . . , 2N − 2. The eigenvalues then read


 = exp

[
ln � + 2p ln ρ

2N − 1
+ i

(
ϕ + 2pφ + 2π pq

2N − 1

)]
, (166)

where, additionally, we have defined

� = |λ|, ϕ = Arg(λ), (167)

with the orbital number p = 0, . . . , N − 1. We conjecture that
the multivalued function Eq. (166) completely describes the
entire spectrum of M. Indeed, comparing the results calcu-
lated analytically with numerical values obtained by exact
diagonalization of the Markov matrix M for N � 8 we see
perfect agreement as demonstrated in Fig. 6. In contrast to
the typical Bethe ansatz [44], this conjecture implies that the
entire spectrum is characterized by just one universal momen-
tum parameter z, irrespective of the number of quasiparticle
excitations (cf. Rule 54 [6,13]). This can be seen as following
directly from the dispersion relation, in that each and every
quasiparticle propagates with constant (group) velocity v± =
±1 (i.e., each species is nondispersive).

Additionally, we present a conjecture for the associated
degeneracy g of the eigenvalue 
. Explicitly,

g =
∑
d|D

d

2N − 1

∑
d ′|D′

μ(d ′)
( 2N−1

dd ′
p

dd ′

)
, (168)

where μ( · ) denotes the Möbius function [45] and j|k the set
of positive integer divisors j of the integer k, with

D = gcd(2N − 1, p, q), D′ = gcd(2N − 1, p)

q
, (169)
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where gcd( · ) denotes the greatest common divisor. This
conjecture can be confirmed numerically for small system
sizes (see Appendix G for details).

D. Thermodynamic limit

In the thermodynamic limit N → ∞, the series expansion
of the momentum conservation relation Eq. (160), in the small
parameter 1/N , to leading order reads

z � 1 + 1

N
z′, z′ = p ln ρ + i(pφ + 2π pq)

2
, (170)

which immediately implies that, in the asymptotic limit, the
momentum parameter z is given by

z(κ, ε) = exp (ε ln ρ + iκ ), (171)

where we have introduced the momentum κ ∈ [0, 2π ) and
decay ε ∈ [0, 1

2 ), defined by

κ = lim
N→∞

pφ + 2π pq

2N − 1
, ε = lim

N→∞
p

2N − 1
. (172)

A direct consequence of this is that, in the limit N → ∞, the
eigenvalues of each and every orbital p converge to a set of
algebraic curves, specifically, circles 
(κ, ε), that are given
by inserting Eq. (171) into Eq. (161). Explicitly,


(κ, ε) = exp (ln � + 2ε ln ρ + iκ ). (173)

Writing the series expansion of the eigenvalue 
 as


 � �

(
1 − 1

N

′

)
, (174)

and substituting into the nonequilibrium dispersion relation
Eq. (159), we obtain


′ = −2z′, (175)

which is consistent with the interpretation of the dynamics in
terms of the ballistic propagation of quasiparticles.

In the long-time limit, the asymptotic relaxation rate of the
system is determined by the leading decay mode, defined as
the eigenvector p1 of the Markov operator M, associated to
the eigenvalue 
1 satisfying

|Re(
1)| = max
j>0

(|Re(
 j )|
)
, (176)

that is, the eigenvalue with the largest real part not equal to
unity. In contrast to Rule 54 (see, e.g., Refs. [2,4,13]), the
leading decay modes, that determine the spectral gap of the
Markov operator M, are associated to eigenvalues with orbital
number p = N − 1, as opposed to p = 1. To prove this, we
begin by rewriting the condition Eq. (176) as

|Re(
1)| = max
λ,p

{∣∣∣∣exp

[
(2N − 2p − 1) ln |λ| + 2p ln |μ

λ
|

2N − 1

]
cos

[
(2N − 2p − 1)Arg(λ) + 2pArg

(
μ

λ

) + 2π pq

2N − 1

]∣∣∣∣
}

, (177)

for λ ∈ {1, μ, η ±
√

η2 − μ} and p ∈ {1, . . . , N − 1} where,
to obtain the equality, we have used the properties of the
logarithm, absolute value, and principle argument. From here,
we remark that |λ| � 1 and p � N − 1, which imply that the
first term of the exponential is nonpositive, and that |λ| � |μ|
and p � 1, which similarly imply that the second term is
nonpositive. Together, with the constraint that |μ| < 1, these
observations ensure that the exponent is strictly negative and
must, therefore, be minimized to maximize the exponential.
Similarly, the cosine function is maximized by minimizing
the modulus of its argument, which, since μ ∈ R, λ ∈ C, and
q ∈ {0, . . . , 2N − 2}, can be achieved by setting λ ∈ R (i.e.,
λ ∈ {1, μ}) and q = 0. For the case with λ = 1, it follows
straightforwardly that |Re(
 j )| is maximized by choosing
p = 1 while for λ = μ it is maximized by selecting p =
N − 1. Comparing both cases, and recalling that |μ| < 1, we
immediately realize that the leading decay modes are guaran-
teed to be in the orbital p = N − 1, with


1 = exp

(
1

2N − 1
ln |μ|

)
, (178)

for all α, β, γ , δ ∈ (0, 1) and N ∈ N+.
While, naively, one would expect that the boundaries

would become irrelevant in the thermodynamic limit and,
therefore, force each and every eigenvalue to collapse onto the
unit circle, as was the case for the closed system with periodic
boundaries, this does not happen here. Instead, we observe
that the eigenvalues distribute themselves over an infinite set

of circles 
(κ, ε), that are parametrized radially by ε and
angularly by κ ,

lim
N→∞

|
| = |μ|2ε |λ|1−4ε, lim
N→∞

Arg(
) = κ, (179)

for ε ∈ [0, 1
2 ) and κ ∈ [0, 2π ), which then implies that the

thermodynamic N → ∞ and long-time t → ∞ limits are dis-
tinct (i.e., the stationary state p ≡ p0 is the only state in the
asymptotic time limit for any even system size 2N , but with
the time taken to reach it increasing with N).

E. Observables and correlations

We now consider computing observables in the NESS. To
do so, we define the partition function for the open system out
of equilibrium as we did for the closed system with periodic
boundaries, namely, via normalization of the MPS probabili-
ties,

Z =
∑

n

pn =
∑

n

〈L|Vn1 · · ·Wn2N |R〉 = 〈L|T N |R〉, (180)

which, using the transfer matrix eigenvalue equation, can be
simplified to

Z = χN 〈L|R〉 = 2(1 + ξ )N (1 + ω)N−1. (181)

The average density function for the NESS is

〈nx〉 = 1

Z

∑
n

nx pn1,...,n2N . (182)

034124-16



EXACT SOLUTION OF THE “RULE 150” REVERSIBLE … PHYSICAL REVIEW E 105, 034124 (2022)

A direct computation shows that we can rewrite this as

〈n2x〉 = 1

Z
〈L|T x−1V D2xT N−x|R〉,

〈n2x−1〉 = 1

Z
〈L|T x−1D2x−1W T N−x|R〉,

(183)

where we have introduced the site density operator,

Dx =
{

W1, x = 0 (mod 2),
V1, x = 1 (mod 2), (184)

with the shorthand notations,

V ≡ V0 + V1, W ≡ W0 + W1. (185)

Using the eigenvalue equation for the transfer matrix we get,

〈n2x〉 = 〈L|V D2x|R〉
χ〈L|R〉 = 1

2
,

〈n2x−1〉 = 〈L|D2x−1W |R〉
χ〈L|R〉 = 1

2
.

(186)

We can similarly calculate multi-point correlation func-
tions for arbitrary products n2x1−y1 , . . . , n2xk−yk , with x j =
1, . . . , N and y j = 0, 1, for j = 1, . . . , k where x0 ≡ 0 and
x j � x j−1. Assuming x j > x j−1, we write

〈∏
j

n2x j−y j

〉
= 1

Z

∑
n

(∏
j

n2x j−y j

)
pn1,...,n2N = 1

Z
〈L|

∏
j

(
T xj−x j−1−1V 1−y j D2x j−y jW

yj
)
T N−xk |R〉. (187)

Specifically, the two-point correlator, for example, for sites
2x1 − 1 and 2x2, reads

〈n2x1−1n2x2〉 = 〈L|D2x1−1T x2−x1 D2x2 |R〉
χ x2−x1+1〈L|R〉 . (188)

Defining the connected correlation,

Cx1,x2 = 〈nx1 nx2〉 − 〈nx1〉〈nx2〉, (189)

and using the decomposition of the transfer matrix T ,

T =
2∑

j=1

χ j |Rj〉〈Lj |, (190)

where the normalized eigenvectors are

|R1〉 = 1√
2

[
1
1

]
= 〈L1|†, |R2〉 = 1√

2

[
1

−1

]
= 〈L2|†,

and corresponding eigenvalues,

χ1 = (1 + ξ )(1 + ω), χ2 = (1 − ξ )(1 − ω), (191)

can be rewritten compactly for arbitrary sites as

C2x1−y1,2x2−y2 = 〈L1|V 1−y1 D2x1−y1W
y1 |R2〉〈L2|V 1−y2 D2x2−y2W

y2 |R1〉
χ1χ2

(
χ2

χ1

)x2−x1

. (192)

As expected, the correlation function depends only on the
distance between the sites and decays exponentially as

C2x1−y1,2x2−y2 ∼ exp

(
−|x2 − x1|

�

)
, (193)

with correlation length �

� = ln

∣∣∣∣χ1

χ2

∣∣∣∣. (194)

Finally, we consider the ensemble average quasiparticle
current in the nonequilibrium stationary state, defined as the
difference between the densities of the quasiparticles. Explic-
itly, the density of positive quasiparticles j+ ≡ j+x , which is
independent of site x in the NESS, is given by

j+ = 1

Z

∑
n

(n2x−1(1 − n2x ) + (1 − n2x−1)n2x ))pn, (195)

while the density of negative quasiparticles j− ≡ j−x is

j− = 1

Z

∑
n

(n2x(1 − n2x+1) + (1 − n2x )n2x+1)pn. (196)

Computing these expressions, we find that they read

j+ = ξ

1 + ξ
, j− = ω

1 + ω
, (197)

which we notice are exactly equivalent to the conditional
probabilities of detecting quasiparticles in the NESS, p+ and
p−, in Eqs. (113) and (114), respectively. Therefore, the en-
semble average quasiparticle current,

j ≡ j+ − j− = ξ − ω

(1 + ξ )(1 + ω)
, (198)

which, we remark, is linear in the small parameter regime (i.e.,
ξ, ω � 1), as expected,

j ∼ ξ − ω. (199)

VI. LARGE DEVIATIONS

A central feature of stochastic KCMs is the existence of
trajectory phase transitions [46,47] (see also [48–53] and [18]
for a review). This refers to the singular change displayed
by trajectories with dynamical behavior that is very different
from typical. Specifically, the XOR-FA model [19], which
has the same constraint as Rule 150, was shown to have an
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active-inactive trajectory phase transition, demonstrated by
studying the large deviation (LD) statistics of an appropri-
ate trajectory observable (the total number of configuration
changes, or dynamical activity [46,48,54]). We now show that
the dynamics of the boundary driven Rule 150 also displays
such transitions. We do so by computing the exact LD func-
tions that determine the long-time statistics of a large class of
trajectory observables.

A. Time integrated observables

We consider general time (and space) additive observables
of the form

K (N, T ) =
T −1∑
t=0

2N−1∑
x=1

(
a2t

x + b2t+1
x

)
, (200)

where a and b are functions of the occupation on two consec-
utive sites at given times in a trajectory,

a2t
x ≡ ax

(
n2t

x , n2t
x+1

)
, b2t+1

x ≡ bx
(
n2t+1

x , n2t+1
x+1

)
. (201)

We refer to observables of this type as dynamical as they
depend on the full time history of the state of the system,
namely, the trajectory (n0, n1, . . . , n2T −1). For example, one
could consider the time integrated number of excited sites
given by a2t

x = 1
2 (n2t

x + n2t
x+1) and b2t+1

x = 0.
In the long-time limit, T → ∞, the probability distribution

of K has a large deviation (LD) form [55],

PT (K ) � exp[−T ϕN (k)], (202)

where ϕN (k) ≡ ϕN (K/T ) is the rate function. Similarly, it can
be shown that the moment generating function has a LD form
too,

MT (s) � exp[T θN (s)], (203)

where we refer to θN (s) as the scaled cumulant generating
function (SCGF) as its derivatives at s = 0 are related to
the cumulants of k ≡ K/T . The LD functions are connected
through a Legendre transform,

θN (s) = − min
k

[sk + ϕN (k)], (204)

which implies that they can intuitively be interpreted as cor-
responding to the free energy and entropy density of the
trajectory ensemble.

To obtain an analytic form for the SCGF, we follow the ap-
proach of Refs. [5,13] whereby we deform, or tilt the Markov
operator [55]. As will be demonstrated, we then have that

θN (s) = ln 
̃(s), (205)

where 
̃(s) is the eigenvalue of the tilted Markov operator
with the largest real part. Finding 
̃(s), therefore, allows us to
study the statistics of K and its cumulants.

B. Tilted Markov operator

The tilted Markov operator M̃(s) is defined as

M̃(s) ≡ M̃O(s)M̃E(s), (206)

where M̃E(s) and M̃O(s) are the tilted propagators that act on
the even and odd time steps, respectively,

M̃E(s) = MEA(s), M̃O(s) = MOB(s), (207)

with A(s) and B(s) the diagonal operators introduced to apply
the deformation. It follows that these extensive tilt operators
can be expressed as products of local operators acting on pairs
of adjacent sites,

A(s) = A(1)
1,2A(2)

2,3 · · · A(2N−1)
2N−1,2N ,

B(s) = B(1)
1,2B(2)

2,3 · · · B(2N−1)
2N−1,2N ,

(208)

where the subscript index denotes the sites of the lattice on
which the operators act nontrivially,

A(x)
x,x+1 = 1⊗(x−1) ⊗ A(x) ⊗ 1⊗(2N−x−1),

B(x)
x,x+1 = 1⊗(x−1) ⊗ B(x) ⊗ 1⊗(2N−x−1),

(209)

while the superscript index denotes that the matrices are site
dependent. Specifically, the operators A(x) and B(x) are given
by the following local 4 × 4 diagonal matrices,

A(x) =

⎡
⎢⎢⎣

a(x)
00

a(x)
01

a(x)
10

a(x)
11

⎤
⎥⎥⎦,

B(x) =

⎡
⎢⎢⎣

b(x)
00

b(x)
01

b(x)
10

b(x)
11

⎤
⎥⎥⎦,

(210)

where we have introduced the shorthand notations,

a(x)
nx,nx+1

≡ exp [−sax(nx, nx+1)],

b(x)
nx,nx+1

≡ exp [−sbx(nx, nx+1)],
(211)

to denote the exponents of the local functions Eq. (201).
It follows directly from computation that the local tilt op-

erators Eq. (210) can be distributed between the local time
evolution operators Eqs. (12) and (90) in such a way that the
tilted propagators Eq. (207) can be expressed as

M̃E(s) = Ũ (2)
2 Ũ (4)

4 · · · Ũ (2N−2)
2N−2 R̃(2N )

2N ,

M̃O(s) = L̃(1)
1 Ũ (3)

3 · · · Ũ (2N−3)
2N−3 Ũ (2N−1)

2N−1 ,
(212)

where the tilted bulk matrices read

Ũ (2x)
2x = U2xA(2x−1)

2x−1,2xA(2x)
2x,2x+1,

Ũ (2x−1)
2x−1 = U2x−1B(2x−2)

2x−2,2x−1B(2x−1)
2x−1,2x,

(213)

while the tilted boundary matrices are given by

R̃(2N )
2N = R2N A(2N−1)

2N−1,2N , L̃(1)
1 = L1B(1)

1,2. (214)

C. Dominant eigenvalue

We now look to construct an explicit expression for the
leading eigenvector of the tilted Markov operator M̃(s),
namely, the eigenvector associated to the eigenvalue 
̃(s) with
the largest real part. Specifically, we seek a pair of vectors p̃

034124-18



EXACT SOLUTION OF THE “RULE 150” REVERSIBLE … PHYSICAL REVIEW E 105, 034124 (2022)

and p̃′, that satisfy the coupled equations,

M̃E(s) p̃ = 
̃R(s) p̃′, M̃O(s) p̃′ = 
̃L(s) p̃, (215)

where 
̃(s) = 
̃R(s)
̃L(s), which indeed implies that

M̃(s) p̃ = 
̃(s) p̃. (216)

We now postulate a simple staggered MPS ansatz for the
components of the eigenvectors similar to the ansatz used for
the vectors in Sec. V, that reads

p̃n = 〈L̃|Ṽ (1)
n1

W̃ (2)
n2

· · · Ṽ (2N−1)
n2N−1

W̃ (2N )
n2N

|R̃〉,
p̃′

n = 〈L̃′|W̃ (1)
n1

Ṽ (2)
n2

· · ·W̃ (2N−1)
n2N−1

Ṽ (2N )
n2N

|R̃′〉,
(217)

where the matrices Ṽ (x)
nx

and W̃ (x)
nx

acting in the auxiliary space
C2 are now site dependent. It then follows that we can ef-
ficiently write the pair of vectors, using the compact tensor
product notation, as

p̃ = 〈L̃|Ṽ (1)
1 W̃

(2)
2 · · · Ṽ (2N−1)

2N−1 W̃
(2N )
2N |R̃〉,

p̃′ = 〈L̃′|W̃ (1)
1 Ṽ

(2)
2 · · ·W̃ (2N−1)

2N−1 Ṽ
(2N )
2N |R̃′〉,

(218)

where, explicitly, the vectors of tilted matrices read

Ṽ
(x)
x =

[
Ṽ (x)

0
Ṽ (x)

1

]
, W̃

(x)
x =

[
W̃ (x)

0
W̃ (x)

1

]
. (219)

We demand that these vectors of tilted matrices satisfy the
following inhomogeneous bulk relations, that generalizes the
homogeneous bulk algebraic cancellation scheme in Eqs. (54)
and (59). Explicitly, we require that

Ũ (2x)
2x

[
Ṽ

(2x−1)
2x−1 W̃

(2x)
2x Z̃

(2x+1)
2x+1

] = Z̃
(2x−1)
2x−1 Ṽ

(2x)
2x W̃

(2x+1)
2x+1 ,

Ũ (2x+1)
2x+1

[
Z̃

(2x)
2x W̃

(2x+1)
2x+1 Ṽ

(2x+2)
2x+2

] = W̃
(2x)
2x Ṽ

(2x+1)
2x+1 Z̃

(2x+2)
2x+2 ,

(220)

which encodes the matrix product equations,

a(2x−1)
n2x−1, f2x

a(2x)
f2x,n2x+1

Ṽ (2x−1)
n2x−1

W̃ (2x)
f2x

Z̃ (2x+1)
n2x+1

= Z̃ (2x−1)
n2x−1

Ṽ (2x)
n2x

W̃ (2x+1)
n2x+1

,

b(2x)
n2x, f2x+1

b(2x+1)
f2x+1,n2x+2

Z̃ (2x)
n2x

W̃ (2x+1)
f2x+1

Ṽ (2x+2)
n2x+2

= W̃ (2x)
n2x

Ṽ (2x+1)
n2x+1

Z̃ (2x+2)
n2x+2

,

(221)

where, for convenience, we have introduced the exchange ma-
trices Z̃ (x)

nx
[i.e., site dependent generalizations of the delimiter

matrix S (55)], with the associated vector,

Z̃
(x)
x =

[
Z̃ (x)

0
Z̃ (x)

1

]
. (222)

We now postulate the following ansatz for the matrices of
the inhomogeneous algebra that generalizes Eq. (52),

Ṽ (x)
0 =

[
1 ṽ

(x)
01

0 0

]
,

Ṽ (x)
1 =

[
0 0

ṽ
(x)
10 1

]
,

W̃ (x)
0 =

[
1 w̃

(x)
01

0 0

]
,

W̃ (x)
1 =

[
0 0

w̃
(x)
10 1

]
,

(223)

while the ansatz for the exchange matrices reads

Z̃ (x)
0 =

[
z̃(x)

00 z̃(x)
01

0 0

]
, Z̃ (x)

1 =
[

0 0
z̃(x)

10 z̃(x)
11

]
. (224)

Requiring that the inhomogeneous algebraic relations in
Eq. (221) can be exactly solved using the generalized site

dependent matrix ansatz postulated imposes constraints on the
tilt operators A(s) and B(s), reminiscent of those placed on
the boundary operators R and L in Sec. IV B. A particularly
convenient choice of parametrization, that has a remarkably
simple physical interpretation, can be obtained by setting

a(x)
nx,nx+1

= a(x)
1−nx,1−nx+1

,

b(x)
nx,nx+1

= b(x)
1−nx,1−nx+1

,
(225)

which is nothing but the requirement that A(s) and B(s) obey
the particle-hole symmetry of the model. Under this set of
conditions, the inhomogeneous bulk algebra yields the follow-
ing two-parameter family of solutions:

ṽ
(2x)
01 = ṽ

(2x)
10 = ξ

x−1∏
j=0

b(2 j)
01 a(2 j+1)

01

b(2 j)
00 a(2 j+1)

00

,

w̃
(2x)
01 = w̃

(2x)
10 = ω

x∏
j=1

b(2 j−1)
00 a(2 j)

00

b(2 j−1)
01 a(2 j)

01

,

z̃(2x)
00 = z̃(2x)

11 =
2x−1∏
j=1

b( j)
00 ,

z̃(2x)
01 = z̃(2x)

10 = ξ

x−1∏
j=0

b(2 j)
01 a(2 j+1)

01 b(2 j+1)
00

a(2 j+1)
00

,

(226)

ṽ
(2x+1)
01 = ṽ

(2x+1)
10 = ξ

x∏
j=1

a(2 j−1)
01 b(2 j)

01

a(2 j−1)
00 b(2 j)

00

,

w̃
(2x+1)
01 = w̃

(2x+1)
10 = ω

x∏
j=0

a(2 j)
00 b(2 j+1)

00

a(2 j)
01 b(2 j+1)

01

,

z̃(2x+1)
00 = z̃(2x+1)

11 =
2x∏
j=1

1

a( j)
00

,

z̃(2x+1)
01 = z̃(2x+1)

10 = ω

x∏
j=0

b(2 j+1)
00

a(2 j)
01 b(2 j+1)

01 a(2 j+1)
00

,

where we have used the convention that

a(−1)
n−1,n0

= a(0)
n0,n1

= 1,

b(−1)
n−1,n0

= b(0)
n0,n1

= 1.
(227)

Analogous to the treatment of the NESS in Sec. V, we
additionally require that the tilted row vectors of the left
boundary 〈L̃| and 〈L̃′| and tilted column vectors of the right
boundary |R̃〉 and |R̃′〉, satisfy inhomogeneous site dependent
boundary algebraic relations generalizing the homogeneous
identities Eqs. (131), (132), (133), and (134). In particular, we
demand the following relations hold,

〈L̃|Z̃(1)
1 = 〈L̃′|W̃ (1)

1 , (228)

R̃2N
[
Ṽ

(2N−1)
2N−1 W̃

(2N )
2N |R̃〉] = 
̃RZ̃

(2N−1)
2N−1 Ṽ

(2N )
2N |R̃′〉, (229)

L̃1
[〈L̃′|W̃ (1)

1 Ṽ
(2)
2

] = 
̃L〈L̃|Ṽ (1)
1 Z̃

(2)
2 , (230)

Z̃
(2N )
2N |R̃′〉 = W̃

(2N )
2N |R̃〉, (231)
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which, in terms of the auxiliary matrices, read

〈L̃|Z̃ (1)
n1

= 〈L̃′|W̃ (1)
n1

, (232)
1∑

n5=0

φn3, f4,n5 a(3)
n3, f4

Ṽ (3)
n3

W̃ (4)
f4

|R̃〉 = 
̃RZ̃ (3)
n3

Ṽ (4)
n4

|R̃′〉, (233)

1∑
n0=0

ϕn0, f1,n2 b(1)
f1,n2

〈L̃′|W̃ (1)
f1

Ṽ (2)
n2

= 
̃L〈L̃|Ṽ (1)
n1

Z̃ (2)
n2

, (234)

Z̃ (4)
n4

|R̃′〉 = W̃ (4)
n4

|R̃〉, (235)

where, to save space, we set N = 2 at the right boundary. It
can be straightforwardly shown by direct computation that if
these inhomogeneous bulk and boundary relations are satis-
fied, then the coupled eigenvalue Eqs. (215) are solved. As an
example, for a chain of size N = 2, the second relation follows
as

M̃O p̃′ = L̃1Ũ
(3)
3 〈L̃′|W̃ (1)

1 Ṽ
(2)
2 W̃

(3)
3 Ṽ

(4)
4 |R̃′〉

= 
̃LŨ (3)
3 〈L̃|Ṽ (1)

1 Z̃
(2)
2 W̃

(3)
3 Ṽ

(4)
4 |R̃′〉

= 
̃L〈L̃|Ṽ (1)
1 W̃

(2)
2 Ṽ

(3)
3 Z̃

(4)
4 |R̃′〉

= 
̃L〈L̃|Ṽ (1)
1 W̃

(2)
2 Ṽ

(3)
3 W̃

(4)
4 |R̃〉

= 
̃L p̃, (236)

with the first equation of Eq. (215) following analogously.
Solving the pair of inhomogeneous algebraic relations for
the right boundary, Eqs. (233) and (235), yields a pair of
expressions for the spectral parameters,

ξ = σ

̃Rz̃(2N+1)

00 − z̃(2N )
00 (1 − α)

z̃(2N )
01 β

, (237)

ω = σ

̃Rz̃(2N+1)

00 (1 − β ) − z̃(2N )
00 (1 − α − β )


̃Rz̃(2N+1)
01 β

, (238)

with σ = ±1 and right boundary vectors,

|R̃〉 = r̃

[
1
σ

]
, |R̃′〉 = σ

r̃

z̃(2N )
00

1 + σ w̃
(2N )
01

1 + σ ṽ
(2N )
01

[
1
σ

]
, (239)

where r̃ is a scalar that determines the normalization of the
right boundary vector and with the convention that

a(2N )
n2N ,n2N+1

= a(2N+1)
n2N+1,n2N+2

= 1,

b(2N )
n2N ,n2N+1

= b(2N+1)
n2N+1,n2N+2

= 1.
(240)

Similarly, for the left boundary relations Eqs. (232) and (234),
we obtain a pair of solutions for the spectral parameters,

ξ = τ

̃L(1 − δ) − (1 − γ − δ)


̃Lδ
, (241)

ω = τ

̃L − (1 − γ )

δ
, (242)

with τ = ±1 and left boundary vectors,

〈L̃| = l̃[1 τ ], 〈L̃′| = l̃[1 τ ], (243)

where l̃ is the corresponding scalar that determines the
normalization of the left boundary vector. A particularly
convenient parametrization for the eigenvector p̃, that is con-
sistent with the expression for the vector p in Sec. V, is

obtained by setting

r̃ = 1

1 + σ w̃
(2N )
01

, l̃ = 1. (244)

It then follows from the ansatz Eqs. (223) and (224), that
the components p̃n of the eigenvectors p̃ take the form of a
generalized site dependent grand canonical ensemble,

p̃n = τ n1
∏
x±

ṽ
(x+ )
01 w̃

(x− )
01 ∝ ξN+

n ωN−
n , (245)

where, as before, the τ corresponds to the choice of solution
at the left boundary while the sets x± denote the sets of sites
which are occupied, respectively, by the positive and negative
quasiparticles (e.g., p̃0010 = w̃

(2)
01 ṽ

(3)
01 ∝ ξω).

As was done in Sec. V, we now impose equality between
the pair of expressions for the spectral parameters at the right
and left boundaries. Rearranging and subsequently solving for
the eigenvalue 
̃(s) = 
̃L(s)
̃R(s) returns the following pair
of quadratic characteristic polynomials,


̃2 −
(

1∑
j=0

1∑
k=0

τ j+kψ j,kZ̃ j,k

)

̃ + ψ Z̃ = 0, (246)

where we have introduced

Z̃00 =
2N∏
j=1

a( j)
00 b( j)

00 ,

Z̃01 =
N∏

j=1

a(2 j−1)
00 b(2 j−1)

01 a(2 j)
01 b(2 j)

00 ,

Z̃10 =
N∏

j=1

a(2 j−1)
01 b(2 j−1)

00 a(2 j)
00 b(2 j)

01 ,

Z̃11 =
2N∏
j=1

a( j)
01 b( j)

01 ,

(247)

which satisfy the following identity:

Z̃ ≡ Z̃00Z̃11 ≡ Z̃01Z̃10 =
2N∏
j=1

a( j)
00 a( j)

01 b( j)
00 b( j)

01 , (248)

and the coefficients,

ψ00 = (1 − α)(1 − γ ),

ψ01 = αδ,

ψ10 = βγ ,

ψ11 = (1 − β )(1 − δ),

(249)

which satisfy the following equality:

ψ ≡
1∑

j=0

1∑
k=0

ψ j,k − 1 = (1 − α − β )(1 − γ − δ). (250)

As a consistency check, when s = 0 we recover the quadratic
characteristic polynomials Eq. (146) in Sec. V, for which the
corresponding dominant eigenvalue 
̃ = 
 = 1, as expected
for a stochastic operator.
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D. Dynamical phase transition

We can straightforwardly solve the quadratic equation in
Eq. (246) to obtain an explicit expression for 
̃(s), for
any arbitrary observables satisfying the constraint Eq. (225).
Specifically, the dominant eigenvalue reads


̃(s) = η̃(s) +
√

η̃2(s) − μ̃(s), (251)

with

η̃(s) = 1

2

1∑
j=0

1∑
k=0

ψ j,kZ̃ j,k, μ̃(s) = ψ Z̃. (252)

As the observables Eq. (201) are extensive in the system size,
we can define the tilting functions as

Z̃ j,k = exp (−Nsζ j,k ), (253)

such that the following limits exist and are finite,

ζ j,k = − lim
N→∞

ln Z̃ j,k

Ns
. (254)

The SCGF can then be expressed in the scaling form,

θN (s) ≡ ϑ (Ns). (255)

Immediately, this scaling form Eq. (255) provides us with the
cumulants of K in the long-time limit T → ∞, namely,

κ j ≡ lim
T →∞

1

T
〈〈K j〉〉 = (−1) j d j

ds j
θN (s)

∣∣∣∣
s=0

∝ N j, (256)

where 〈〈K j〉〉 denotes the jth cumulant of the observable K .
Note that in the thermodynamic limit (i.e., N → ∞), the long-
time cumulants of K for j � 2 diverge for s = 0, therefore,
indicating the existence of a singularity (i.e., a dynamical
phase transition in the trajectory statistics).

We can construct explicitly the exact form of all cumulants
〈〈K j〉〉 for all even system sizes 2N in the long-time limit T →
∞, as detailed in Appendix H. For j = 1, we obtain the mean
of K per unit time,

κ1 = − 4η̃′ − μ̃′

2(1 − μ̃)
, (257)

while for j = 2, we get the variance of K per unit time,

κ2 = 4η̃′′ − μ̃′′

2(1 − μ̃)
+ (4η̃′ − μ̃′)μ̃′

4(1 − μ̃)2
− (4η̃′ − μ̃′)2

4(1 − μ̃)3
, (258)

where the derivatives are given by

η̃(m) ≡ dm

dsm
η̃(s)

∣∣∣∣
s=0

= 1

2

1∑
j=0

1∑
k=0

ψ j,k (−Nζ j,k )m,

μ̃(m) ≡ dm

dsm
μ̃(s)

∣∣∣∣
s=0

= ψ (−Nζ )m.

(259)

We now consider the asymptotic behavior of the scaling
function ϑ (Ns), which under the assumption of positive tilting
functions ζ11 > · · · > ζ00, takes the form

ϑ (Ns) =
{−Nsζ11 + ln ψ11 + · · · Ns → ∞,

−Nsζ00 + ln ψ00 + · · · Ns → −∞.
(260)

It can then be deduced that the SCGF converges to

lim
N→∞

1

N
θN (s) =

{−sζ11 s > 0,

−sζ00 s < 0,
(261)

where the singularity at s = 0 corresponds to a first-order
phase transition.

In Fig. 7 we plot the SCGF θN (s) and its cumulants, specifi-
cally, the mean −θ ′

N (s) and the variance θ ′′
N (s), for a particular

observable, namely, the current (i.e., the time integrated num-
ber of quasiparticles). From inspection, it is clear that the
SCGF converges toward the asymptotic form in Eq. (261)
as N → ∞, with the discontinuity (i.e., the critical point)
occurring at s = 0. Similarly, the mean transitions from being
positive for s < 0, to negative for s > 0 around the critical
point at s = 0, with the change becoming discontinuous in the
thermodynamic limit (i.e., N → ∞). This transformation in
the shape of the mean, characterizing the dynamical phase
transition, manifests in the variance as its maximum scales
with N , while the corresponding value of s, which indicates
the singularity, scales with 1/N . We also show the rate func-
tion ϕN (k), which we obtain by taking the Legendre transform
of the SCGF Eq. (204),

ϕN (k) = − min
s

[sk + θN (s)]. (262)

As can be seen from inspection, the rate function ϕN (k)
broadens with increasing finite system size N , indicating large
fluctuations in the dynamics. In the limit N → ∞, ϕN (k)
converges toward a square well, with the extrema max k = ζ00

and min k = ζ11 associated to the coexisting dynamically ac-
tive phases.

These results are reminiscent of those obtained for the
Rule 54 RCA [5]. Dynamics of the Rule 150 RCA sits at
the coexistence point between two dynamical phases, one of
high activity where K is large, and one of low activity with K
vanishing in the large size limit. Fluctuations in each of these
phases are highly suppressed with the main source coming
from the coexistence (cf. Fig. 7). Much like the case of Rule
54 (i.e., the RCA counterpart to the FA model), we find that
the main ingredient facilitating the active-inactive transitions
are the kinetic constraints. The simplicity in the form of θN (s),
as compared to other KCM, is a consequence of the deter-
ministic dynamics in the bulk, as all fluctuations originate
from the stochastic boundaries. Since the probabilistic cost of
realizing a rare fluctuation in the boundary (e.g., not emitting
any given quasiparticle if doing so yields the empty state)
does not scale with the system size, rare trajectories can be
easily realized. Boundary control over the bulk is a hallmark
of a phase transition, and here, by construction, we have an
immediate realization of this phenomenon in space-time.

E. Doob transformation

Having the exact form of the leading eigenstate of the
tilted operator also allows us to find the exact generalized
Doob transform [56–59]. This refers to the construction of a
stochastic operator whose trajectories are the atypical trajec-
tories described by the nonstochastic tilted operator. In other
words, to derive the operator that gives the optimal dynamics
with which to sample the exponentially rare trajectories of the
original dynamics associated with counting field s. For long
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FIG. 7. Dynamical first-order phase transition. SCGF θN (s)/N [top left], mean −θ ′
N (s)/N [top right], variance θ ′′

N (s)/N [bottom left], and
rate function ϕN (k)/N [bottom right] for the current ζ00 = ζ11 = 0, ζ01 = −ζ10 = 1/2, explicitly, the time integrated number of quasiparticles,
for systems of even sizes 2N (see legend) with boundary conditional probabilities α = 3/5, β = 7/8, γ = 8/9, and δ = 4/7. In the
thermodynamic limit N → ∞, the SCGF approaches the asymptotic form in Eq. (261) while the mean exhibits a first-order phase transition
about s = 0. Correspondingly, the variance diverges as N → ∞, with the singularity converging toward s = 0 as 1/N . Additionally shown is
the rate function which broadens toward a square well in the asymptotic limit.

times, this construction only requires the leading eigenvalue
and eigenvector.

We can obtain an explicit expression for the long-time
Doob operator from the MPS representation of the leading
eigenvector p̃ of the tilted Markov operator M̃(s) through
[56–59]

D̃(s) ≡ 1


̃(s)
Q̃(s)M̃(s)Q̃−1(s), (263)

where 
̃(s) is the dominant eigenvalue of M̃(s) and Q̃(s) is
a diagonal operator defined in terms of the components of the
corresponding leading left eigenvector q̃ of M̃(s),

Q̃(s) =
∑

n

en eT
n en · q̃, (264)

where en denotes a standard basis (column) vector (cf. Sec II)
and

q̃M̃(s) = 
̃(s)q̃. (265)

To reduce the computation required to obtain an analytic
expression for the leading left eigenvector q̃ we utilize the
technique used for Rule 54 in Ref. [5]. Namely, define

q̃ ≡ [A(s)q̂]T = q̂TA(s), (266)

where q̂ can be straightforwardly shown to be the leading
right eigenvector of the newly introduced operator M̂(s), with

̂(s) ≡ 
̃(s) the associated eigenvalue. Specifically, taking
the transpose of the left eigenvalue Eq. (265), while utilizing
the similarity transformation for the left eigenvector Eq. (266),
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we have for the left-hand side,

[q̂TA(s)M̃(s)]T = [q̂TA(s)MOB(s)MEA(s)]T

= AT(s)MT
EBT(s)MT

OAT(s)q̂

= A(s)MT
EB(s)MT

OA(s)q̂,

(267)

where, to obtain the final equality, we used the property that
the tilt operators A(s) and B(s) are diagonal. The correspond-
ing right-hand side of the equation then reads

(
̂(s)q̂TA(s))T = 
̂(s)AT(s)q̂ = 
̂(s)A(s)q̂. (268)

Multiplying both sides on the left by A−1(s) then gives

M̂(s)q̂ ≡ MT
EB(s)MT

OA(s)q̂ = 
̂(s)q̂, (269)

with the transposed even and odd time step operators,

MT
E = RT

2N

N−1∏
x=1

U2x, MT
O = LT

1

N−1∏
x=1

U2x+1. (270)

As we did for the leading right eigenvector p̃, we now con-
struct a pair of vectors q̂ and q̂′ that satisfy the coupled
eigenvalue equations,

MT
OA(s)q̂ = 
̂L(s)q̂′, MT

EB(s)q̂′ = 
̂R(s)q̂, (271)

where q̂ and q̂′ take a matrix product form, reminiscent of the
ansatz of the vectors p̃′ and p̃, respectively. More precisely,
their components read

q̂n = 〈L̂|Ŵ (1)
n1

V̂ (2)
n2

· · ·Ŵ (2N−1)
n2N−1

V̂ (2N )
n2N

|R̂〉,
q̂′

n = 〈L̂′|V̂ (1)
n1

Ŵ (2)
n2

· · · V̂ (2N−1)
n2N−1

Ŵ (2N )
n2N

|R̂′〉.
(272)

Analogous to the right eigenvectors p̃ and p̃′, the vectors q̂ and
q̂′ satisfy inhomogeneous bulk algebraic relations that can be
written as

b(2x−1)
n2x−1, f2x

b(2x)
f2x,n2x+1

V̂ (2x−1)
n2x−1

Ŵ (2x)
f2x

Ẑ (2x+1)
n2x+1

= Ẑ (2x−1)
n2x−1

V̂ (2x)
n2x

Ŵ (2x+1)
n2x+1

,

a(2x)
n2x, f2x+1

a(2x+1)
f2x+1,n2x+2

Ẑ (2x)
n2x

Ŵ (2x+1)
f2x+1

V̂ (2x+2)
n2x+2

= Ŵ (2x)
n2x

V̂ (2x+1)
n2x+1

Ẑ (2x+2)
n2x+2

,

(273)

which are identical to Eq. (221), but with the local tilting func-
tions exchanged a(x)

nx,nx+1
↔ b(x)

nx,nx+1
. It then follows directly

that the explicit solutions to these equations are of the same
form as Eq. (226), but with

V̂ (x)
nx

(
a(x)

nx,nx+1
, b(x)

nx,nx+1

) ≡ Ṽ (x)
nx

(
b(x)

nx,nx+1
, a(x)

nx,nx+1

)
,

Ŵ (x)
nx

(
a(x)

nx,nx+1
, b(x)

nx,nx+1

) ≡ W̃ (x)
nx

(
b(x)

nx,nx+1
, a(x)

nx,nx+1

)
,

Ẑ (x)
nx

(
a(x)

nx,nx+1
, b(x)

nx,nx+1

) ≡ Z̃ (x)
nx

(
b(x)

nx,nx+1
, a(x)

nx,nx+1

)
.

(274)

The corresponding boundary relations then read

〈L̂′|Ẑ (1)
n1

= 〈L̂|Ŵ (1)
n1

,

1∑
n5=0

φn3,n4,n5 b(3)
n3, f4

V̂ (3)
n3

Ŵ (4)
f4

|R̂′〉 = 
̂RẐ (3)
n3

V̂ (4)
n4

|R̂〉,

1∑
n0=0

ϕn0,n1,n2 a(1)
f1,n2

〈L̂|Ŵ (1)
f1

V̂ (2)
n2

= 
̂L〈L̂′|V̂ (1)
n1

Ẑ (2)
n2

,

Ẑ (4)
n4

|R̂〉 = Ŵ (4)
n4

|R̂′〉,

(275)

which are the same as Eqs. (232), (233), (234), and (235),
but the functions a(x)

nx,nx+1
and b(x)

nx,nx+1
interchanged and with

the stochastic boundary matrices R and L replaced by their
transposes, which is equivalent to exchanging the elements
φn3, f4,n5 ↔ φn3,n4,n5 , ϕn0, f1,n2 ↔ ϕn0,n1,n2 . If we solve the right
boundary equations, as we did for the right eigenvector, then
we obtain the following expressions for the spectral parame-
ters:

ξ = σ

̂Rẑ(2N+1)

00 − ẑ(2N )
00 (1 − α)

ẑ(2N )
01 α

,

ω = σ

̂Rẑ(2N+1)

00 (1 − β ) − ẑ(2N )
00 (1 − α − β )


̂Rẑ(2N+1)
01 α

,

(276)

where the right boundary vectors are given by

|R̂〉 = r̂

[
1
σ

]
, |R̂′〉 = σ r̂z̃(2N )

00

1 + σ ṽ
(2N )
01

1 + σ w̃
(2N )
01

[
1
σ

]
. (277)

Similarly solving the left boundary equations gives

ξ = τ

̂L(1 − δ) − (1 − γ − δ)


̂Lγ
,

ω = τ

̂L − (1 − γ )

γ
,

(278)

for the spectral parameters, with the boundary vectors

〈L̂| = l̂[1 τ ], 〈L̂′| = l̂[1 τ ]. (279)

It can be easily verified that equating the expressions for
the spectral parameters ξ and ω at either boundary and then
solving for the eigenvalue 
̂(s) = 
̂L
̂R returns the quadratic
characteristic polynomials Eq. (246), as expected. Further-
more, it follows that by setting

r̂ = 1

1 + σ v̂
(2N )
01

, l̂ = 1, (280)

the components q̂n of the eigenvectors q̂ of the operator M̂(s)
take a form reminiscent to that of the vectors p̃ [cf. Eq. (245)].
Specifically,

q̂n = τ n1
∏
x±

v̂
(x+ )
01 ŵ

(x− )
01 ∝ ξN+

n ωN−
n . (281)

Explicit expressions for the left eigenvector q̃ of the tilted
Markov operator M̃(s), the diagonal operator Q̃(s), and, most
importantly, the long-time Doob operator D̃(s) then follow
trivially from Eqs. (266), (264), and (263).

VII. CONCLUSIONS

The aim of this paper was to present a comprehensive study
into the dynamics of a simple integrable cellular automaton.
The model we studied here, the Rule 150 RCA, is integrable
[22], but in contrast to other recently studied integrable RCA,
its quasiparticles are noninteracting [8]. This allowed us to
present within the paper a significant number of exact results,
including the stationary states for both closed and open bound-
aries, the full spectrum of the evolution operator, and the large
deviation dynamical phase diagram. Our work here adds to the
growing number of exact results on statistical mechanics of
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classical deterministic RCA, which is of interest to a number
of other fields as explained in the introduction. There are also
many interesting extensions and generalizations, including
the dynamics of integrable RCA with stochastic or unitary
dynamics [22,60]. We expect our paper which studies the sim-
plest of these models can also serve as a useful introduction to
this rich field.

Note added. Reference [22] recently appeared proving that
the Rule 150 RCA is Yang-Baxter integrable.
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APPENDIX A: DISCRETE SYMMETRIES

The discrete local symmetries of the model are given in
Sec. II B by the commutation relations between the local time
evolution operator U and the symmetry generators. Explicitly
[cf. Eq. (18)],

[U, �J] = 0, �J = [JS, JT, JP], (A1)

where JS, JT, and JP are 8 × 8 matrix representations of the
respective symmetry generators which are defined by their
action on either the operator U or vector pt . First, we consider
the generator of spatial-inversions JS, whose action inverts
the spatial indices of the sites x − 1, x + 1 about the site x.
Specifically,

JS =
1∑

nx−1,nx+1=0

enx−1 eT
nx+1

⊗ 1 ⊗ enx+1 eT
nx−1

, (A2)

where e0 and e1 denote the elementary basis vectors,

e0 =
[

1
0

]
. e1 =

[
0
1

]
. (A3)

The matrix JS, therefore, reads

JS =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
1

1
1

1
1

1
1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (A4)

from which the first equality in Eq. (A1) follows directly.
Next, we consider the generator JT whose action reverses
the direction of time, t + 1 → t − 1. It, therefore, follows
that the operator JT must necessarily satisfy the relation
JTUJ−1

T = U −1. Recalling that the local time evolution opera-
tor U is an involutory matrix (i.e., U = U −1) then returns the
second condition in Eq. (A1). This allows us to freely choose

JT = U, (A5)

such that, for simplicity, we can define

JT =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
1

1
1

1
1

1
1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (A6)

Finally, we consider the particle-hole symmetry operator,
whose generator is defined by its action on the vector pt ,
namely, it exchanges the binary variables 0 and 1, so

JP =
1∑

nx−1,nx,nx+1=0

enx−1,nx,nx+1 eT
1−nx−1,1−nx,1−nx+1

, (A7)

where enx−1,nx,nx+1 = enx−1 ⊗ enx ⊗ enx+1 is an element of the
standard basis of the vector space (R2)⊗3. It then follows
immediately that JP is the exchange matrix,

JP =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
1

1
1

1
1

1
1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (A8)

At the level of the master Eq. (14), the local symmetries
manifest in the dynamics as a combined spatial-inversion
and time-reversal symmetry and a particle-hole symmetry [cf.
Eq. (20)]. Particularly,

[U ,J ST] = 0, [U ,J P] = 0, (A9)

with J ST and J P the 22N × 22N matrix representations of the
respective symmetry generators. We note that we can write
the operator J ST ≡ J SJ T, that is, as a product of operators
that generalize the local matrices in Eqs. (A2) and (A5), which
allows us to write

J S =
1∑

n1,...,n2N =0

en2N ,...,n1 eT
n1,...,n2N

, (A10)

with en1,...,n2N = en1 ⊗ · · · ⊗ en2N denoting a basis state of the
vector space (R2)⊗2N . As was required of the local symme-
try operator JT, we demand that J T satisfies the identity
J TUJ −1

T = U−1 which, after recalling that the operator
U = UOUE, immediately allows us to set

J T = UE. (A11)

Similarly, it follows straightforwardly that

J P =
1∑

n1,...,n2N =0

e1−n1,...,1−n2N eT
n1,...,n2N

. (A12)

Finally, as mentioned, the dynamics additionally exhibits a
symmetry that conserves the parity of the total number of
empty and occupied sites [cf. Eq. (21)],

[U ,J N] = 0, (A13)
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FIG. 8. Quasiparticle constraint. Graph representation of the lat-
tice that illustrates the physical constraint imposed on the numbers
of positive and negative quasiparticles by the even size of the system
and PBC Eq. (26). Vertices associated to configurations that start
on sites with even or odd space-time parity [i.e., x + t (mod 2)]
are, respectively, colored black and white; configurations with pos-
itive or negative quasiparticles are labeled by pluses and minuses.
Black arrows indicate the directed edges which connect vertices ob-
tained by shifting one site in space [i.e., (nt

x, nt
x+1) ↔ (nt

x+1, nt
x+2)],

or equivalently, one step in time [i.e., (nt
x, nt

x+1) ↔ (nt+1
x , nt+1

x+1)],
while purple dashed arrows correspond to the subset of contracted
directed edges of the subgraph. To illustrate the basic concepts of
this representation, the closed walk associated to the configuration
n = (0, 0, 1, 1, 1, 0) is mapped by blue dotted arrows.

where the symmetry generator J N is trivially given by

J N =
1∑

n1,...,n2N =0

(−1)
∑

x nx en1,...,n2N eT
n1,...,n2N

. (A14)

APPENDIX B: QUASIPARTICLE NUMBER CONSTRAINT

To prove the constraint on the numbers of positive and neg-
ative quasiparticles in a given configuration n of even size 2N
with PBC Eq. (26), we introduce a convenient graph theoretic
representation for the lattice, shown in Fig. 8. The graph, a
directed bipartite graph, is composed of two disjoint and inde-
pendent sets of vertices, that are labeled by binary strings and
represent the subconfigurations of adjacent sites with even and
odd space and time indices [i.e., x + t (mod 2)], respectively.
Vertices of the even or odd set are then connected to vertices of
the odd or even set by directed edges that correspond to either
shifting one site in space (i.e., x ↔ x + 1) or evolving one
step in time (i.e., t ↔ t + 1). We remark that we can simplify
the graph significantly by contracting the paths between ver-
tices whose labels represent quasiparticles Eq. (23). Doing so
yields a symmetric directed subgraph with four vertices [i.e.,
a pair of vertices from each vertex set corresponding to the
subconfigurations (0, 1) and (1, 0)], that are each connected
to exactly two other vertices. From this, it can be straightfor-
wardly verified that each and every cycle of the subgraph is of
even length and so satisfies Eq. (26).

APPENDIX C: MAXIMUM ENTROPY STATE

For the case where ξ = ω = 1, the stationary states, p and
p′, correspond to the maximum entropy state. That is, the state

for which the probabilities for each and every configuration
are equal. In this limit, the MPS representation for the state
simplifies such that the components of the probability state
vectors can be written as

lim
ξ,ω→1

pn = 1

Z
Tr

(
Mn1 Mn2 · · · Mn2N−1 Mn2N

)
, (C1)

where the auxiliary space matrices,

M0 =
[

1 1
0 0

]
, M1 =

[
0 0
1 1

]
. (C2)

To prove the stationarity of the maximum entropy state, we
introduce a cubic algebraic relation, analog to that in Eq. (54),
which reads

Mnx−1 M fx Mnx+1 = Mnx−1 Mnx Mnx+1 , (C3)

where we have utilized the simplifications in Eq. (60) and
the fact that, in the limit ξ, ω → 1, the auxiliary matrices
trivialize, explicitly, Vnx ,Wnx → Mnx . Noting that this identity
is solved by the following relation:

Mnx Mnx+1 = Mnx , (C4)

which holds for all nx = 0, 1, then proves the invariance of the
state. An identical proof holds for the state p′ as, in the limit
ξ, ω → 1, p′ ≡ p.

APPENDIX D: STATE COUNTING FUNCTION

To show that the state counting function � in Eq. (69)
really counts the number of states with N+ positive and N−
negative quasiparticles, we prove that the expressions for the
grand canonical partition functions Eqs. (66) and (68) are
equivalent. To start, we write the product of transfer matrices
as a recursion relation, specifically,

T N = T N−1T, (D1)

with elements T N
i j ≡ (T N )i, j given by

T N
i j =

1∑
k=0

T N−1
ik Tk j . (D2)

Substituting this parametrization for the transfer matrix com-
ponents into Z Eq. (66) admits the following expression for
the grand canonical partition function:

Z =
1∑

i=0

T N
ii . (D3)

Introducing the parametrization of the transfer matrix compo-
nents,

T11 = T00 = 1 + ξω, T10 = T01 = ω + ξ, (D4)

then allows us to reduce the system of Eqs. (D2) to just two
recursive relations,

T N
00 = (1 + ξω)T N−1

00 + (ω + ξ )T N−1
01 ,

T N
01 = (1 + ξω)T N−1

01 + (ω + ξ )T N−1
00 ,

(D5)

yielding an expression for Z in terms of just one recursive
parameter,

Z = 2T N
00 , (D6)
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which can subsequently be expressed as a one-parameter
second-order recurrence relation,

T N
00 = 2(1 + ξω)T N−1

00 − (1 − ξ 2)(1 − ω2)T N−2
00 . (D7)

To relate the MPS representation of the grand canonical
partition function Eq. (D6) to the expression for Z , obtained
by normalizing the thermodynamic ensemble, in Eq. (68), we
look for a combinatoric formulation for T N

00 . We start by noting
that the recursive relations Eqs. (D5) can be rewritten in terms
of the following summations:

T N
00 =


 N
2 �∑

i=0

(
N

2i

)
(1 + ξω)N−2i(ω + ξ )2i,

T N
01 =


 N
2 �∑

i=0

(
N

2i

)
(ω + ξ )N−2i(1 + ξω)2i.

(D8)

Expanding the binomials and rearranging for the spectral pa-
rameters then gives the following expression for T N

00 ,

T N
00 =


 N
2 �∑

i=0

(
N

2i

)N−2i∑
j=0

(
N − 2i

j

) 2i∑
k=0

(
2i

k

)
ξ 2i+ j−kω j+k . (D9)

To make further progress, we split the expression for T N
00

into three separate summations (i.e., k < i, k = i, k > i)
which independently count the sets of configurations with
N+ > N−, N+ = N−, and N+ < N− quasiparticles. By prov-
ing the equivalence of each of these to the associated part of
Eq. (68), we necessarily prove the equivalence of the grand
canonical partition functions Eqs. (66) and (68) and the cor-
rectness of the state counting function � Eq. (69). In what
follows, it will prove helpful to refer to the following binomial
coefficient identities for increasing or decreasing the integers
n and k, (

n

k

)
= k + 1

n − k

(
n

k + 1

)
,

(
n

k

)
= n + 1 − k

n + 1

(
n + 1

k

)
,

(D10)

and Vandermonde’s identity,

j∑
k=0

(
m

k

)(
n

j − k

)
=

(
m + n

j

)
. (D11)

To start, we consider the summation for k < i,

T N
00 =


 N
2 �∑

i=1

N−2i∑
j=0

i−1∑
k=0

(
N

2i

)(
N − 2i

j

)(
2i

k

)
ξ 2i+ j−kω j+k . (D12)

To obtain the desired expression, we first shift the summation
index j 	→ j − k and rearrange the order of the summations
for j and k such that the expression reads

T N
00 =


 N
2 �∑

i=1

i−1∑
k=0

N−2i−k∑
j=k

(
N

2i

)(
N − 2i

j − k

)(
2i

k

)
ξ 2i+ j−2kω j .

(D13)

Next, we rearrange the summations for i and k and subse-
quently shift the index of summation i 	→ i + k to give

T N
00 =


 N−2
2 �∑

k=0


 N−2k
2 �∑

i=1

N−2i−k∑
j=k

(
N

2i + 2k

)(
N − 2i − 2k

j − k

)

×
(

2i + 2k

k

)
ξ 2i+ jω j . (D14)

Now, we use the binomial identities in Eq. (D10) to transform
the coefficients such that we have

T N
00 =


 N−2
2 �∑

k=0


 N−2k
2 �∑

i=1

N−2i−k∑
j=k

(
N

2i + j

)(
N − 2i − j

k

)

×
(

2i + j

j − k

)
ξ 2i+ jω j, (D15)

which after rearranging the order of the summations i and k
followed by j and k reads

T N
00 =


 N
2 �∑

i=1

N−2i∑
j=0

j∑
k=0

(
N

2i + j

)(
N − 2i − j

k

)(
2i + j

j − k

)
ξ 2i+ jω j,

(D16)

where, in the summation over k, we use the identity
(n<k

k

) = 0.
Finally, we apply Vandermonde’s identity Eq. (D11) to sum
over k to obtain

T N
00 =


 N
2 �∑

i=1

N−2i∑
j=0

(
N

2i + j

)(
N

j

)
ξ 2i+ jω j . (D17)

Identifying the numbers of positive and negative quasipar-
ticles as N+ ≡ 2i + j and N− ≡ j, respectively, it follows
directly that this expression is exactly equivalent to Eq. (69)
for N+ > N−, with the constraints in Eqs. (26) and (70) im-
posed by the bounds of the summations and the factor of 2
from Eq. (D6).

Next, we consider the summation for k = i,

T N
00 =


 N
2 �∑

i=0

N−2i∑
j=0

(
N

2i

)(
N − 2i

j

)(
2i

i

)
ξ i+ jωi+ j . (D18)

To start, we again shift the summation index j 	→ j − i to give

T N
00 =


 N
2 �∑

i=0

N−i∑
j=i

(
N

2i

)(
N − 2i

j − i

)(
2i

i

)
ξ jω j . (D19)

Subsequently applying the identities Eq. (D10) yields

T N
00 =


 N
2 �∑

i=0

N−i∑
j=i

(
N

j

)(
N − j

i

)(
j

i

)
ξ jω j, (D20)

which after rearranging the order of the summations i and j
reads

T N
00 =

N∑
j=0

j∑
i

(
N

j

)(
N − j

i

)(
j

i

)
ξ jω j, (D21)
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where again, in the summation over i, we have used the iden-
tity

(n<k
k

) = 0. Further noting the identity
(n

k

) = ( n
n−k

)
, then

applying Vandermonde’s identity Eq. (D11) to sum over i then
gives

T N
00 =

N∑
j=0

(
N

j

)(
N

j

)
ξ jω j, (D22)

which, substituted into Eq. (D6), is exactly equal to Eq. (69)
for N+ = N− = j.

Finally, we consider the summation for k > i,

T N
00 =


 N
2 �∑

i=1

N−2i∑
j=0

2i∑
k=i+1

(
N

2i

)(
N − 2i

j

)(
2i

k

)
ξ 2i+ j−kω j+k,

(D23)
which after shifting the summation index j 	→ j − 2i + k and
rearranging the order of the summations j and k reads

T N
00 =


 N
2 �∑

i=1

2i∑
k=i+1

N−k∑
j=2i−k

(
N

2i

)(
N − 2i

j − 2i + k

)(
2i

k

)
ξ jω−2i+ j+2k .

(D24)

We now shift the index k 	→ k + i,

T N
00 =


 N
2 �∑

i=1

i∑
k=1

N−i−k∑
j=i−k

(
N

2i

)(
N − 2i

j − i + k

)(
2i

i + k

)
ξ jω j+2k,

(D25)
and subsequently apply Eqs. (D10) to obtain

T N
00 =


 N
2 �∑

i=1

i∑
k=1

N−i−k∑
j=i−k

(
N

j + 2k

)(
N − j − 2k

i − k

)

×
(

j + 2k

i + k

)
ξ jω j+2k . (D26)

Last, we rearrange the order of the summations i and k and
then i and j, which returns

T N
00 =


 N
2 �∑

k=1

N−2k∑
j=0

j∑
i=k

(
N

j + 2k

)(
N − j − 2k

i − k

)

×
(

j + 2k

i + k

)
ξ jω j+2k, (D27)

before applying Vandermonde’s identity Eq. (D11) to sum
over i to give

T N
00 =


 N
2 �∑

k=1

N−2k∑
j=0

(
N

j + 2k

)(
N

j

)
ξ jω j+2k . (D28)

Substituted into Eq. (D6), this is precisely equivalent to
Eq. (69) for N+ < N− with N+ = j and N− = j + 2k, thus
proving the equivalence of Eqs. (66) and (68) and the correct-
ness of Eq. (69).

Remarkably, we can also derive the expression for the
counting function � directly from physical arguments by re-
calling the intrinsic properties of the quasiparticles. To start,
we note that each and every quasiparticle occupies exactly
two adjacent sites of the lattice and is statistically independent

FIG. 9. State counting function. The chain of 2N sites can be
partitioned into two staggered overlapping lattices of N blocks each.
The blocks are composed of adjacent pairs of sites that correspond to
either vacua, indicated here by white, or quasiparticles, highlighted
green (left) for positive and red (right) for negative. As can be seen
with the example configuration n = (0, 1, 0, 0, 1, 1), in this picture,
configurations are equivalent under the exchange ↔ (i.e., 0 ↔
1), hence the factor of 2 in Eq. (69).

of each and every other quasiparticle. That is, the conditional
probability of finding a quasiparticle at a pair of sites, given
that the sites do not already contain a quasiparticle of that
species does not depend on any of the other quasiparticles
positions (see Sec. IV C). It then follows straightforwardly
that the binomial coefficients in Eq. (69) can be understood as
independently counting the total number of possible ways to
arrange N+ positive and N− negative statistically independent
quasiparticles of size 2 in a system of size 2N . An illustrative
example highlighting the basic concepts of this argument, as
well as an explanation for the multiplicative factor of 2 which
simply ensures that both subspecies of each quasiparticle are
counted is presented in Fig. 9.

APPENDIX E: STOCHASTIC BOUNDARY DRIVING
CONSTRAINT

To prove that the stochastic operators R and L must nec-
essarily satisfy the particle-hole symmetry of the model,
we show that the constraint Eq. (108) follows directly as a
consequence of the boundary consistency condition. Solving
separately the pair of Eqs. (96) and (100), yields a unique
solution for the spectral parameters ξ and ω in terms of the
conditional probabilities φ001 and φ011 and the normalization
parameter 	 ≡ 	R/	L. Namely,

ξ = 	 − (1 − φ001)

φ011
, (E1)

ω = 	(1 − φ011) − (1 − φ001 − φ011)

	φ011
. (E2)

Similarly, solving separately the left boundary equations,
Eqs. (95) and (99), returns the following unique solution for
ξ and ω in terms of the conditional probabilities ϕ100 and ϕ110

and normalization parameter 	,

ξ = (1 − ϕ110) − 	(1 − ϕ100 − ϕ110)

ϕ110
, (E3)

ω = 1 − 	(1 − ϕ100)

	ϕ110
. (E4)
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We now demand that the expressions for ξ in Eqs. (E1)
and (E3) and for ω in Eqs. (E2) and (E4) are equivalent,
respectively. Solving these coupled equations then
yields a unique expression for the normalization
parameter,

	 = ϕ110(1 − φ001) + (1 − ϕ110)φ011

φ011(1 − ϕ100) + (1 − φ011)ϕ110
, (E5)

which is equivalent to the expression derived in
Eq. (103), where the spectral parameters are given

by

ξ = φ001(1 − ϕ110) + (1 − φ001)ϕ100

φ011(1 − ϕ100) + (1 − φ011)ϕ110
,

ω = ϕ100(1 − φ011) + (1 − ϕ100)φ001

ϕ110(1 − φ001) + (1 − ϕ110)φ011
,

(E6)

which are precisely the solutions shown in Eq. (110), with
ξ, ω ∈ R+ for all φ001, φ011, ϕ100, ϕ110 ∈ [0, 1]. Moreover,
solving the coupled equations for the spectral parameters also
imposes a constraint on the conditional probabilities. Specifi-
cally, we have that

φ110 =
[
ϕ100(1 − φ011) + (1 − ϕ100)φ001

] − (1 − φ100)
[
φ001(1 − ϕ110) + (1 − φ001)ϕ100

]
φ011(1 − ϕ100) + (1 − φ011)ϕ110

,

ϕ011 =
[
φ001(1 − ϕ110) + (1 − φ001)ϕ100

] − (1 − ϕ001)
[
ϕ100(1 − φ011) + (1 − ϕ100)φ001

]
ϕ110(1 − φ001) + (1 − ϕ110)φ011

.

(E7)

Requiring that each and every conditional probability is simul-
taneously bounded then returns a unique nontrivial solution
for the φn3,n4,n5 and ϕn0,n1,n2 , that is

φ100 = φ011, φ110 = φ001,

ϕ001 = ϕ110, ϕ011 = ϕ100,
(E8)

which is exactly the constraint in Eq. (108).

APPENDIX F: CONDITIONAL PROBABILITY
FACTORIZATION

To prove the factorizations in Eqs. (111) and (112), we
must first clarify our notation. Specifically, let pn1,...,n2N and
p′

n1,...,n2N
denote the asymptotic probabilities for the config-

urations of even length 2N starting on either even sites at
odd times or odd sites at even times, and either even sites at
even times or odd sites at odd times. Then, let pn1,...,n2N−1 and
p′

n1,...,n2N−1
denote the corresponding asymptotic probabilities

for configurations of odd length 2N − 1. Explicitly, these ex-
pressions read

pn1,...,n2N = lim
M→∞

Tr
(
Vn1Wn2 · · ·Wn2N T M−N

)
Tr(T M )

= 〈l|Vn1Wn2 · · ·Wn2N |r〉
χN 〈l|r〉 , (F1)

p′
n1,...,n2N

= lim
M→∞

Tr
(
Wn1Vn2 · · ·Vn2N T M−N

)
Tr(T M )

= 〈l|Wn1Vn2 · · ·Vn2N |r〉
χN 〈l|r〉 , (F2)

pn1,...,n2N−1 = lim
M→∞

Tr
(
Vn1Wn2 · · ·Vn2N−1 (W0 + W1

)
T M−N )

Tr(T M )
= 〈l|Vn1Wn2 · · ·Vn2N−1 |r〉

χN−1〈l|(V0 + V1)|r〉 , (F3)

p′
n1,...,n2N−1

= lim
M→∞

Tr
(
Wn1Vn2 · · ·Wn2N−1 (V0 + V1)T M−N

)
Tr(T M )

= 〈l|Wn1Vn2 · · ·Wn2N−1 |r〉
χN−1〈l|(W0 + W1)|r〉 , (F4)

where we have used the facts that the following products of
matrices and vectors hold:

(W0 + W1)|r〉 = (1 + ω)|r〉,
(V0 + V1)|r〉 = (1 + ξ )|r〉, (F5)

and that both the transfer matrix T and vectors |r〉 and 〈l| are
invariant under the exchange ξ ↔ ω. That is,

T ≡ T ′, |r〉 ≡ |r′〉, 〈l| ≡ 〈l ′|. (F6)

To prove the relations in Eqs. (111) and (112), we must
show that the following products of vectors and matrices
are linearly dependent. Explicitly, that for each and every
subconfiguration of two sites, there exist scalar coefficients

ln1,n2 , l ′
n1,n2

, rn3,n4 , and r′
n3,n4

, such that for the left boundary,
the following identities hold:

〈l|Vn1Wn2 = ln1,n2〈l|Wn2 , (F7)

〈l|Wn1Vn2 = l ′
n1,n2

〈l|Vn2 , (F8)

while for the right boundary, the identities read

Vn3Wn4 |r〉 = rn3,n4Vn3 |r〉, (F9)

Wn3Vn4 |r〉 = r′
n3,n4

Wn3 |r〉. (F10)

It can be straightforwardly demonstrated, by checking all
four configurations for all four equations, that the scalar
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coefficients are given precisely by the tensors of the PSA
in Eq. (39) and MPS normalization constant in Eq. (103).
Explicitly, for the left boundary,

ln1,n2 = Xn1,n2 , l ′
n1,n2

= Yn1,n2 , (F11)

and, similarly, for the right boundary,

rn3,n4 = 1

	
Xn3,n4 , r′

n3,n4
= 	Yn3,n4 . (F12)

From here, the factorization identities follow directly. To ob-
tain the relations in Eq. (111), we consecutively apply Eq. (F7)
to Eqs. (F1) and (F3) and, similarly, Eq. (F8) to Eqs. (F2) and
(F4), while to acquire the equations in Eqs. (112), we instead
repeatedly apply (F9) and (F10).

APPENDIX G: EIGENVALUE DEGENERACY
CONJECTURE

To check the validity of the conjecture in Eq. (168) for
the degeneracy g of the eigenvalue 
, we perform a simple
calculation which counts the total number of eigenvalues. In
particular, let g(N ) ≡ 22N denote the total number of eigen-
values of M for a system of even size 2N . We argue that we
can express this quantity as

g(N ) = 4
N−1∑
p=0

g(N, p), g(N, p) =
2N−2∑
q=0

g(N, p, q), (G1)

which can intuitively be interpreted as counting the total num-
ber of degenerate eigenvalues by summing over every angle
q, orbital p, and root λ (cf. the multiplicative factor of 4). The
degeneracy g ≡ g(N, p, q) then reads

g(N, p, q) =
∑
d|D

d

2N − 1

∑
d ′|D′

μ(d ′)
( 2N−1

dd ′
p

dd ′

)
, (G2)

where μ( · ) denotes the Möbius function and j|k the set of
positive integer divisors j of the integer k, with

D = gcd(2N − 1, p, q), D′ = gcd(2N − 1, p)

q
, (G3)

where gcd( · ) denotes the greatest common divisor.
To start, we note that we can eliminate the summation over

q by expanding the summations over both q and d , and then
collecting terms in d such that

g(N, p) =
∑
d|D′′

∑
d ′|D′

μ(d ′)
( 2N−1

dd ′
p

dd ′

)
, (G4)

with the integer

D′′ = gcd(2N − 1, p). (G5)

Expanding the summations over d and d ′, and collecting terms
with similar binomial coefficients, we then obtain

g(N, p) =
∑
d|D′′

( 2N−1
d
p
d

)∑
d ′|d

μ(d ′) =
(

2N − 1

p

)
, (G6)

where, to eliminate the summation over d ′, we have used the
Möbius summation identity,∑

j|k
μ( j) =

{
1, k = 1,

0, k > 1.
(G7)

We now consider the summation over the orbital number p,
which we can expand using Pascal’s identity to read

g(N ) = 4
N−1∑
p=0

[(
2N − 2

p − 1

)
+

(
2N − 2

p

)]

= 4

[
2

N−2∑
p=0

(
2N − 2

p

)
+

(
2N − 2

N − 1

)]
,

(G8)

where, to obtain the latter equality, we used the binomial
identity

( j
k<0

) = 0 to eliminate the term
(2N−1

−1

)
. Finally,

we split the first term into two separate summations over
p = 0, . . . , N − 2 and p = N, . . . , 2N − 2 with the identity( j
k

) = ( j
j−k

)
to give

g(N ) = 4
2N−2∑
p=0

(
2N − 2

p

)
= 4(22N−2) = 22N , (G9)

as required where, to acquire the second equality, we used the
binomial coefficient summation identity,

k∑
j=0

(
k

j

)
= 2k . (G10)

APPENDIX H: CUMULANTS OF LONG-TIME
OBSERVABLES

To construct exact expressions for the cumulants κ j of the
observable K for all even system sizes 2N in the long-time
T limit, we must first state Faà di Bruno’s formula, which
generalizes the chain rule for higher derivatives. In particular,
it states that if z(y) and y(x) are differentiable functions, then

d pz

dxp
=

∑
K

p!

k1! · · · kp!

dqz

dyq

p∏
j=1

(
1

j!

d jy

dx j

)k j

, (H1)

where the summation is over every p-tuple of nonnegative
integers K ≡ (k1, . . . , kp) satisfying the conditions,

p∑
j=1

jk j = p,
p∑

j=1

k j = q. (H2)

The exact expressions for the long-time cumulants of the
observable K then follow directly from the application of Faà
di Bruno’s Eq. (H1) to the SCGF Eq. (205). To start, we
consider the functions z(y) = θN (
̃) and y(x) = 
̃(s), which
after applying Eq. (H1) read

d pθN

dsp
=

∑
K

p!

k1! · · · kp!

dqθN

d
̃q

p∏
j=1

(
1

j!

d j
̃

ds j

)k j

, (H3)

with the intermediate derivative,

dqθN

d
̃q
= (−1)q−1(q − 1)!


̃q
. (H4)
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Now, we consider z(y) = 
̃(σ̃ ) and y(x) = σ̃ (s), where we
have introduced σ̃ (s) = η̃2(s) − μ̃(s), for which

d p
̃

dsp
= d pη̃

dsp
+

∑
K

p!

k1! · · · kp!

dq
̃

d σ̃ q

p∏
j=1

(
1

j!

d j σ̃

ds j

)k j

, (H5)

where the intermediate derivative,

dq
̃

d σ̃ q
= (−1)q−1(2q)!σ̃−(2q−1)/2

22qq!
, (H6)

and final derivative,

d pη̃

dsp
= 1

2

1∑
k=0

1∑
j=0

ψ j,k (−Nζ j,k )p exp (−Nsζ j,k ). (H7)

Finally, we consider z = σ̃ (η̃) and y = η̃(s), with

d pσ̃

dsp
=

∑
K

p!

k1! · · · kp!

dqσ̃

d η̃q

p∏
j=1

(
1

j!

d j η̃

ds j

)k j

− d pμ̃

dsp
, (H8)

where the intermediate derivative,

d σ̃

d η̃
= 2η̃,

d2σ̃

d η̃2
= 2,

dqσ̃

d η̃q
= 0, q � 3, (H9)

and final derivative,

d pμ̃

dsp
= ψ (−Nζ )p exp (−Nsζ ). (H10)

For completeness, let us now consider K = (k1, . . . , kp).
It can be straightforwardly demonstrated that finding the p-
tuples of nonnegative integers satisfying the constraint in
Eq. (H2) is equivalent to finding every partition of the positive
integer p (i.e., every possible way of writing p as a sum of
positive integers, or equivalently, as a sum of p nonnegative
integers). The total number of partitions of a nonnegative
integer p is given by the partition function P(p) from number
theory [61] and exhibits the following convenient recurrence
relation,

P(p) = 1

p

p−1∑
j=0

�(p − j)P( j), (H11)

where, by convention, P(0) = 1 and with �( · ) the sum of
divisors function,

�(k) =
∑

j|k
j, (H12)

with j|k denoting the set of positive integer divisors j of the
positive integer k. For reference, the integer sequence of the
partition functions P(p) can be found on Ref. [62].
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Abstract1

We compute the exact large deviations statistics for a class of dynamical observables of2

the boundary driven “Rule 201” reversible cellular automaton. To achieve this, we gen-3

eralize the matrix product ansatz used to study the nonequilibrium steady state of the4

model, and compute the dominant eigenvalue and associated eigenvector of the tilted5

propagator. In order to do so, we solve explicitly the corresponding operator algebra6

with finite dimensional matrices of rank four for dynamical observables composed of7

space and time additive generic two-body observables. We find that the exact scaled cu-8

mulant generating function for this class of observables has a linear response form for9

all values of the counting field, indicating that such dynamical observables have cumu-10

lants that scale sublinearly with time. In contrast to the homogeneous steady state, the11

corresponding dominant eigenvector takes the form of an inhomogeneous generalized12

Gibbs state. We briefly discuss the necessary steps that must be taken in order to obtain13

nontrivial large deviations for observables with larger support.14
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1 Introduction43

Systems that evolve subject to a constrained dynamics often display complex collective be-44

haviour, far beyond what is expected based simply on their equilibrium statistical properties.45

This rich cooperative dynamics can be found to occur in a variety of many-body systems, in-46

cluding systems exhibiting excluding volume interactions, with the paradigmatic example be-47

ing simple exclusion processes [1–10], in systems with restrictions in their state spaces, such48

as packing and covering problems [11–13], and in systems where the local dynamical rules49

impose kinetic constraints, as for example in kinetically constrained models (KCM) [14–21]50

(see Refs. [22,23] for reviews), which were originally introduced to model the slow coopera-51

tive relaxation of classical glasses [24] and study the glass transition problem [25]. In recent52

decades, interest in KCM has seen a resurgence due to their applicability as tractable models53

to study quantum nonequilibrium many-body physics, including problems related to atypical54

thermalization [26–28], many-body localization [29–31], and entanglement growth [32–35].55

In order to capture the complex many-body behaviour of constrained systems, one must56

study the statistical properties of dynamical observables far from equilibrium, that depend57

on the full time history of the state of the system. For systems in equilibrium, a powerful58

framework to deal with such problems is that of linear response theory [36–39], which anal-59

yses the fluctuations of thermodynamic quantities through statistical ensembles of configu-60

rations. However, the presence of dynamically fluctuating quantities necessarily requires a61

nonequilibrium approach, for which the appropriate theoretical framework is that of large de-62

viations [24,40–42]. Here, one studies statistical ensembles of trajectories out of equilibrium,63

rather than of configurations in equilibrium, for which the relevant thermodynamic quanti-64

ties are the rate function and scaled cumulant generating function, which play the roles of an65

entropy and free energy, respectively, for the dynamical ensemble.66

Obtaining exact results for such dynamical quantities in strongly interacting many-body67

systems far from equilibrium is of paramount importance in statistical mechanics and, more-68

over, physics in general [43,44]. Despite this, there are scarce examples of genuine exact large69

deviations statistics in interacting models beyond those for the paradigmatic asymmetric sim-70

ple exclusion process [6, 45, 46]. In recent years, however, large deviations techniques were71

generalized to derive exact results for bulk-deterministic boundary-driven systems, specifi-72

cally, for space and time additive ultralocal observables of the now extensively studied “Rule73

2
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54” reversible cellular automaton [47] (see Ref. [48] for a recent review) and, more currently,74

the “Rule 150” reversible cellular automaton [49]. Perhaps more remarkable, is the contem-75

porary work, obtained by combining insights from large deviations theory with the powerful76

framework of generalized hydrodynamics, that provides a universal method for obtaining the77

exact formula for the scaled cumulant generating function of any interacting integrable model78

obeying the fundamental hydrodynamics equations [50,51].79

In this paper, we further generalize the methods introduced in Ref. [47] to compute the80

exact large deviations statistics of the “Rule 201” reversible cellular automaton in the boundary-81

driven setup. This complements the existing solutions for the repulsively interacting Rule 5482

and noninteracting Rule 150, with that of the attractively interacting Rule 201. Via an inhomo-83

geneous matrix product ansatz, we obtain exact analytic expressions for the scaled cumulant84

generating functions and corresponding rate functions for a class of space and time extensive85

two-site observables. We do so by generalizing the homogeneous matrix product ansatz for the86

nonequilibrium steady state, and explicitly compute the leading eigenvalue and eigenvector87

of the tilted propagator. In contrast to prior results, we find that the exact scaled cumulant88

generating function for this class of observables has a simple linear form for all values of the89

counting field, which indicates sublinear scaling of the cumulants with time. We demonstrate,90

however, that despite this, the leading eigenvector exhibits a generalized Gibbs form, which91

contrasts the Gibbs form of the nonequilibrium steady state.92

2 Rule 201 reversible cellular automaton93

2.1 Definition of the dynamics94

The model is defined on a 1+1 dimensional square lattice of even size 2L with L ∈ {1,2, . . .}.95

The points of the lattice are labelled by coordinates in discrete space and time and are defined96

over a finite field that takes only binary values. For simplicity, we will refer to the points of the97

lattice as sites and the value of the field at each point its state. The site at position x and time t98

is called empty if the state nt
x = 0 and occupied if nt

x = 1, with the subscript x and superscript t99

respectively denoting the space and time coordinates of the site and nt
x its state.100

At discrete time t ∈ {1,2, . . .}, the state of the system is characterized by a configuration nt
101

which we represent by a sequence of 2L bits1,102

nt ≡ (nt
1, nt

2, . . . , nt
2L). (1)

The time evolution of the state of each site is then determined by,103

nt+1
x =

¨

f t
x , if x + t = 0 (mod 2),

nt
x , if x + t = 1 (mod 2),

(2)

where we have introduced the convenient shorthand notation,104

f t
x = f (nt

x−1, nt
x , nt

x+1), (3)

to represent the function f acting on the sites at positions x − 1, x , and x + 1 at time t that105

enacts the discrete, deterministic, and reversible update rule,106

fx = 1+ nx−1 + nx + nx+1 + nx−1nx+1 (mod 2), (4)

1The notation for a configuration nt should not be confused with that for the state of a site nt
x ; the latter will

always have a subscript x to denote the position of the site in space. Time coordinates, however, will often be
omitted (e.g., for a configuration n or site nx ).
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Figure 1: A graphical representation of the discrete time evolution of 2L = 6 sites
under one full step of time evolution (i.e., an even and odd time step). In the first
time step, only the sites with even positions are updated by the local dynamical rule f
in Eq. (4), while during the second time step, only sites at odd positions are updated.
Blue and purple shading indicate which sites have been updated in the even and odd
time steps, respectively.

given by the Rule 201 reversible cellular automaton. Note that the reversibility of Rule 201,107

specifically, the invariance of the local dynamics with respect to reflections in space or time,108

can be immediately observed by realizing that the update f satisfies the symmetry constraints109

imposed by time-reversibility and space-invertibility, respectively,110

nx = f (nx−1, fx , nx+1), fx = f (nx+1, nx , nx−1). (5)

For sites in the bulk (i.e., with positions x ∈ {2, . . . , 2L−1}), the dynamics is deterministic111

and reversible and is simply given by the update f in Eq. (4). For sites at the boundary (i.e.,112

with positions x ∈ {1,2L}), however, there is in general only one adjacent site and, conse-113

quently, the dynamics fundamentally depends on the choice of boundary conditions. For the114

purposes of this work, we consider a system with stochastic boundaries, which we intuitively115

interpret as an open subsystem of finite even size 2L within a closed system of infinite size with116

periodic boundary conditions (cf. Rules 54 [52–54], 150 [49], and 201 [55]). This system can,117

therefore, be understood as a chain of finite size coupled to stochastic reservoirs.118

We can alternatively interpret this dynamical system as a classical model of bits defined119

on a one-dimensional square lattice, that we term a chain, that evolves subject to a staggered120

discrete dynamics composed of two distinct time steps. In the first, which we refer to as the121

even time step, only the states of sites at even positions are updated by the local dynamical rule122

f , whilst during the second, the odd time step, only sites with odd positions are updated. This123

can be understood intuitively by introducing a simply graphical representation for the lattice124

where every site is represented by a cell in a square grid, with the cell colored white if the125

site is empty and black if it is occupied (see Figure 1). Using this convention, the local update126

rule can be represented geometrically, as demonstrated in Figure 2, by a set of 4 diagrams127

which correspond to the time-reversible transitions between the 8 possible combinations of128

the 3 binary site values nx−1, nx , and nx+1. A typical example of the time evolution for an129

arbitrary initial configuration is shown in Figure 3.130

The graphical representation of the discrete time evolution of the lattice in Figures 1 and 2131

offers an alternative interpretation of the dynamics, which can be immediately observed by132

4



SciPost Physics Submission

↔ ↔ ↔ ↔✓ ✗ ✗ ✗

Figure 2: A schematic illustration of the deterministic action of the Rule 201 re-
versible cellular automaton in Eq. (4) where white and black cells represent empty
(nx = 0) and occupied (nx = 1) sites, respectively. Since the local time evolution is
reversible, the action of the local update rule on the 23 = 8 possible configurations of
3 sites can be succinctly summarized by just 4 diagrams, with each representing a pair
of possible transitions (i.e., one from left to right and one from right to left); allowed
transitions are indicated by green ticks, while those prohibited by the dynamics are
denoted by red crosses. Notice that only the transition with nx−1 = nx+1 = 0 is al-
lowed, all others are prohibited, hence the alternate names “zero-spin facilitated" FA
model and NOR-FA model.

inspecting Figure 3. Specifically, by treating pairs of adjacent empty sites2 as particles, the133

dynamics can be understood as describing a discretized solitonic gas. As such, this model can134

be considered as perhaps the simplest 1+ 1 dimensional microscopic physical theory exhibit-135

ing attractively interacting emergent collective excitations. This complements the extensively136

studied Rule 54 [48], which is repulsively interacting, and recently studied Rule 150 [49],137

which is noninteracting. However, Rule 201 admits two stark differences, in particular, a dy-138

namically disconnected configuration space and a topologically nontrivial vacuum.139

2.2 Reducibility and ergodicity140

From a dynamical perspective, the local update rule in Eq. (4) can be understood as a kinetic141

constraint where the state of a site at position x can change if and only if the state of the sites142

at positions x − 1, x and x + 1 satisfy a condition, namely, if both sites x − 1 and x + 1 are143

empty. The Rule 201 reversible cellular automaton can, therefore, be physically interpreted as144

a discrete, deterministic, and reversible kinetically constrained model (KCM) [22–24]. Explic-145

itly, Rule 201 corresponds to a variant of the classic Fredrickson-Andersen (FA) model [56,57],146

specifically, the “zero-spin facilitated” FA model3 [55, 58], whereas Rule 54, which has been147

studied extensively in recent years (see Ref. [48] for a review) and Rule 150 [49,59] are respec-148

tively associated to the “one-spin facilitated” and “exclusive one-spin facilitated” FA models.149

We can explicitly demonstrate this by realizing that the dynamic functions for Rules 54, 150,150

and 201 can be written in terms of Boolean operations acting on the sites directly adjacent to151

the site being updated,152

fx = nx + gx (mod 2), (6)

where we have again used the shorthand notation gx = g(nx−1, nx+1) to denote the Boolean153

function g acting on the sites at positions x−1 and x+1. In the case of Rule 201, the function154

g reads,155

gx = 1− nx−1 − nx+1 + nx−1nx+1, (7)

2Explicitly, the particles are identified by collections of four adjacent sites: two empty sites surrounded by two
sites for which at least one must be occupied.

3Note that here, we refer to Rule 201 as the “zero-spin facilitated” FA model, in contrast to the “two-spin
facilitated” FA model (cf. Ref. [55]), since a state change only occurs if both adjacent sites are in the empty state
(i.e., “two-spin facilitated” implies the adjacent sites are occupied, as opposed to empty).
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Figure 3: Typical example of the time evolution for a random initial configuration
of 2L = 40 sites. The lattice is evolved according to the local update rule in Eq. (4)
across two time steps determined by Eq. (2). Pairs of adjacent empty sites adjacent
to at least one occupied site can be understood as particles that move with fixed
free velocities of v± = ±1

3 and interact via elastic factorized scattering. We interpret
the interactions as the particles forming a bound state that decays after one time
step, which induces a shift forward by two time steps relative to the paths of the
freely moving particles, due to the fractional velocities of v± = ±1

3 . Note also the
nontrivial topological vacuum highlighted by shading the vacuum subconfigurations
of repeating 0s, alternating 0s and 1s, and alternating 1s and 0s, respectively, orange,
cyan, and magenta. Particles are then identified by the domain walls between these
subconfigurations (see Ref. [55] for further details).

which is exactly the analytic form of the binary NOR operation. Rule 201 can, therefore,156

equivalently be referred to as the NOR-FA model, with Rule 54 the OR-FA model and Rule 150157

the XOR-FA model. Furthermore we remark that Rule 201 is also related to the now extensively158

studied quantum nonequilibrium many-body PXP model [26, 27, 30, 60–67] since the kinetic159

constraint on the classical propagator is identical to that of the energetic constraint on the160

quantum Hamiltonian.161

The dynamical rules of KCM are such that configurational changes occur if and only if a162

certain condition—the kinetic constraint—is met. As such, the constraint usually manifests in163

the dynamics, namely, as a dynamic constraint. If the kinetic constraint is “strong” enough,164

however, then the local dynamical rule can additionally impose a constraint in the state space,165

which we refer to as a static constraint. This induces a partitioning of the configurational166

space of states into dynamically disconnected subspaces of disjoint subsets of states, each167

uniquely characterized by a set of ultralocally conserved quantities which are invariant under168

time evolution. This dynamical fragmentation of the state space is known as reducibility [22],169

a concept intimately related to yet distinct from nonergodicity [24]. Precisely, ergodicity is170

concerned with the statistical weighting of paths in the state space, specifically in the thermo-171

dynamic limit, whereas irreducibility is only concerned with their existence4. Of these models,172

the kinetic constraints for Rule 54 and Rule 150 are “weak” and, as such, only impose dynamic173

constraints, i.e., the state spaces are irreducible. For Rule 201, however, the kinetic constraint174

is “strong” enough to enforce a static constraint as well, namely, the spatial localization of ad-175

jacent occupied sites (see Ref. [55] for details), which manifests as a fragmentation of the set176

of configurations into exponentially many irreducible components that are spanned by con-177

figurations with distinct sets of neighbouring occupied sites. For consistency with the other178

4Reducibility, therefore, implies nonergodicity; the antithesis, however, is not true [22].
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models, we will only consider the largest of these subspaces which corresponds to the irre-179

ducible space of configurations with no adjacent occupied sites, since this allows us to neglect180

the invariant quantities characterizing the constraint.181

The dimensionality of this subspace grows exponentially, according to the well known182

Fibonacci sequence,183

dim(C2L) = F2L+2 ∼ ϕ2L+2, (8)

where we use the notation CL to denote the set of configurations of size L with no adjacent184

occupied sites, with FL the Lth Fibonacci number, defined by,185

FL = FL−1 + FL−2, (9)

with F1 = 1 and F2 = 1 and ϕ = 1+
p

5
2 the Golden ratio. To prove this, we use mathematical186

induction. Clearly, the base cases hold since,187

dim(C1) = |{0,1}| = 2= F3, dim(C2) = |{00, 01,10}| = 3= F4. (10)

To prove the induction step, we make the following insightful observation: the set of config-188

urations of size L can be obtained by appending a 0 to the end of every configuration of size189

L − 1, to give the configurations with nL = 0, and a 01 to the configurations of size L − 2, to190

give the configurations with nL = 1. It then follows straightforwardly that,191

dim(CL) = dim(CL−1) + dim(CL−2), (11)

which is exactly the celebrated Fibonacci recursion relation.192

2.3 Quasiparticle excitations193

A remarkable feature of the Rules 54, 150, and 201 is the existence of emergent nondispersive194

particle-like collective excitations (i.e., solitons), which we refer to simply as particles, that195

move with fixed velocities and scatter pairwise. To simplify our analysis of the nonequilibrium196

many-body dynamics, we introduce the concept of quasiparticles [68]. Effectively, quasipar-197

ticles can be understood as virtual particles that are attached to real particles and that jump198

between these real particles when they collide, such that the virtual particles “follow” a given199

momentum. Clearly, this only holds under certain conditions, since we need to trace a given200

momentum. We, therefore, necessarily require elastic factorized scattering to ensure momen-201

tum conservation which, due to their integrability, these models possess. For Rules 54, 150,202

and 201, the concept of quasiparticles is very simple: the quasiparticle with a given momen-203

tum is exactly the particle currently with that given momentum. Quasiparticles, therefore, act204

simply as velocity tracers. It is worth noting that, generally, the momenta of all particles in a205

given system are assumed different, which is not the case here. This is, however, not a problem206

since the particles can only have one of two fixed velocities v± = ±v, where v is the free speed207

of the particles5, and so only particles with different velocities collide.208

In contrast to Rules 54 and 150, the structure of the quasiparticles in Rule 201, and the209

vacuum on which they propagate, are nontrivial. Specifically, the vacuum is a cycle of three210

distinct subconfigurations: repeating 0s, alternating 0s and 1s (with the 0s on odd sites), and211

alternating 1s and 0s (with the 1s on odd sites) as shown in Figure 3, for example (see Ref. [55]212

for details). The particles, and therefore quasiparticles, are then identified as the domain walls213

between different vacuum subconfigurations. Due to the fact that the particles can only have214

either a positive or negative velocity, there are only two distinct types of quasiparticle, which215

we appropriately name “positive” and “negative” and label with a “+” and “−”, respectively.216

5Explicitly, for Rules 54 and 150 v = 1 while for Rule 201 v = 1
3 .
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To determine which quasiparticles are between vacuum subconfigurations we introduce a con-217

venient relabelling of the sites, explicitly, we label sites of the vacua composed of repeating218

0s by 1, alternating 0s and 1s with 0s on odd sites by 2, and alternating 1s and 0s with 0s219

on even sites by 3. It then follows that the identity of the interface between any two sites is220

simply given by the Levi-Civita symbol of their labels,221

εi j =











+1, if (i, j) = (1, 2), (2, 3), (3, 1),
0, if (i, j) = (1, 1), (2, 2), (3, 3),
−1, if (i, j) = (1, 3), (2, 1), (3, 2),

(12)

where +1,0,−1, respectively, denote a positive quasiparticle, the vacuum, and a negative222

quasiparticle. An important implication of this reformulation of the model is that, since we223

necessarily require the states of two sites of the lattice to identify its vacuum subconfiguration224

we, therefore, need to know the states of four sites of the lattice to detect a quasiparticle [55].225

For Rule 201, when particles with opposite velocity collide they interact attractively (which226

is in contrast to Rules 54 and 150 which exhibit repulsively interacting and noninteracting227

particles), which manifests as a jump forwards two steps in time. Alternatively, and perhaps228

more intuitively, we can interpret this interaction as the particles forming a transient bound229

state which decays after one full time step. However, due to the fact the velocities of the230

particles are v± = ±1
3 , this results in the positions of the quasiparticles (i.e., the virtual particles231

attached to the real particles) being shifted forwards by two full time steps relative to the232

freely propagating paths of the original particles (see, e.g., Figure 3). From a hydrodynamic233

perspective the model, therefore, resembles a gas of hard rods with length ℓ= 2
3 [69–71].234

2.4 Statistical states235

The macroscopic or statistical states of the system are probability distributions over the set236

of all configurations and denoted by pt . We represent these states as normalized vectors in237

(R2)⊗2L with strictly nonnegative components,238

pt =
22L−1
∑

n=0

pt
nn, pt

n ≥ 0,
22L−1
∑

n=0

pt
n = 1. (13)

where the coefficient pt
n denotes the probability of the configuration n at time t, which is given239

by its binary representation,240

n≡ n= (n1, . . . , n2L), n=
2L
∑

x=1

22L−x nx , (14)

and n the standard basis vector in (R2)⊗2L associated to n,241

n=
2L
⊗

x=1

nx , nx =

�

δ0
nx

δ1
nx

�

, (15)

with nx the elementary basis vector in R2 and δi
j the Kronecker delta.242

The time evolution of the statistical states is given locally in terms of an 8×8 permutation243

matrix Û that encodes the local update rule,244

Û(mx−1,mx ,mx+1),(nx−1,nx ,nx+1) = δ
mx−1
nx−1
δ

mx
fx
δmx+1

nx+1
, (16)
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where the subscript labels (mx−1, mx , mx+1) and (nx−1, nx , nx+1) indicate the binary represen-245

tations for the row and column indices, respectively. Explicitly, the matrix Û reads,246

Û =























1
1

1
1

1
1

1
1























, (17)

which we remark is symmetric (cf. space-invertibility) and involutory (cf. time-reversibility),247

Û = ÛT, Û = Û−1, (18)

and, therefore, orthogonal. Due to the staggering of the dynamics in Eq. (2), the full discrete248

time evolution of the states is given by the master equation,249

pt+1 =

¨

ÛEpt , if t = 0 (mod 2),
ÛOpt , if t = 1 (mod 2),

(19)

where the matrices ÛE and ÛO are products of local operators that respectively act on the sites250

of the lattice at even and odd positions at even and odd times. Specifically, at even times, sites251

n1, n2, . . . , n2L−4 are updated deterministically by the local time evolution operator Û , while252

sites n2L−3, . . . , n2L are updated stochastically by the right boundary operator R̂; in contrast, at253

odd times sites n5, n6, . . . , n2L evolve deterministically according to Û , whereas sites n1, . . . , n4254

evolve stochastically, as given by the left boundary operator L̂,255

ÛE = R̂2L−2,2L

L−2
∏

x=1

Û2x , ÛO = L̂1,3

L
∏

x=3

Û2x−1. (20)

where we have introduced the following convenient shorthand notation for the tensor products256

of the deterministic bulk operators,257

Ûx = 1̂
⊗(x−2) ⊗ Û ⊗ 1̂⊗(2L−x−1), (21)

and stochastic boundary operators,258

R̂2L−2,2L = 1̂
⊗(2L−4) ⊗ R̂, L̂1,3 = L̂ ⊗ 1̂⊗(2L−4), (22)

with 1̂ the 2×2 identity matrix. Note that Ûx only modifies site nx , dependent on the states of259

its adjacent sites nx−1 and nx+1. Consequently, the local bulk operators satisfy the following260

commutation relations for all j,261

[Ûx , Ûx+2 j] = 0. (23)

Similarly, to ensure that only sites n1, . . . , n4 and n2L−3, . . . , n2L are updated stochastically, the262

boundary operators L̂1,3 and R̂2L−2,2L must obey equivalent commutation relations,263

[ L̂1,3, Û5] = 0, [Û2L−4, R̂2L−2,2L] = 0. (24)

Together, these commutation relations ensure that the order in which the local operators are264

applied in the even and odd time steps in Eq. (20) is irrelevant.265
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2.5 Compatible boundaries266

Given that we want the system we are considering to be understood as an open subsystem267

with stochastic boundaries compatible with the surrounding closed system, which has peri-268

odic boundaries, we would like the stochastic boundary operators to possess a particularly269

intuitive form. Specifically, we can interpret L̂ and R̂ as acting deterministically, according to270

the local update in Eq. (4), on sites n0, . . . , n4 and n2L−3, . . . , n2L+1 where n0 and n2L+1 can271

be understood as virtual sites (i.e., sites inside the closed system, but outside and adjacent to272

the open subsystem) with states determined stochastically by the states of the sites n1, . . . , n4273

and n2L−3, . . . , n2L , respectively, as pictured in Figure 4. The boundary operators L̂ and R̂274

are accordingly represented by 16 × 16 stochastic matrices, parameterized in terms of their275

components as,276

L̂(m1,m2,m3,m4),(n1,n2,n3,n4) =
1
∑

n0=0

δ
m1
f1
δm2

n2
δ

m3
f3
δ

m4
n4

Ln0n1n2,n3n4
,

R̂(m1,m2,m3,m4),(n1,n2,n3,n4) =
1
∑

n5=0

δm1
n1
δ

m2
f2
δm3

n3
δ

m4
f4

Rn1n2n3n4n5
,

(25)

where, for readability, we have set L = 2 for the right boundary matrix identity. The stochastic277

boundary parameters Ln0n1n2n3n4
and Rn1n2n3n4n5

correspond to the conditional probabilities278

of the virtual sites being in the states n0 and n5, given that the boundary sites are in the279

states n1, n2, n3, n4, respectively. Since the boundary operators are represented by stochastic280

matrices, the columns of L̂ and R̂ must sum to unity,281

L1n1n2n3n4
= 1− L0n1n2n3n4

, Rn1n2n3n41 = 1− Rn1n2n3n40. (26)

Additionally, given that our discussion is restricted to the irreducible subspace of configura-282

tions with no adjacent occupied sites we can set, whilst taking into account the normalization283

condition in Eq. (26),284

L011n3n4
= L0n111n4

= L0n1n211 = 1, (27)

R11n3n40 = Rn111n40 = Rn1n2110 = 1. (28)

Furthermore, applying the local update in Eq. (4) to the ansatz in Eq. (25), while considering285

the normalization in Eq. (26), we immediately realize that we can also set,286

L0n11n3n4
= 1, Rn1n21n40 = 1. (29)

After imposing these restrictions on the matrix components L̂ and R̂, we are left with just287

six conditional probabilities per boundary operator. However, we can reduce this number288

further by recalling that the entire system, that is, both the finite open subsystem and the289

surrounding infinite closed system are restricted to the subspace spanned by configurations290

with no adjacent occupied sites. It, therefore, follows that the conditional probabilities of the291

virtual sites being in the states n0 = 1 and n5 = 1, given the adjacent sites are in the states292

n1 = 1 and n4 = 1 must be zero. Together with Eq. (26), this implies that,293

L01n2n3n4
= 1, Rn1n2n310 = 1. (30)

Hence, we have just three parameters per stochastic boundary operator,294

L00000, L00001, L00010, R00000, R10000, R01000. (31)
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nt
2L−3

nt
2L−2

nt
2L−1

nt
2L

nt
2L+1

nt+1
2L−3

nt+1
2L−2

nt+1
2L−1

nt+1
2L

nt+1
4

nt+1
3

nt+1
2

nt+1
1

nt+1
0

nt+2
4

nt+2
3

nt+2
2

nt+2
1

nt nt+1 nt+2

−→
R̂

−→
L̂

Figure 4: A diagrammatic explanation of the action of the stochastic boundary oper-
ators R̂ and L̂. They can be intuitively understood as deterministically evolving the
boundary and next nearest site according to the local update rule in Eq. (4) using a
virtual site attached to the boundary, whose state depends on the configuration of the
four neighbouring boundary sites and is determined stochastically. Blue and purple
coloured squares indicate the sites which have been updated in the even and odd
times steps, respectively, with orange shaded squares denoting virtual sites.

Before proceeding, it is worth briefly commenting on the choice of boundary operators,295

in particular, regarding their support. For Rules 54 and 150, L̂ and R̂ were represented by296

4× 4 stochastic matrices (see Refs. [48,49]), i.e., their support was 2 sites, however, for Rule297

201, L̂ and R̂ have a support of 4 sites and, therefore, are represented by 16 × 16 matrices.298

Mathematically, the necessity for this can be demonstrated by proceeding with the analysis299

detailed in the following sections and realizing that there exists no nontrivial solutions for the300

NESS, that is, the only possible solution is the maximum entropy state. Physically, however, the301

need for larger support can be understood in terms of the quasiparticle picture as follows. For302

Rule 54, we only required information on the state of 3 adjacent sites of the lattice in order303

to determine the existence and species of a quasiparticle. Similarly, for Rule 150, we only304

required 2 sites. In either case, since the local stochastic boundary operators have supports of305

2 sites inside the lattice, but are additionally dependent on 1 virtual site outside the lattice, they306

can “detect” the creation or annihilation of a quasiparticle at the boundary and are, therefore,307

compatible with the quasiparticle description of the system, which the algebra explicitly relies308

on. In contrast, for Rule 201, we need knowledge of the states of 4 neighbouring sites of the309

lattice and hence require L̂ and R̂ have larger support. We choose 4 sites, as opposed to 3 sites,310

so that the local boundary operators are more compatible with the local 3 site bulk operators311

(see, e.g., Eq. 24).312
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3 Nonequilibrium steady state313

3.1 Markov propagator314

An important set of statistical states are the stationary or steady states. These are states that315

are invariant under the time evolution of the propagator,316

Û= ÛOÛE. (32)

It follows directly from Eq. (20) that the propagator Û is a stochastic matrix: a nonnegative317

square matrix whose elements in each and every column sum to unity. Moreover, the propa-318

gator of the many-body Markov chain is irreducible and aperiodic6 and, therefore, according319

to the Perron-Frobenius theorem [72] admits a unique steady state, namely, the nonequilib-320

rium steady state (NESS), which is the only eigenvector p of the propagator Û with eigenvalue321

Λ= 1,322

Ûp= p. (33)

while all other eigenvalues are strictly bounded within the unit circle, therefore, guaranteeing323

the uniqueness of, and exponential relaxation towards, the NESS from an arbitrary initial324

probability state vector in the asymptotic limit t →∞. This also implies that the Markovian325

dynamics in the irreducible subspace are ergodic and mixing [23].326

Due to the staggering of the discrete time evolution, we only require these states to map327

into themselves after one full time step between even time steps. Consequently, we can ad-328

ditionally define a steady state between odd time steps and, therefore, associate two state329

vectors, denoted by p and q, to the NESS, corresponding to steady states on even and odd330

time steps, respectively. This then allows us to conveniently separate the fixed point condition331

in Eq. (33) into a pair of coupled eigenvalue-like equations for even and odd times,332

ÛEp= ΛRq, ÛOq= ΛLp, (34)

with the eigenvalue Λ = ΛLΛR = 1 factored into parts. The principal objective of this section333

is to find exact analytic solutions to these equations, which will prove useful when deriving334

the exact dynamical large deviation statistics.335

Prior to proceeding, however, let us clarify our notation. Throughout this chapter, we336

consider a physical space S (i.e., the state space) and an auxiliary space A. The quantities337

in the physical space are vectors, and are denoted by bold letters or symbols. Additionally,338

vectors with vector components will be represented using Dirac braket notation, while vectors339

with matrix components will be written with a hat. Numeral subscripts on vectors in the340

physical space then indicate the site position within the tensor product physical space (R2)2L .341

Quantities in the auxiliary space are similarly designated using the braket and hat notations,342

however, are written in italics instead of bold. Furthermore, the subscripts on quantities in the343

auxiliary space indicate the state of the site, as opposed to its position. The only exceptions344

to this convention are the Markov propagator Û and local operators Û , L̂, and R̂, which act345

nontrivially, both in the physical space S and auxiliary space A.346

3.2 Matrix product ansatz347

We now postulate a simple ansatz for the NESS p of the propagator Û. More precisely, we con-348

sider a state that can be expressed in a MPS form, reminiscent of the steady state introduced349

in Ref. [55], which exhibited an efficient MPS representation that can be straightforwardly350

understood as a generalized Gibbs state. The steady state is parameterized by two real spectral351

6The proof is equivalent to that of Rules 54 [48] and 150 [49].
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parameters ξ and ζ which due to the nonnegativity and normalizability of the probabilities pn352

in Eq. (13) are strictly positive ξ,ζ ∈ R+. The spectral parameters ξ,ζ admit an intuitive in-353

terpretation as decaying exponentials of the chemical potentials µ± associated to the numbers354

of each species of quasiparticle N±. Explicitly,355

ξ= exp
�

−µ+
�

, ζ= exp
�

−µ−
�

, (35)

where the spectral parameters can be understood as the inverse of the absolute activity or356

fugacity [73].357

In order to express the steady state in terms of an efficient MPS, we must necessarily358

introduce the matrix components in the physical space S. We start by defining the following359

vector, which constitutes the basis for the algebra,360

V̂=

�

V̂0

V̂1

�

, (36)

where the components are 4× 4 matrices acting on the 4-dimensional auxiliary space A,361

V̂0 =







1 ξ 0 0
0 0 1 0
0 0 0 1
0 0 0 0






, V̂1 =







0 0 0 0
0 0 0 0
0 0 0 0
ξ ζ 1 0






. (37)

Similarly, we define the physical space vector,362

Ŵ=

�

Ŵ0

Ŵ1

�

, (38)

which is obtained from V̂ by exchanging the spectral parameters (i.e., ξ↔ ζ). Written explic-363

itly, Ŵ(ξ,ζ) = V̂(ζ,ξ), such that its components,364

Ŵ0 =







1 ζ 0 0
0 0 1 0
0 0 0 1
0 0 0 0






, Ŵ1 =







0 0 0 0
0 0 0 0
0 0 0 0
ζ ξ 1 0






. (39)

Akin to the analysis for Rules 54 [48], 150 [49], and 201 [55], these auxiliary space matrices365

satisfy a set of cubic algebraic relations that provides an explicit cancellation mechanism that366

facilitates the exact construction of the NESS of the Markov propagator Û. In particular,367

V̂nx−1
Ŵfx

V̂nx+1
Ŝ = V̂nx−1

ŜV̂nx
Ŵnx+1

, (40)

where we have introduced the delimiter matrix Ŝ, which is implicitly defined by the algebraic368

relations, that reads,369

Ŝ =
1

ξ2 − ζ







ξζ ξ2 0 −ζ
−ζ −ξ 0 ξ

0 0 1 0
1 ζ 0 0






. (41)

Using the tensor product notation, this relation can be succinctly written as,370

Ûx[V̂x−1Ŵx V̂x+1Ŝ] = V̂x−1ŜV̂xŴx+1, (42)

where each physical component corresponds to one of the possible combinations of the states371

nx−1, nx , and nx+1 for the relations in Eq. (40). Remarking that the inverse of the delimiter372
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matrix Ŝ−1 is exactly the delimiter matrix Ŝ under the exchange of the spectral parameters373

ξ↔ ζ, that is,374

Ŝ−1(ξ,ζ) = Ŝ(ζ,ξ), (43)

immediately implies a dual relation,375

Ŵnx−1
Ŝ−1Ŵfx

V̂nx+1
= Ŵnx−1

V̂nx
Ŵnx+1

Ŝ−1, (44)

which, in the tensor product notation, can be compactly summarized as,376

Ûx[Ŵx−1Ŝ−1Ŵx V̂x+1] = Ŵx−1V̂xŴx+1Ŝ−1. (45)

It can be straightforwardly verified that the ansatz for the auxiliary space matrices V̂0, V̂1377

and Ŵ0, Ŵ1 in Eqs. (37) and (39), respectively, together with the delimiter matrix Ŝ in Eq. (41),378

satisfy the algebraic relations outlined in Eqs. (40) and (44). For a derivation of the auxiliary379

space matrices, albeit in a slightly different form that is equivalent under appropriate row or380

column transformations, see Ref. [55].381

We now propose the simple, yet versatile, ansatz for the NESS vectors, p and q, of the382

propagator Û, which takes the form of a staggered MPS7,383

p= 〈l1|Ŵ2V̂3Ŵ4V̂5 · · · V̂2L−3Ŵ2L−2 |r2L−1,2L〉 , (46)

while the associated NESS for the odd time step [cf. Eq. (34)] reads,384

q= 〈l1,2|Ŵ3V̂4Ŵ5V̂6 · · · V̂2L−2Ŵ2L−1 |r2L〉 , (47)

where we have introduced the following vectors in the physical space S, for the even time step385

steady state,386

〈l1|=
�

〈l0|
〈l1|

�

, |r2L−1,2L〉=







|r00〉
|r01〉
|r10〉
|r11〉






, (48)

and for the odd time step steady state,387

〈l1,2|=







〈l00|
〈l01|
〈l10|
〈l11|






, |r2L〉=
�

|r0〉
|r1〉

�

, (49)

with components that are row or column vectors in the 4-dimensional auxiliary space A, such388

that the probability components pn and qn read,389

pn = 〈ln1
| Ŵn2

V̂n3
· · · Ŵn2L−2

|rn2L−1n2L
〉 ,

qn = 〈ln1n2
| Ŵn3

V̂n4
· · · Ŵn2L−1

|rn2L
〉 .

(50)

To ensure the coupled equations in Eq. (34) hold for the NESS vectors p and q, we neces-390

sarily require that the following “boundary” algebraic relations, analog to the “bulk” algebraic391

relations in Eqs. (40) and (44), hold,392

Û2[ 〈l1|Ŵ2V̂3Ŝ] = 〈l1,2|Ŵ3,

R̂2L−2,2L[V̂2L−3Ŵ2L−2 |r2L−1,2L〉] = ΛRV̂2L−3ŜV̂2L−2Ŵ2L−1 |r2L〉 ,

L̂1,3[ 〈l1,2|Ŵ3V̂4] = ΛL 〈l1|Ŵ2V̂3Ŵ4Ŝ−1,

Û2L−1[Ŵ2L−2Ŝ−1Ŵ2L−1 |r2L〉] = Ŵ2L−2 |r2L−1,2L〉 ,

(51)

7Recall that the subscripts denote the tensor product component (i.e., the site position on the lattice) which the
vector is an element of. For example, Ŵx = 1⊗(x−1) ⊗ Ŵ⊗ 1⊗(2L−x), where 1 denotes the two-dimensional vector
of 2× 2 identity matrices 1=

�

1̂ 1̂

�T
with the product of vectors the Hadamard product (i.e., the element-wise

vector product).
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which, in terms of components (i.e., tensors in the auxiliary space), read,393

〈ln1
| Ŵf2 V̂n3

Ŝ = 〈ln1n2
| Ŵn3

,
1
∑

n5=0

Rn1 f2n3 f4n5
V̂n1

Ŵf2 |rn3 f4〉= ΛRV̂n1
ŜV̂n2

Ŵn3
|rn4
〉 ,

1
∑

n0=0

Ln0 f1n2 f3n4
〈l f1n2
| Ŵf3 V̂n4

= ΛL 〈ln1
| Ŵn2

V̂n3
Ŵn4

Ŝ−1,

Ŵn2
Ŝ−1Ŵf3 |rn4

〉= Ŵn2
|rn3n4
〉 ,

(52)

where, again, for simplicity, we have set L = 2 for the right boundary algebraic relations. We394

can easily check that, together with the bulk algebraic relations in Eqs. (40) and (44), these395

boundary algebraic relations solve the coupled equations in Eq. (34). For example, to obtain q396

from p, we first write out ÛEp in terms of the matrix product in Eq. (20) and ansatz in Eq. (46).397

By applying the stochastic boundary operator R̂, while using the second boundary relation in398

Eq. (52), we introduce the delimiter matrix Ŝ and parameter ΛR. Repeatedly applying the399

deterministic bulk operators Ûx to the sites with even positions, i.e., sites n2L−4, n2L−6, . . . , n2,400

utilising the bulk relation in Eq. (40) then shifts the delimiter matrix Ŝ to the left boundary,401

where it is eliminated using the first boundary relation in Eq. (52) to return ΛRq. For example,402

for L = 4 we have,403

ÛEp= Û2Û4R̂6,8 〈l1|Ŵ2V̂3Ŵ4V̂5Ŵ6 |r7,8〉

= ΛRÛ2Û4 〈l1|Ŵ2V̂3Ŵ4V̂5ŜV̂6Ŵ7 |r8〉

= ΛRÛ2 〈l1|Ŵ2V̂3ŜV̂4Ŵ5V̂6Ŵ7 |r8〉

= ΛR 〈l1,2|Ŵ3V̂4Ŵ5V̂6Ŵ7 |r8〉
= ΛRq.

(53)

The coupled equation for the odd time step follows analogously.404

As before, we pause briefly to comment on the specific choice of boundary vector ansatz.405

In Ref. [55], we considered site independent boundary vectors, that is, all state information406

was encoded in the bulk vectors V̂x and Ŵx . For this work, however, we consider site depen-407

dent boundary vectors, which is why we have pedagogically presented the preceding analysis,408

instead of referring to Ref. [55]8. The reason for this is reminiscent of the choice made to use409

4-site, as opposed to 2-site, local stochastic boundary operators L̂ and R̂. Specifically, when410

generalized to analyze the exact dynamical large deviation statistics, the algebra exhibits no411

nontrivial solutions.412

3.3 Bethe equations413

In order to obtain exact analytic expressions for the components of the vectors 〈l1| , |r2L−1,2L〉,414

〈l1,2| , |r2L〉, which will return solutions for the components of the NESS, we must solve the415

boundary algebraic relations in Eq. (52). Doing so, whilst requiring that the spectral param-416

eters are strictly positive ξ,ζ ∈ R+ and boundary parameters are appropriately bounded con-417

ditional probabilities Ln0n1n2n3n4
, Rn2L−3n2L−2n2L−1n2L n2L+1

∈ [0, 1], puts additional constraints on418

the matrix components of the stochastic boundary operators L̂ and R̂. Explicitly,419

Λ3
L =

L00000 L00001 L00010

L00001 + L00010 − 1
, Λ3

R =
R00000R10000R01000

R10000 + R01000 − 1
, (54)

8For completeness, we detail the site independent solutions in Appendix A.
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which reduces the number of free parameters to just four (i.e., two per stochastic boundary420

operator). To simplify the analytic expression for the NESS and, more importantly, guaran-421

tee the tractability of the derivation of the dynamical large deviations statistics of the scaled422

cumulant generating function, it proves beneficial to introduce the following convenient pa-423

rameterization for L̂ and R̂, in terms of the probabilities α,β ,γ,δ ∈ [0,1] where for the left424

boundary,425

L00000 = α
3, L00001 = β

3, L00010 =
Λ3

L(1− β
3)

Λ3
L −α3β3

, (55)

and similarly for the right boundary,426

R00000 = γ
3, R10000 = δ

3, R01000 =
Λ3

R(1−δ
3)

Λ3
R− γ3δ3

. (56)

Solving separately for the left boundary (i.e., the first and third equations), we obtain the427

following unique solutions for the spectral parameters,428

ξ=
Λ2

L(1− β
3)

β6
, ζ=

ΛL(Λ3
L − β

3)

β6
, (57)

while the solutions for the left boundary vectors are presented in Appendix B.1. For the right429

boundary (i.e., the second and fourth equations) we have,430

ξ=
ΛR(Λ3

R−δ
3)

δ6
, ζ=

Λ2
R(1−δ

3)

δ6
, (58)

with the right boundary vectors, similarly, stated in Appendix B.1. Before we proceed, how-431

ever, let us briefly comment on the implications of the constraints in Eq. (54), as the depen-432

dence of the boundary parameters on the eigenvalue parameters is problematic. In particular,433

it immediately implies that we cannot obtain a general solution for arbitrary choice of condi-434

tional probabilities. That is, for Λ ̸= 1, the only solutions for which the conditional probabili-435

ties α,β ,γ,δ are independent of the parameters ΛL,ΛR are the nontrivial deterministic limits436

β = 0, 1 and δ = 0, 1, respectively. However, in these limits, there are no valid nontrivial437

solutions for the eigenvalues Λ ̸= 1, since,438

lim
β→0
ζ= 0, lim

β→1
ξ= 0, lim

δ→0
ξ= 0, lim

δ→1
ζ= 0. (59)

We are, therefore, restricted to the NESS with Λ= ΛLΛR = 1.439

Pairwise identifying the spectral parameters in Eqs. (57) and (58), we obtain the following440

closed set of Bethe equations for ΛL and ΛR,441

Λ2
L(1− β

3)

β6
=
ΛR(Λ3

R−δ
3)

δ6
,

ΛL(Λ3
L − β

3)

β6
=
Λ2

R(1−δ
3)

δ6
. (60)

EliminatingΛL, using the identityΛLΛR = 1, and solving admits the following unique nontrivial442

solution9,443

ΛL =
β

δ
=

1
ΛR

, (61)

which subsequently yields the following solutions for the spectral parameters,444

ξ=
1− β3

β4δ2
, ζ=

1−δ3

β2δ4
. (62)

9Note that solving the closed pair of equations in Eq. (60) returns six roots for ΛR and ΛL (specifically, two roots
for Λ3

R and Λ3
L since the closed pair of equations are quadratic in Λ3

R and Λ3
L). However, pairwise identifying any

other pair of solutions requires β ,δ /∈ [0,1].
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and left and right boundary vectors, which are given in Appendix B.1. Notice, the eigenvalue445

parameters ΛL,ΛR and spectral parameters ξ,ζ only depend on the conditional probabilities446

β ,δ, that is, they are independent of α,γ.447

4 Large deviation statistics448

4.1 Large deviation principle449

The foundation of large deviation theory (LDT) is the large deviation principle (LDP) [42],450

which states that the probability distribution of an observable K taking the value tk can be451

approximated by a decaying exponential of the form,452

P(K(t) = tk)≍ exp(−t I(k)), (63)

where I(k) denotes the aptly named rate function and t represents an extensive quantity that453

is assumed large, specifically, time throughout this thesis. Here, the symbol “≍” indicates454

asymptotic equality, explicitly, that for two extensive quantities J(t) and K(t),455

J(t)≍ K(t) =⇒ lim
t→∞

1
t

ln(J(t)) = lim
t→∞

1
t

ln(K(t)). (64)

The rate function I(k) has is central in LDT because it admits a fundamentally important456

property. Specifically, there exists a value k̄ such that I(k̄) = 0 and if k ̸= k̄ then I(k) > 0.457

Hence, in the limit t →∞, the observable K almost surely takes the value t k̄ with fluctuations458

about this value that are suppressed exponentially with t as t →∞.459

Taking the Legendre transform of the rate function I(k) returns the scaled cumulant gener-460

ating function (SCGF), denote by F(s), explicitly10,461

F(s) = sup
k
(sk− I(k)), (65)

with s the conjugate parameter to k. To gain some insight into the significance of the SCGF,462

we refer to Ref. [42]. Here, it is straightforwardly demonstrated that the rate function I(k)463

can be interpreted as the negative entropy density. Since in statistical mechanics the Legendre464

transform of the entropy is the free energy, the SCGF F(s) can be understood as the negative465

free energy density. The validity of the equality in Eq. (65) is guaranteed, if F(s) is differen-466

tiable and K(t) satisfies a LDP with rate function I(k), by Varadhan’s theorem [42]. The dual467

Legendre transform, namely,468

I(k) = sup
s
(ks− F(s)), (66)

is correspondingly guaranteed by the Gartner-Ellis theorem. By definition, the SCGF can be469

equivalently written as a generating functional,470

F(s) = lim
t→∞

1
t

ln(M(s)), (67)

where M(s) is the moment generating function (MGF), defined by,471

M(s) = 〈exp(sK(t))〉, (68)

with 〈 · 〉 denoting the expected value. Note that the existence of this limit for the SCGF directly472

implies that the MGF also satisfies a LDP,473

M(s)≍ exp(t F(s)). (69)
10The symbol “sup” indicates the “supremum of”; for the purposes of this work, however, this can be understood

to mean the “maximum of”.
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Moreover, it is worth stating that the SCGF can, alternatively, be expressed as an infinite series474

of scaled cumulants,475

F(s) =
∞
∑

j=1

s j

j!
c j , c j = lim

t→∞

1
t

C j (70)

where C j denotes the jth cumulant of the observable K , with c j the associated scaled cumulant.476

The jth scaled cumulant can, therefore, be obtained by taking the jth derivative of the SCGF477

with respect to s evaluated at s = 0,478

c j =
d j F(s)

ds j

�

�

�

�

s=0
. (71)

4.2 Time integrated observables479

We consider general space and time extensive observables K of the form,480

K(L, T ) =
T−1
∑

t=0

2L−1
∑

x=1

(a2t
x ,x+1 + b2t+1

x ,x+1), (72)

where we have used the convenient shorthand notation,481

at
x ,x+1 = ax ,x+1(n

t
x , nt

x+1), bt
x ,x+1 = bx ,x+1(n

t
x , nt

x+1), (73)

to denote local two site occupation functions acting on the sites at positions x and x+1 at time482

t. We refer to observables of this form as dynamical, as they depend on the full time history483

of the state of the system, explicitly, these are trajectory observables K(ω), as opposed to state484

observables K(n), where,485

ω2T = (n0, n1, . . . , n2T−1), nt = (nt
1, nt

2, . . . , nt
2L). (74)

4.3 Tilted Markov propagator486

In order to obtain an exact analytic expression for the SCGF F(s), we take the approach out-487

lined in Ref. [47]. Namely, we deform or tilt the Markov operator Û and define the so called488

tilted propagator [42],489

Û(s) = ÛO(s)ÛE(s), ÛE(s) = ÛEÂ(s), ÛO(s) = ÛOB̂(s), (75)

where Â(s) and B̂(s) are the diagonal operators introduced to apply the tilting. It, therefore,490

follows, from their diagonal form, that these tilting operators can be expressed as products of491

local operators acting on adjacent sites,492

Â(s) =
2L−1
∏

x=1

Â(x ,x+1)
x ,x+1 , B̂(s) =

2L−1
∏

x=1

B̂(x ,x+1)
x ,x+1 , (76)

where the subscript index denotes the sites of the lattice on which the operators act nontrivially,493

Â(x ,x+1)
x ,x+1 = 1

⊗(x−1) ⊗ Â(x ,x+1) ⊗1⊗(2N−x−1),

B̂(x ,x+1)
x ,x+1 = 1⊗(x−1) ⊗ B̂(x ,x+1) ⊗1⊗(2N−x−1),

(77)
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while the superscript index indicates that the matrices are now site dependent, and, addition-494

ally, implicitly implies dependence on the conjugate parameter s. Explicitly, the tilting opera-495

tors Â(x ,x+1) and B̂(x ,x+1) are given by the following local 4× 4 diagonal matrices,496

Â(x ,x+1) =











a(x ,x+1)
00

a(x ,x+1)
01

a(x ,x+1)
10

a(x ,x+1)
11











,

B̂(x ,x+1) =











b(x ,x+1)
00

b(x ,x+1)
01

b(x ,x+1)
10

b(x ,x+1)
11











,

(78)

where we have introduced the convenient shorthand notation,497

a(x ,x+1)
nx nx+1

= exp(−sax ,x+1(nx , nx+1)),

b(x ,x+1)
nx nx+1

= exp(−sbx ,x+1(nx , nx+1)),
(79)

to denote the exponents of the local occupation functions in Eq. (73).498

It follows immediately from direct computation that the tilting operators can be distributed499

across the time evolution operators such that we can write,500

ÛE(s) = R̂(2L−2,2L)
2L−2,2L

L−2
∏

x=1

Û (2x)
2x , ÛO(s) = L̂(1,3)

1,3

L−1
∏

x=2

Û (2x+1)
2x+1 , (80)

where the tilted deterministic bulk matrices read,501

Û (2x)
2x = Û2x Â(2x−1,2x)

2x−1,2x Â(2x ,2x+1)
2x ,2x+1 ,

Û (2x+1)
2x+1 = Û2x+1B̂(2x ,2x+1)

2x ,2x+1 B̂(2x+1,2x+2)
2x+1,2x+2 ,

(81)

while the tilted stochastic boundary matrices are given by,502

R̂(2L−2,2L)
2L−2,2L = R̂2L−2,2LÂ(2L−3,2L−2)

2L−3,2L−2 Â(2L−2,2L−1)
2L−2,2L−1 Â(2L−1,2L)

2L−1,2L ,

L̂(1,3)
1,3 = L̂1,3B̂(1,2)

1,2 B̂(2,3)
2,3 B̂(3,4)

3,4 ,
(82)

From here, we make use of the Perron-Frobenius theorem [72], as outlined in Ref. [42]. In503

particular, given that the tilting operators, Â(s) and B̂(s), are diagonal, it follows that the tilted504

propagator Û(s) is irreducible and aperiodic and, as such, similarly admits a unique stationary505

distribution probability p(s) and unique dominant eigenvalue Λ(s),506

〈exp(sK(t))〉 ≍ (Λ(s))t , (83)

from which it follows that,507

F(s) = ln(Λ(s)). (84)

4.4 Generalized matrix product ansatz508

We now look to construct an exact analytic form for the dominant eigenvector of the tilted509

Markov operator Û(s), explicitly, the eigenvector associated to the dominant eigenvalue Λ(s).510

To do so, we employ the methods used in Ref. [47], and later in Ref. [49], that generalizes511
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the MPS ansatz of the NESS. Namely, we seek a pair of vectors, p(s) and q(s), satisfying the512

coupled equations,513

ÛE(s)p(s) = ΛR(s)q(s), ÛO(s)q(s) = ΛL(s)p(s), (85)

where ΛL(s)ΛR(s) = Λ(s) which, as expected, recovers the eigenvalue equation for the tilted514

propagator,515

Û(s)p(s) = Λ(s)p(s). (86)

Following Refs. [47,49], we now postulate the following simple staggered MPS ansatz for516

the vectors p(s) and q(s),517

p(s) = 〈l(1)1 |Ŵ
(2)
2 V̂(3)3 · · ·Ŵ

(2L−2)
2L−2 |r

(2L−1,2L)
2L−1,2L 〉 ,

q(s) = 〈l(1,2)
1,2 |Ŵ

(3)
3 V̂(4)4 · · ·Ŵ

(2L−1)
2L−1 |r

(2L)
2L 〉 ,

(87)

where we have introduced generalized physical space vectors of auxiliary space matrices that518

read,519

V̂(x) =

�

V̂ (x)0

V̂ (x)1

�

, Ŵ(x) =

�

Ŵ (x)
0

Ŵ (x)
1

�

, (88)

with, as before, the numeral subscript label on the physical space vectors, V̂(x)x and Ŵ(x)x , denot-520

ing the element of the tensor product component (see footnote of Eq. (46) for an explanation)521

and the associated generalized physical space vectors of auxiliary space vectors for the even522

time step state vector p(s),523

〈l(1)|=
�

〈l(1)0 |
〈l(1)1 |

�

, |r(2L−1,2L)〉=











|r(2L−1,2L)
00 〉
|r(2L−1,2L)

01 〉
|r(2L−1,2L)

10 〉
|r(2L−1,2L)

11 〉











, (89)

and, likewise, for the odd time step state vector q(s),524

〈l(1,2)|=











〈l(1,2)
00 |
〈l(1,2)

01 |
〈l(1,2)

10 |
〈l(1,2)

11 |











, |r(2L)〉=
�

|r(2L)
0 〉
|r(2L)

1 〉

�

, (90)

where we have included the seemingly unnecessary superscript index to denote the explicit525

dependence on the conjugate parameter s.526

To ensure Eq. (85) is satisfied, and subsequently recovers the eigenvalue equation of the527

titled propagator, we demand these vectors satisfy the following algebraic relations that fa-528

cilitate the efficient cancellation mechanism implying the MPS form of the eigenvectors p(s)529

and q(s). Explicitly, the inhomogeneous bulk relations, generalized the NESS bulk relations in530

Eqs. (40) and (44),531

Û (2x)
2x [V̂

(2x−1)
2x−1 Ŵ(2x)

2x X̂(2x+1)
2x+1 ] = X̂(2x−1)

2x−1 V̂(2x)
2x Ŵ(2x+1)

2x+1 ,

Û (2x+1)
2x+1 [Ŷ

(2x)
2x Ŵ(2x+1)

2x+1 V̂(2x+2)
2x+2 ] = Ŵ(2x)

2x V̂(2x+1)
2x+1 Ŷ(2x+2)

2x+2 ,
(91)

and the inhomogeneous boundary relations, generalized Eq. (52),532

Û (2)2 [ 〈l
(1)
1 |Ŵ

(2)
2 X̂(3)3 ] = 〈l

(1,2)
1,2 |Ŵ

(3)
3 ,

R̂(2L−2,2L)
2L−2,2L [V̂

(2L−3)
2L−3 Ŵ(2L−2)

2L−2 |r
(2L−1,2L)
2L−1,2L 〉] = ΛR(s)X̂

(2L−3)
2L−3 V̂(2L−2)

2L−2 Ŵ(2L−1)
2L−1 |r

(2L)
2L 〉 ,

L̂(1,3)
1,3 [ 〈l

(1,2)
1,2 |Ŵ

(3)
3 V̂(4)4 ] = ΛL(s) 〈l

(1)
1 |Ŵ

(2)
2 V̂(3)3 Ŷ(4)4 ,

Û (2L−1)
2L−1 [Ŷ

(2L−2)
2L−2 Ŵ(2L−1)

2L−1 |r
(2L)
2L 〉] = Ŵ(2L−2)

2L−2 |r
(2L−1,2L)
2L−1,2L 〉 ,

(92)
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where to simplify the calculations we have introduced the generalized delimiter matrix vector533

[cf. Eq. (41)],534

X̂(x) =

�

X̂ (x)0

X̂ (x)1

�

, Ŷ(x) =

�

Ŷ (x)0

Ŷ (x)1

�

, (93)

which are defined as the tilted analogues of the products V̂2x+1Ŝ and Ŵ2x Ŝ−1, specifically,535

using the definitions in Eqs. (37), (39), and (41),536

X̂0 = V̂0Ŝ, X̂1 = V̂1Ŝ, Ŷ0 = Ŵ0Ŝ−1, Ŷ1 = Ŵ1Ŝ−1. (94)

For clarity, we will refer to these auxiliary space matrices as exchange matrices.537

Whilst the compact tensor product notation is efficient, it is ultimately the relations in538

terms of their components that we explicitly solve. Therefore, let us present these now. First,539

the matrix product ansatz in Eq. (87),540

pn(s) = 〈l(1)n1
| Ŵ (2)

n2
V̂ (3)n3
· · · Ŵ (2L−2)

n2L−2
|r(2L−1,2L)

n2L−1n2L
〉 ,

qn(s) = 〈l(1,2)
n1n2
| Ŵ (3)

n3
V̂ (4)n4
· · · Ŵ (2L−1)

n2L−1
|r(2L)

n2L
〉 ,

(95)

next, the inhomogeneous bulk algebraic relations in Eq. (91),541

a(2x−1,2x)
n2x−1 f2x

a(2x ,2x+1)
f2x n2x+1

V̂ (2x−1)
n2x−1

Ŵ (2x)
f2x

X̂ (2x+1)
n2x+1

= X̂ (2x−1)
n2x−1

V̂ (2x)
n2x

Ŵ (2x+1)
n2x+1

,

b(2x ,2x+1)
n2x f2x+1

b(2x+1,2x+2)
f2x+1n2x+2

Ŷ (2x)
n2x

Ŵ (2x+1)
f2x+1

V̂ (2x+2)
n2x+2

= Ŵ (2x)
n2x

V̂ (2x+1)
n2x+1

Ŷ (2x+2)
n2x+2

,
(96)

and, finally, the inhomogeneous boundary algebraic relations in Eq. (92),542

a(1,2)
n1 f2

a(2,3)
f2n3
〈l(1)n1
| Ŵ (2)

f2
X̂ (3)n3

= 〈l(1,2)
n1n2
| Ŵ (3)

n3
,

1
∑

n5=0

Rn1 f2n3 f4n5
a(1,2)

n1 f2
a(2,3)

f2n3
a(3,4)

n3 f4
V̂ (1)n1

Ŵ (2)
f2
|r(3,4)

n3 f4
〉= ΛR(s)X̂

(1)
n1

V̂ (2)n2
Ŵ (3)

n3
|r(4)n4
〉 ,

1
∑

n0=0

Ln0 f1n2 f3n4
b(1,2)

f1n2
b(2,3)

n2 f3
b(3,4)

f3n4
〈l(1,2)

f1n2
| Ŵ (3)

f3
V̂ (4)n4

= ΛL(s) 〈l(1)n1
| Ŵ (2)

n2
V̂ (3)n3

Ŷ (4)n4
,

b(2,3)
n2 f3

b(3,4)
f3n4

Ŷ (2)n2
Ŵ (3)

f3
|r(4)n4
〉= Ŵ (2)

n2
|r(3,4)

n3n4
〉 ,

(97)

where, again, for readability we have set L = 2 for the right boundary relations.543

4.5 Inhomogeneous algebraic solutions544

In order to proceed with the explicit calculations to derive the dominant eigenvalue Λ(s) and545

the corresponding eigenvector p(s) of the titled propagator Û(s)we must propose an ansatz for546

the auxiliary space components of the physical space vectors in Eqs. (91) and (92), reminiscent547

of the methods introduced to study the exact large deviation statistics of Rules 54 [47] and548
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150 [49]. In particular, we employ the following transformations for the bulk matrices,549

V̂0 =







1 ξ 0 0
0 0 1 0
0 0 0 1
0 0 0 0






→ V̂ (x)0 =









1 ξv(x)1 0 0
0 0 1 0
0 0 0 1
0 0 0 0









,

V̂1 =







0 0 0 0
0 0 0 0
0 0 0 0
ξ ζ 1 0






→ V̂ (x)1 =









0 0 0 0
0 0 0 0
0 0 0 0
ξv(x)2 ζv(x)3 1 0









,

Ŵ0 =







1 ζ 0 0
0 0 1 0
0 0 0 1
0 0 0 0






→ Ŵ (x)

0 =









1 ζw(x)1 0 0
0 0 1 0
0 0 0 1
0 0 0 0









,

Ŵ1 =







0 0 0 0
0 0 0 0
0 0 0 0
ζ ξ 1 0






→ Ŵ (x)

1 =









0 0 0 0
0 0 0 0
0 0 0 0
ζw(x)2 ξw(x)3 1 0









,

(98)

which, we remark, satisfy a similar relation to the homogeneous bulk matrices, explicitly,550

V̂nx
(ξ,ζ, v(x)j ) = Ŵnx

(ζ,ξ, w(x)j ), while for the exchange matrices,551

X̂0 =







0 0 0 1
0 0 1 0
1 ζ 0 0
0 0 0 0






→ X̂ (x)0 =









0 0 0 x (x)1

0 0 x (x)2 0
x (x)3 ζx (x)4 0 0
0 0 0 0









,

X̂1 =







0 0 0 0
0 0 0 0
0 0 0 0
ζ ξ 1 0






→ X̂ (x)1 =









0 0 0 0
0 0 0 0
0 0 0 0
ζx (x)5 ξx (x)6 x (x)7 0









,

Ŷ0 =







0 0 0 1
0 0 1 0
1 ξ 0 0
0 0 0 0






→ Ŷ (x)0 =









0 0 0 y(x)1

0 0 y(x)2 0
y(x)3 ξy(x)4 0 0
0 0 0 0









,

Ŷ1 =







0 0 0 0
0 0 0 0
0 0 0 0
ξ ζ 1 0






→ Ŷ (x)1 =









0 0 0 0
0 0 0 0
0 0 0 0
ξy(x)5 ζy(x)6 y(x)7 0









,

(99)

which similarly satisfy an equivalent relation, X̂nx
(ξ,ζ, x (x)j ) = Ŷnx

(ζ,ξ, y(x)j ).552

Substituting these ansätze into the inhomogeneous bulk algebraic relations in Eq. (91)553

we obtain the following recursive solutions for the components of the tilted auxiliary space554
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exchange matrices,555

x (2x+1)
1 =

1

a(2x−1,2x)
00 a(2x ,2x+1)

00

x (2x−1)
1 ,

x (2x+1)
3 =

1

a(2x−1,2x)
01 a(2x ,2x+1)

10

x (2x−1)
3 ,

x (2x+1)
7 =

1

a(2x−1,2x)
10 a(2x ,2x+1)

01

x (2x−1)
7 ,

y(2x)
1 = b(2x−2,2x−1)

01 b(2x−1,2x)
10 y(2x−2)

1 ,

y(2x)
3 = b(2x−2,2x−1)

00 b(2x−1,2x)
00 y(2x−2)

3 ,

y(2x)
7 = b(2x−2,2x−1)

10 b(2x−1,2x)
01 y(2x−2)

7 ,

(100)

and the following simplifying relations for the remaining components,556

x (2x+1)
2 =

a(2x+1,2x+2)
00

a(2x+1,2x+2)
10

x (2x+1)
7 ,

x (2x+1)
4 = w(2x+1)

1 x (2x+1)
3 ,

x (2x+1)
5 = w(2x+1)

2 x (2x+1)
7 ,

x (2x+1)
6 = w(2x+1)

3 x (2x+1)
7 ,

y(2x)
2 =

b(2x ,2x+1)
10

b(2x ,2x+1)
00

y(2x)
7 ,

y(2x)
4 = v(2x)

1 y(2x)
3 ,

y(2x)
5 = v(2x)

2 y(2x)
7 ,

y(2x)
6 = v(2x)

3 y(2x)
7 .

(101)

Employing the convention, introduced in Ref. [47], that assumes that the left boundary con-557

ditions imply that,558

a(−1,0)
n−1n0

= a(0,1)
n0n1
= 1, b(−1,0)

n−1n0
= b(0,1)

n0n1
= 1, (102)

we can rewrite the recursion relations in Eq. (100) succinctly as,559

x (2x+1)
1 =

x
∏

j=1

1

a(2 j−1,2 j)
00 a(2 j,2 j+1)

00

,

x (2x+1)
3 =

x
∏

j=1

1

a(2 j−1,2 j)
01 a(2 j,2 j+1)

10

,

x (2x+1)
7 =

x
∏

j=1

1

a(2 j−1,2 j)
10 a(2 j,2 j+1)

01

,

y(2x)
1 =

x
∏

j=1

b(2 j−2,2 j−1)
01 b(2 j−1,2 j)

10 ,

y(2x)
3 =

x
∏

j=1

b(2 j−2,2 j−1)
00 b(2 j−1,2 j)

00 ,

y(2x)
7 =

x
∏

j=1

b(2 j−2,2 j−1)
10 b(2 j−1,2 j)

01 ,

(103)

It is worth noting that whilst the tilted local operators commute [cf. Eqs. (23) and (24)], due to560

the inhomogeneity of the algebraic relations and irreversibility of the dynamics, their order is561

fixed. Particularly, on the even time step the boundary operator R̂(2L−2,2L) must be applied first562

so as to create the exchange matrix X̂(2L−3), which is then sequentially shifted down the lattice563

by the bulk operators Û (2L−4), Û (2L−6), . . . , Û (4) before being annihilated by Û (2). Similarly, on564

the odd time step, the boundary operator L̂(1,3) is applied first creating Ŷ(4), which is moved565

up the lattice by the bulk operators Û (5), Û (7), . . . , Û (2L−3) and then annihilated by Û (2L−1).566

However, the relations derived in Eq. (100) hold indefinitely and so we choose the convention567

used in Refs. [47,49].568

For the components of the titled auxiliary space bulk matrices, Eq. (91) returns the follow-569
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ing recursive solutions, for the odd indexed components,570

v(2x+1)
1 =

a(2x+1,2x+2)
10 b(2x+2,2x+3)

00

a(2x+1,2x+2)
00 b(2x+2,2x+3)

10

x (2x+1)
1 y(2x+2)

3

x (2x+1)
7 y(2x+2)

7

v(2x)
1 ,

v(2x+1)
2 =

a(2x+1,2x+2)
00 b(2x+1,2x+2)

00

a(2x+1,2x+2)
10 b(2x+1,2x+2)

01

x (2x+1)
7 y(2x+2)

7

x (2x+1)
3 y(2x+2)

1

v(2x)
2 ,

v(2x+1)
3 =

b(2x+1,2x+2)
00 b(2x+2,2x+3)

00

b(2x+1,2x+2)
01 b(2x+2,2x+3)

10

x (2x+1)
1 y(2x+2)

3

x (2x+1)
3 y(2x+2)

1

v(2x)
3 ,

w(2x+1)
1 =

a(2x+1,2x+2)
00 b(2x+1,2x+2)

00

a(2x+1,2x+2)
10 b(2x+1,2x+2)

01

x (2x+1)
7 y(2x+2)

7

x (2x+1)
3 y(2x+2)

1

w(2x)
1 ,

w(2x+1)
2 =

a(2x+1,2x+2)
10 b(2x+1,2x+2)

01

a(2x+1,2x+2)
00 b(2x+1,2x+2)

00

x (2x+1)
1 y(2x+2)

3

x (2x+1)
7 y(2x+2)

7

w(2x)
2 ,

w(2x+1)
3 =

x (2x+1)
1 y(2x+2)

3

x (2x+1)
3 x (2x+2)

1

w(2x)
3 ,

(104)

and, similarly, for the even indexed components,571

v(2x)
1 =

b(2x ,2x+1)
10 a(2x+1,2x+2)

00

b(2x ,2x+1)
00 a(2x+1,2x+2)

10

y(2x)
7 x (2x+1)

7

y(2x)
3 y(2x+1)

1

v(2x−1)
1 ,

v(2x)
2 =

b(2x ,2x+1)
00 a(2x ,2x+1)

00

b(2x ,2x+1)
10 a(2x ,2x+1)

01

y(2x)
1 x (2x+1)

3

y(2x)
7 x (2x+1)

7

v(2x−1)
2 ,

v(2x)
3 =

a(2x ,2x+1)
00 a(2x+1,2x+2)

00

a(2x ,2x+1)
01 a(2x+1,2x+2)

10

y(2x)
1 x (2x+1)

3

y(2x)
3 x (2x+1)

1

v(2x−1)
3 ,

w(2x)
1 =

b(2x ,2x+1)
00 a(2x ,2x+1)

00

b(2x ,2x+1)
10 a(2x ,2x+1)

01

y(2x)
1 x (2x+1)

3

y(2x)
7 x (2x+1)

7

w(2x−1)
1 ,

w(2x)
2 =

b(2x ,2x+1)
10 a(2x ,2x+1)

01

b(2x ,2x+1)
00 a(2x ,2x+1)

00

y(2x)
7 x (2x+1)

7

y(2x)
3 x (2x+1)

1

w(2x−1)
2 ,

w(2x)
3 =

y(2x)
1 x (2x+1)

3

y(2x)
3 x (2x+1)

1

w(2x−1)
3 .

(105)

We can drastically simplify these relations by recursive self-substitution, which produces a572

telescoping product, that can be subsequently reduced using the so called method of quo-573

tients cancellation technique. Enacting this simplification, whilst utilising the aforementioned574
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boundary conditions, we obtain,575

v(2x+1)
1 =

x+1
∏

j=1

b(2 j−1,2 j)
00 b(2 j,2 j+1)

00

b(2 j−1,2 j)
01 b(2 j,2 j+1)

10

,

v(2x+1)
2 = 1,

v(2x+1)
3 =

x+1
∏

j=1

b(2 j−1,2 j)
00 b(2 j,2 j+1)

00

b(2 j−1,2 j)
01 b(2 j,2 j+1)

10

,

w(2x+1)
1 = 1,

w(2x+1)
2 =

x+1
∏

j=1

a(2 j−2,2 j−1)
01 a(2 j−1,2 j)

10

a(2 j−2,2 j−1)
00 a(2 j−1,2 j)

00

,

w(2x+1)
3 =

x+1
∏

j=1

a(2 j−2,2 j−1)
01 a(2 j−1,2 j)

10

a(2 j−2,2 j−1)
00 a(2 j−1,2 j)

00

,

v(2x)
1 =

x+1
∏

j=1

a(2 j−2,2 j−1)
00 a(2 j−1,2 j)

00

a(2 j−2,2 j−1)
01 a(2 j−1,2 j)

10

,

v(2x)
2 = 1,

v(2x)
3 =

x+1
∏

j=1

a(2 j−2,2 j−1)
00 a(2 j−1,2 j)

00

a(2 j−2,2 j−1)
01 a(2 j−1,2 j)

10

,

w(2x)
1 = 1,

w(2x)
2 =

x
∏

j=1

b(2 j−1,2 j)
01 b(2 j,2 j+1)

10

b(2 j−1,2 j)
00 b(2 j,2 j+1)

00

,

w(2x)
3 =

x
∏

j=1

b(2 j−1,2 j)
01 b(2 j,2 j+1)

10

b(2 j−1,2 j)
00 b(2 j,2 j+1)

00

,

(106)

These solutions are, however, not unique, as solving the relations additionally requires that576

the following constraint on the tilting functions holds for all x ,577

a(x−1,x)
00 a(x ,x+1)

00

a(x−1,x)
01 a(x ,x+1)

10

=
b(x−1,x)

01 b(x ,x+1)
10

b(x−1,x)
00 b(x ,x+1)

00

, (107)

which is reminiscent of the constraint imposed for Rule 150 [49]. Rather than applying this578

constraint explicitly, we recall that the matrix product ansatz in Eq. (87) for p(s) and q(s)579

is independent of the exchange matrices X̂(x) and Ŷ(x) and, since the recursive solutions for580

the components of the bulk matrices only depend on the fractions in the expression for the581

constraints, we can freely introduce a parameter η(x), defined by the constraint,582

η(x) =
a(x−1,x)

00 a(x ,x+1)
00

a(x−1,x)
01 a(x ,x+1)

10

=
b(x−1,x)

01 b(x ,x+1)
10

b(x−1,x)
00 b(x ,x+1)

00

. (108)

Hence, we can succinctly parameterize the solutions for the components of the nontrivial aux-583

iliary space bulk matrices as,584

v(2x+1)
1 = v(2x+1)

3 =
x+1
∏

j=1

1
η(2 j)

,

w(2x+1)
2 = w(2x+1)

3 =
x+1
∏

j=1

1
η(2 j−1)

,

v(2x)
1 = v(2x)

3 =
x+1
∏

j=1

η(2 j−1),

w(2x)
2 = w(2x)

3 =
x
∏

j=1

η(2 j),

(109)

Before proceeding to the inhomogeneous boundary algebraic relations, we momentarily585

comment on the form of the bulk algebraic solutions. For Rule 54, the recursive solutions586

for the components of the vectors of matrices equivalent to X̂(x) and Ŷ(x) could be written587

in terms of just one free parameter, namely, x (2x+1)
1 and y(2x+2)

1 , respectively. While these588

were subsequently determined by the boundary conditions, it is interesting to compare this589

result with Rule 150 and Rule 201. In particular, we make two important realizations. The590

first is with respect to the “vacuum” of the models, specifically, the states of sites on which the591

quasiparticle excitations move whereas the second is associated with the recursive relations for592

the components of the exchange matrices, obtained by explicitly solving the inhomogeneous593
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bulk algebraic relations. Starting with the former, we recall the form of the vacua of Rules 54,594

150, and 201. For Rule 54, the vacuum is characterized by the following configuration,595

. . . 0000 . . . , (110)

while for Rule 150, it is either of the following configurations,596

. . . 0000 . . . . . . 1111 . . . , (111)

and, finally, for Rule 201 it is all of the following configurations,597

. . . 0000 . . . . . . 0101 . . . . . . 1010 . . . . (112)

Now, we consider the latter observation11. For Rule 54, the recursive relations for the compo-598

nents of the exchange matrices X̂ (x)nx
are resolved in terms of just one parameter, which takes599

the form of the following product,600

∏

x

a(x−1,x)
00 a(x ,x+1)

00 . (113)

For Rule 150, the equivalent relations depend on two parameters of the form,601

∏

x

a(x−1,x)
00 a(x ,x+1)

00 ,
∏

x

a(x−1,x)
11 a(x ,x+1)

11 , (114)

while those for Rule 201 are functions of three parameters, given by,602

∏

x

a(x−1,x)
00 a(x ,x+1)

00 ,
∏

x

a(x−1,x)
01 a(x ,x+1)

10 ,
∏

x

a(x−1,x)
10 a(x ,x+1)

01 . (115)

Comparing these observations, we immediately realize that there is an intimate relation be-603

tween the quasiparticle interpretation of these models and the exact MPS representations of604

their states constructed using this formalism. Moreover the auxiliary space can be understood605

as attempting to detect or measure the quasiparticle content in a given state. We use the word606

“attempting” since, as was detailed previously, in order to identify a quasiparticle we need607

knowledge of four adjacent sites of the lattice. However, when measuring the states of the608

sites, the auxiliary space only stores information about the content of the last site, therefore,609

prohibiting the detection of the quasiparticles, or at least, their species. Hence, the matrices610

can be understood as indiscriminately associating a factor to each and every quasiparticle irre-611

spective of its species, that depends only on its position in the lattice. Naively, one would think612

that extending the support of the tilting functions would resolve this complication, however,613

this is not possible, at least not within the current formulation, since the algebra is funda-614

mentally limited by the range of the local time evolution operators. For now, we omit further615

discussion of this nontrivial problem and refer the reader to the concluding remarks in Chap-616

ter 5.617

4.6 Dominant eigenvalue618

With the inhomogeneous bulk algebraic relations solved, we now look to solve the correspond-619

ing boundary algebra in Eq. (92). Resolving the identities for the left boundary, we obtain the620

following solutions for the spectral parameters,621

ξ=
Λ2

L(1− β
3)

β6
, ζ=

ΛL(Λ3
L − β

3)

β6
, (116)

11For simplicity, we only consider the components of the matrices of the vector X̂(x), since the same argument
follows for Ŷ(x).
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which we remark are identical to the solutions in Eq. (57)12. Additionally, we find that the con-622

straint remains enforced by the boundary relations, presented in terms of the parameterization623

as,624

L00000 = α
3, L00001 = β

3, L00010 =
Λ3

L(1− β
3)

Λ3
L −α3β3

. (117)

The corresponding explicit expressions for the left boundary vectors are given in Appendix B.2.625

Resolving the right boundary identities, we get,626

ξ=
ΛR(Λ3

R−χ
3δ3)

χ4δ6
, ζ=

Λ2
R(1−δ

3)

χ2δ6
, (118)

where, for convenience, we introduce the compact shorthand notations,627

χ(s) =
L
∏

x=1

χ(2x−1) =
L
∏

x=1

χ(2x), (119)

with the parameter χ(x), similar to η(x), defined by the constraint,628

χ(x) = a(x−1,x)
00 a(x ,x+1)

00 b(x−1,x)
00 b(x ,x+1)

00 = a(x−1,x)
01 a(x ,x+1)

10 b(x−1,x)
01 b(x ,x+1)

10 . (120)

and the convention (cf. Ref. [47]) which assumes the right boundary conditions impose,629

a(2L,2L+1)
n2L n2L+1

= a(2L+1,2L+2)
n2L+1n2L+2

= 1, b(2L,2L+1)
n2L n2L+1

= b(2L+1,2L+2)
n2L+1n2L+2

= 1. (121)

As expected, we also find that the right boundary relations dictate the following constraint,630

again, given in terms of the convenient parameterization introduced for the NESS as,631

R00000 = γ
3, R10000 = δ

3, R01000 =
Λ3

R(1−δ
3)

Λ3
R−χ3γ3δ3

. (122)

Note here, however, the additional factor of χ. Pairwise equating the solutions for the spectral632

parameters, we obtain a closed set of Bethe equations for ΛL(s) and ΛR(s), that read,633

Λ2
L(1− β

3)

β6
=
ΛR(Λ3

R−χ
3δ3)

χ4δ6
,

ΛL(Λ3
L − β

3)

β6
=
Λ2

R(1−δ
3)

χ2δ6
, (123)

which, after substituting ΛL(s) with ΛL(s)ΛR(s) = Λ(s), can be written as a pair of quadratics634

in (ΛR(s))3,635

β6Λ6
R−χ

3β6δ3Λ3
R−χ

4(1− β3)δ6Λ2 = 0,

β6(1−δ3)Λ6
R+χ

2β3δ6ΛΛ3
R−χ

2δ6Λ4 = 0,
(124)

the solutions of which are given by,636

Λ3
R =
χ3β3δ3 ±χ2δ3

p

χ2β6 + 4(1− β3)Λ2

2β3
,

Λ3
R = −

χ2δ6Λ±χδ3Λ
p

χ2δ6 + 4(1−δ3)Λ2

2β3(1−δ3)
.

(125)

12Note that to ensure readability, we omit the explicit dependence of the parameters ΛL(s) and ΛR(s) on the
conjugate parameter s in these equations.
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Identifying and solving these equations is nontrivial and, therefore, we employ the method of637

radical isolation, which after a few relatively simple calculations, returns an octic characteristic638

polynomial that admits the following remarkable factorization,639

Λ3(Λ−χ)
4
∑

j=0

φ jχ
4− jΛ j = 0, (126)

where the coefficients are simply,640

φ0 = 1,

φ1 = 1,

φ2 = 1− 2(1− β3)(1−δ3),

φ3 = 1− 2(1− β3)(1−δ3)− β3δ3,

φ4 = β
3δ3(1− β3)(1−δ3).

(127)

Immediately, we realize that in the limit s = 0, which sets χ = 1, the dominant eigenvalue641

Λ(0) = 1 associated to the NESS is recovered and, therefore, we are able to straightforwardly642

identify the dominant eigenvalue for all s as,643

Λ(s) = χ(s) = exp
�

− s
2L−1
∑

x=1

�

ax ,x+1(0, 0) + bx ,x+1(0,0)
�

�

, (128)

where to obtain the final equality we used the definitions in Eqs. (79), (119), and (120), from644

which we recall that the constraint in Eq. (120) must hold. As anticipated in the discussion645

in the previous subsection, the support of the large deviation tilting functions ax ,x+1(nx , nx+1)646

and bx ,x+1(nx , nx+1) is simply too small to “measure” any quantity of interest (e.g., the quasi-647

particles), and just “weights” the vacuum (i.e., the absence of quasiparticles). Further analysis648

is, therefore, unnecessary since the dynamical behaviour of the SCGF is linear in the conjugate649

parameter and independent of the conditional probabilities,650

F(s) = ln(Λ(s)) = − s
2L−1
∑

x=1

�

ax ,x+1(0, 0) + bx ,x+1(0,0)
�

, (129)

and, therefore, all cumulants other than the first (i.e., the mean) are zero.651

A notable feature of these results, however, is the resultant expression for the dominant652

eigenvector, which takes the form of an inhomogeneous generalized Gibbs ensemble, with each653

and every quasiparticle statistically weighted by the two-body tilting functions [cf. Eq. (98)].654

This is in contrast to the NESS, which models a homogeneous Gibbs ensemble, for which each655

and every quasiparticle of the same species are indistinguishably weighted by the spectral pa-656

rameters ξ and ζ. Whilst we are currently unable to comment in more detail on this particular657

result, we will further investigate this connection, namely, between the local conserved quan-658

tities of the model (i.e., the quasiparticles), and the exact finite-dimensional matrix product659

form of its dominant eigenvector (i.e., a generalized Gibbs ensemble) in future work. For com-660

pleteness, we present the explicit expressions for the solutions for the parameters relevant to661

the dominant eigenvector p(s). First, the eigenvalue parameters ΛL(s) and ΛR(s),662

ΛL =
β

δ
, ΛR = χ

δ

β
, (130)

which we note are identical (up to a factor χ for ΛR) to the untilted solutions, as are the663

resultant expressions for the spectral parameters ξ and ζ,664

ξ=
1− β3

β4δ2
, ζ=

1−δ3

β2δ4
. (131)
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The associated conditional probabilities for the stochastic boundary operators L̂ and R̂ are then665

given by, for the left boundary,666

L00000 = α
3, L00001 = β

3, L00010 =
1− β3

1−α3δ3
, (132)

while for the right boundary, they are,667

R00000 = γ
3, R10000 = δ

3, R01000 =
1−δ3

1− β3γ3
, (133)

which we note are also independent of the large deviation tilting functions. The explicit ex-668

pressions for the boundary vectors can be found in Appendix B.2.669

5 Conclusions670

In this paper, we studied the large deviations statistics of a general class of space and time671

additive two-body dynamical observables in the “Rule 201” reversible cellular automaton with672

stochastic boundary driving. We computed their exact scaled cumulant generating function via673

an inhomogeneous matrix product ansatz for the dominant eigenvalue and associated eigen-674

vector of the tilted Markov propagator. We explicitly demonstrated that the exact scaled cu-675

mulant generating function exhibits a simple linear response form for this class of extensive676

observables for all values of the tilting field, thus, indicating that the cumulants of these dynam-677

ical observables scale sublinearly with time. We also showed that the corresponding dominant678

eigenvector displays an inhomogeneous generalized Gibbs ensemble form, therefore general-679

izing the Gibbs state of the NESS. By this, we mean that if one restricts to trajectories with680

an atypical value of the dynamical observables, as controlled by the counting field, then the681

associated steady state is of the generalized Gibbs ensemble form.682

An obvious question is how this framework can be generalized to study additive observ-683

ables with larger spatial support. As explained, the simplicity of the result above derives from684

the restriction imposed on the analytic methods used to obtain the exact expressions for the685

dominant eigenvalues, specifically, from the support of the tilting functions, which are upper686

bounded by the interaction range of the local time evolution operators. The limiting factor is687

the three site algebraic relations, which restrict the support of the local observables. There-688

fore, perhaps the most obvious approach is to construct algebraic relations that are solved689

recursively as opposed to independently. By this, we refer to a set of relations that are solved:690

first for an “opening” boundary, with a minimally sufficient set of bulk sites; then recursively691

through the system, each time adding additional bulk sites to the “opening” relation; and lastly692

for a “closing” boundary, thus returning the alternate dominant eigenvector. Furthermore, the693

results here can also be used to address related questions in models with more complex dy-694

namics, such as cellular automata with asymmetric local update rules or with irreversible bulk695

dynamics. We hope to report on progress in these directions in the future.696
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A Nonequilibrium steady state701

In this Appendix, we briefly derive the exact MPS representation of the NESS, specifically, for702

specialized (i.e., site independent) boundary vectors. Here, the matrix product ansatz for the703

steady state vector components pn, qn reads,704

pn = 〈l| V̂n1
Ŵn2
· · · V̂n2L−1

Ŵn2L
|r〉 ,

qn = 〈l ′| Ŵn1
V̂n2
· · · Ŵn2L−1

V̂n2L
|r ′〉 .

(134)

The bulk algebraic relations are identical to those in Eqs. (40) and (44),705

V̂nx−1
Ŵfx

V̂nx+1
Ŝ = V̂nx−1

ŜV̂nx
Ŵnx+1

,

Ŵnx−1
Ŝ−1Ŵfx

V̂nx+1
= Ŵnx−1

V̂nx
Ŵnx+1

Ŝ−1,
(135)

and, therefore, return precisely the bulk and delimiter matrices in Eqs. (37), (39), and (41).706

However, in contrast, the boundary algebraic relations are now given by (cf. Ref. [55]),707

〈l| V̂n1
Ŝ = 〈l ′| Ŵn1

,
1
∑

n5=0

Rn1 f2n3 f4n5
V̂n1

Ŵf2 V̂n3
Ŵf4 |r〉= ΛRV̂n1

ŜV̂n2
Ŵn3

V̂n4
|r ′〉 ,

1
∑

n0=0

Ln0 f1n2 f3n4
〈l ′| Ŵf1 V̂n2

Ŵf3 V̂n4
= ΛL 〈l| V̂n1

Ŵn2
V̂n3

Ŵn4
Ŝ−1,

Ŵn4
Ŝ−1 |r ′〉= Ŵn4

|r〉 ,

(136)

where, as before, we set L = 2 for the right boundary identities.708

As was the case for the generalized boundary algebraic relations (i.e., the site dependent709

boundary relations), solving these relations puts constraints on the matrix components of the710

stochastic boundary operators L̂ and R̂,711

Λ3
L =

L00000 L00001 L00010

L00001 + L00010 − 1
, Λ3

R =
R00000R10000R01000

R10000 + R01000 − 1
, (137)

however, additionally imposes that,712

L00001 = L00000, R10000 = R00000. (138)

Reintroducing the parameterization in terms of α,β ,γ,δ ∈ [0,1], we have13,713

L00000 = L00001 = β
3, L00010 =

Λ3
L(1− β

3)

Λ3
L − β6

, (139)

and, likewise, for the right boundary,714

R00000 = R10000 = δ
3, R01000 =

Λ3
R(1−δ

3)

Λ3
R−δ6

, (140)

which, clearly, are independent of α,γ.715

Solving for the left boundary relations yields the following expressions for the spectral716

parameters,717

ξ=
Λ2

L(1− β
3)

β6
, ζ=

ΛL(Λ3
L − β

3)

β6
, (141)

13Note that we could equivalently parameterize the conditional probabilities Ln0n1n2n3n4
and Rn1n2n3n4n5

in terms
of α,γ instead of β ,δ, since α= β and γ= δ.
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while solving the right boundary relations gives,718

ξ=
ΛR(Λ3

R−δ
3)

δ6
, ζ=

Λ2
R(1−δ

3)

δ6
, (142)

which we note are identical to those obtained for the site dependent boundary vector NESS.719

The corresponding left boundary vectors are,720

〈l|=
h

1
Λ3

L−β
6

Λ2
Lβ

3
1
ΛL

β3

Λ2
L

i

, 〈l ′|=
�

1
Λ3

L−β
6

ΛLβ3 ΛL
β3

ΛL

�

, (143)

with the right boundary vectors given by,721

|r〉=











1
δ3

Λ2
R

1
ΛR
ΛR
δ3











, |r ′〉=











1
δ3

ΛR

ΛR
Λ2

R
δ3











, (144)

Given that the expressions for the spectral parameters ξ,ζ are exactly equal to those obtained722

for the generalized NESS, the solutions are equivalent,723

ΛL =
β

δ
=

1
ΛR

. (145)

Substituting these into the solutions for the spectral parameters yields,724

ξ=
1− β3

β4δ2
, ζ=

1−δ3

β2δ4
, (146)

as expected, while for the left boundary vectors we have,725

〈l|=
�

1 1−β3δ3

β2δ
δ
β βδ2
�

, 〈l ′|=
�

1 1−β3δ3

βδ2
β
δ β2δ
�

, (147)

and, similarly, for the right boundary vectors,726

|r〉=









1
β2δ
β
δ
1
βδ2









, |r ′〉=









1
βδ2

δ
β
1
β2δ









. (148)

B Steady state boundary vectors727

B.1 Homogeneous steady state728

In this Appendix, we state the site dependent boundary vectors that solve the boundary alge-729

braic relations (cf. Ref. [55]) in Eq. (52). Prior to solving for the NESS, the components of the730

left boundary vectors 〈l1| and 〈l1,2| read,731

〈l0|=
h

1
Λ2

L(1−β
3)

β6

Λ3
L−α

3β3

Λ2
Lβ

3
1
ΛL

i

,

〈l1|=
h

1−β3

β3
Λ3

L−β
3

ΛLβ3
α3

Λ2
L

0
i

,
(149)
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732

〈l00|=
h

1
ΛL

ΛL(1−β3)
β6

Λ3
L−β

3

β6

Λ3
L−α

3β3

Λ2
Lβ

3

i

,

〈l01|=
�

Λ2
L(1−β

3)
β6

ΛL(Λ3
L−β

3)
β6 1 0
�

,

〈l10|=
h

Λ3
L−β

3

ΛLβ3
ΛL(Λ3

L−β
3)(1−β3)
β9

1−β3

β3
α3

Λ2
L

i

,

〈l11|=
�

0 0 0 0
�

.

(150)

while the components of the right boundary vectors |r2L−1,2L〉 and |r2L〉 are,733

|r00〉=











Λ2
R((Λ

3
R−2Λ3

Rδ
3+γ3δ6)+δ3(δ3−γ3))

δ3(Λ3
R−2Λ3

Rδ
3+γ3δ6)

1
0
0











,

|r01〉=















− Λ
2
R(1−δ

3)(δ3−γ3)
(Λ3

R−2Λ3
Rδ

3+γ3δ6)
δ6(δ3−γ3)

(Λ3
R−2Λ3

Rδ
3+γ3δ6)

ΛR(Λ3
R−2Λ3

Rδ
3+δ9)

δ3(Λ3
R−2Λ3

Rδ
3+γ3δ6)

0















,

|r10〉=











0
0
0

Λ3
R(Λ

3
R−2Λ3

Rδ
3+δ9)

δ6(Λ3
R−2Λ3

Rδ
3+γ3δ6)











,

|r11〉=







0
0
0
0






,

(151)

734

|r0〉=













1
δ3((Λ6

R−2Λ3
Rδ

3+δ9)(Λ3
R−2Λ3

Rδ
3+γ3δ6)+δ3(δ3−γ3)(Λ3

R−δ
3−δ6))

Λ2
R(Λ

6
R−2Λ3

Rδ
3+δ9)(Λ3

R−2Λ3
Rδ

3+γ3δ6)
(Λ6

R−2Λ3
Rδ

3+γ3δ6)(Λ3
R−2Λ3

Rδ
3+δ9)

ΛR(Λ6
R−2Λ3

Rδ
3+δ9)(Λ3

R−2Λ3
Rδ

3+γ3δ6)

0













,

|r1〉=

















δ6(δ3−γ3)
Λ3

R(1−δ3)−δ3(Λ3
R−γ3δ3)

δ6(δ3−γ3)δ3((Λ6
R−2Λ3

Rδ
3+δ9)−Λ3

R(Λ
3
R−δ

3−δ6))
Λ2

R(Λ
6
R−2Λ3

Rδ
3+δ9)(Λ3

R−2Λ3
Rδ

3+γ3δ6)
δ6(δ3−γ3)(Λ3

R−2Λ3
Rδ

3+δ9)
ΛR(Λ6

R−2Λ3
Rδ

3+δ9)(Λ3
R−2Λ3

Rδ
3+γ3δ6)

ΛR(Λ3
R−2Λ3

Rδ
3+δ9)

δ3(Λ3
R−2Λ3

Rδ
3+γ3δ6)

















.

(152)

We can drastically simplify these expressions by making a simple observation, specifically, that735

the unique solutions for the spectral parameters ξ and ζ and, therefore, eigenvalue parame-736

ters ΛL and ΛR are independent of the conditional probabilities α and γ, that is, they explicitly737

depend on β and δ. Consequently, we can, for simplicity and without loss of significant gen-738

erality, set α= β and γ= δ to obtain the following expressions for the left boundary vectors,739

〈l0|=
�

1 1−β3

β4δ2
1−β3δ3

β2δ
δ
β

�

,

〈l1|=
�

1−β3

β3
1−δ3

βδ2
β5

δ2 0
�

,
(153)

32



SciPost Physics Submission

740

〈l00|=
�

δ
β

1−β3

β5δ
1−δ3

β3δ3
1−β3δ3

β2δ

�

,

〈l01|=
�

1−β3

β4δ2
1−δ3

β2δ4 1 0
�

,

〈l10|=
�

1−δ3

βδ2
(1−β3)(1−δ3)

β5δ4
1−β3

β3 βδ2
�

,

〈l11|=
�

0 0 0 0
�

,

(154)

and simplified right boundary vectors,741

|r00〉=









1
β2δ

1
0
0









, |r01〉=









0
0
1
βδ2

0









,

|r10〉=









0
0
0
1
β3δ3









, |r10〉=







0
0
0
0






,

(155)

742

|r0〉=









1
β2δ
β
δ

0









, |r1〉=









0
0
0
1
βδ2









, (156)

where we have additionally set ΛL and ΛR according to Eq. (61).743

B.2 Inhomogeneous steady state744

As was done for the NESS, we present here the boundary vectors that resolve the inhomoge-745

neous boundary relations in Eq. (92). For the left boundary,746

〈l(1)0 |=
h

1
Λ2

L(1−β
3)

β6
1
η(2)

Λ3
L−α

3β3

Λ2
Lβ

3
1
ΛL

i

,

〈l(1)1 |=
h

1−β3

β3
Λ3

L−β
3

ΛLβ3
1
η(2)

α3

Λ2
L

0
i

,
(157)

747

〈l(1,2)
00 |=
h

1
ΛL

ΛL(1−β3)
β6 η(1)η(3)

Λ3
L−β

3

β6

Λ3
L−α

3β3

Λ2
Lβ

3 η
(1)
i

,

〈l(1,2)
01 |=
�

Λ2
L(1−β

3)
β6

Λ3
L(Λ

3
L−β

3)
β6 η(1)η(3) 1 0

�

,

〈l(1,2)
10 |=
h

Λ3
L−β

3

ΛLβ3
1
η(1)

ΛL(Λ3
L−β

3)(1−β3)
β9 η(3)

1−β3

β3
1
η(1)

α3

Λ2
L

i

,

〈l(1,2)
11 |=
�

0 0 0 0
�

.

(158)
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Similarly, for the right boundary,748

|r(2L−2,2L)
00 〉=











Λ2
R((Λ

3
R−2Λ3

Rδ
3+χ3γ3δ6)+χ3δ3(δ3−γ3))

χδ3(Λ3
R−2Λ3

Rδ
3+χ3γ3δ6)

x (2L+1)
1

χ x (2L+1)
1
0
0











,

|r(2L−2,2L)
01 〉=















− Λ
2
Rχ

2(1−δ3)(δ3−γ3)
(Λ3

R−2Λ3
Rδ

3+χ3γ3δ6)
x (2L+1)

1
δ6(δ3−γ3)

(Λ3
R−2Λ3

Rδ
3+χ3γ3δ6)

x (2L+1)
1 η(2L)

ΛR(Λ3
R−2Λ3

Rδ
3+χ3δ9)

δ3(Λ3
R−2Λ3

Rδ
3+χ3γ3δ6)

x (2L+1)
1

∏L
x=1η

(2x)

0















,

|r(2L−2,2L)
10 〉=











0
0
0

Λ3
R(Λ

3
R−2Λ3

Rδ
3+χ3δ9)

χ2δ6(Λ3
R−2Λ3

Rδ
3+χ3γ3δ6)

x (2L+1)
1











,

|r(2L−2,2L)
11 〉=







0
0
0
0






,

(159)

749

|r(2L)
0 〉=













1
χ2δ3((Λ3

R−2Λ3
Rδ

3+χ3γ3δ6)(Λ6
R−2Λ3

Rχ
3δ3+χ6δ9)+Λ3

Rχ
3δ3(δ3−γ3)(Λ3

R−χ
3δ3−χ3δ6)))

Λ2
R(Λ

3
R−2Λ3

Rδ
3+χ3γ3δ6)(Λ6

R−2Λ3
Rχ

3δ3+χ6δ9)
χ(Λ3

R−2Λ3
Rδ

3+χ3δ9)(Λ6
R−2Λ3

Rχ
3δ3+χ6γ3δ6)

ΛR(Λ3
R−2Λ3

Rδ
3+χ3γ3δ6)(Λ6

R−2Λ3
Rχ

3δ3+χ6δ9)

∏L
x=1

1
η(2x−1)

0













,

|r(2L)
1 〉=

















χ3δ6(δ3−γ3)
Λ3

R−2Λ3
Rδ

3+χ3γ3δ6

χ5δ6(δ3−γ3)(δ3(Λ6
R−2Λ3

Rχ
3δ3+χ6δ9)−Λ3

R(Λ
3
R−χ

3δ3−χ3δ6))
Λ2

R(Λ
3
R−2Λ3

Rδ
3+χ3γ3δ6)(Λ6

R−2Λ3
Rχ

3δ3+χ6δ9)
χ7δ6(δ3−γ3)(Λ3

R−2Λ3
Rδ

3+χ3δ9)
ΛR(Λ3

R−2Λ3
Rδ

3−χ3γ3δ6)(Λ6
R−2Λ3

Rχ
3δ3+χ6δ9)

∏L
x=1

1
η(2x−1)

ΛR(Λ3
R−2Λ3

Rδ
3+χ3δ9)

δ3(Λ3
R−2Λ3

Rδ
3+χ3γ3δ6)

















.

(160)

For the simple case introduced for the NESS, where we set γ = δ and α = β and fix ΛL and750

ΛR as in Eq. (130), we have for the left boundary vectors,751

〈l(1)0 |=
�

1 1−β3

β4δ2
1
η(2)

1−β3δ3

β2δ
δ
β

�

,

〈l(1)1 |=
�

1−β3

β3
1−δ3

βδ2
1
η(2)

βδ2 0
�

,
(161)

752

〈l(1,2)
00 |=
�

δ
β

1−β3

β5δ η
(1)η(3) 1−δ3

β3δ3
1−β3δ3

β2δ
η(1)
�

,

〈l(1,2)
01 |=
�

1−β3

β4δ2
1−δ3)
δ6 η

(1)η(3) 1 0
�

,

〈l(1,2)
10 |=
�

1−δ3

βδ2
1
η(1)

(1−β3)(1−δ3)
β5δ4 η(3)

1−β3

β3
1
η(1)

βδ2
�

,

〈l(1,2)
11 |=
�

0 0 0 0
�

,

(162)

34



SciPost Physics Submission

and, likewise, for the right boundary vectors,753

|r(2L−2,2L)
00 〉=









χ
β2δ

x (2L+1)
1

χ x (2L+1)
1
0
0









, |r(2L−2,2L)
01 〉=









0
0

1
βδ2 x (2L+1)

1

∏L
x=1η

(2x)

0









,

|r(2L−2,2L)
10 〉=









0
0
0

χ
β3δ3 x (2L+1)

1









, |r(2L−2,2L)
11 〉=







0
0
0
0






,

(163)

754

|r(2L)
0 〉=









1
β2δ

β
δ

∏L
x=1

1
η(2x−1)

0









, |r(2L)
1 〉=









0
0
0
χ
βδ2









. (164)
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Chapter 5

Conclusion

The main objective of this thesis was to generalize the mathematical methods
and theoretical techniques used to study a simple model displaying interacting
nonequilibrium many-body physics, specifically, the Rule 54 reversible cellular
automaton (RCA54), to other similar, yet distinct, systems, with the ambitious
goal of gaining insight towards a general theoretical framework for nonequilib-
rium statistical mechanics. In particular, we considered two reversible cellular
automata, explicitly, the attractively interacting Rule 201 (RCA201) and the
noninteracting Rule 150 (RCA150), which complement the extensively studied
repulsively interacting RCA54.

The key motivation behind the investigation of these simple models is that
they admit exact solutions, which derives from their integrability. Particularly,
the models exhibit asymptotically freely propagating emergent excitations that
interact via perfectly elastic factorized scattering. Consequently, the dynamics
can be recast in terms of quasiparticles possessing solitonic degrees of freedom,
implying the existence of an extensive number of local conserved charges. This
insight is the cornerstone to the solvability of these models, as is demonstrated
throughout the three publication-style chapters, which we now summarise.

In the first publication-style chapter, we studied the dynamics of RCA201
and informally established the integrability of the model by means of a precise
physical derivation of its conserved charges. From the integrability, specifi-
cally, the quasiparticle interpretation of the dynamics, we obtained the exact
analytic expressions for the steady states, for systems with closed and open
boundaries, in terms of a generalization of the simple staggered matrix prod-
uct ansatz used to solve RCA54. Moreover, we showed that, despite the addi-
tional complexities of the model, that is, the nontrivial topological vacuum and
ergodicity-breaking invariant quantities, the family of steady states exhibited
an instructive generalized Gibbs ensemble form, from which useful thermody-
namics properties can be obtained, such as the partition function, which we
exactly derive.

The study of interacting models is at the core of nonequilibrium statistical
mechanics, however, valuable insight can also be acquired from noninteracting
models, which are often easier to solve. In the second publication-style chapter,
we do exactly this and explore the dynamical properties of the simple RCA150,
whereby the motivation was to present a comprehensive review of the dynamics
of the model, and provide a pedagogical introduction to this remarkably useful

15



CHAPTER 5. CONCLUSION

and rapidly developing field. Due to the dynamical simplicity, arising from the
noninteracting nature of the quasiparticles, we were able to obtain a significant
number of exact results, mostly in terms of the versatile matrix product ansatz,
including the steady states for closed and open systems, the complete spectra of
the deterministic and stochastic propagators, therefore, facilitating the study
of the full relaxation dynamics, and the large deviations statistics of extensive
observables, which we showed exhibits a dynamical first order phase transition.
We expect the results detailed in this manuscript [344] to be straightforwardly
extendable and generalizable, thus, allowing many more results to be obtained
exactly, including, but not limited to, those found for RCA54 [338].

Large deviations theory is an outstanding theoretical framework that has
provided significant insight into the understanding of nonequilibrium statistical
physics and, as such, is of the utmost importance in this thesis. Hence, in the
third and final publication-style chapter we study the large deviation statistics
of RCA201. Whilst we were able to explicitly construct an exact expression for
the dominant eigenvalue, the analytic solution obtained was trivial and, hence,
did not provide any insight into the atypical dynamical behaviour of the model.
We proceeded to demonstrate that the simplicity of this result arose due to the
limitations of the theoretical framework, specifically, the restricted support of
the local tilting functions, which is upper bounded by the ultralocal interaction
range of the time evolution operators. At the moment, it is not entirely obvi-
ous how to remedy this, however, a few potentially promising resolutions have
been considered. Perhaps, the most obvious, is to construct a set of algebraic
relations that are solved sequentially, from boundary to boundary, that would
eliminate entirely the aforementioned support limitations and could potentially
facilitate the development of novel methods for studying one-dimensional lat-
tice models. Indeed, initial efforts towards progress in this direction are being
made, which we hope to report on soon.

Arguably, the most prominent open question is whether the mathematical
framework utilised throughout this work can be formulated for generic discrete
one-dimensional lattice systems displaying similar emergent phenomena. From
the work presented here, one might be inclined to think that the results appear
to depend almost entirely on the particularities of the model, and that there is
no clear intuition as to what exactly enables this solvability in general, however,
we report this is not the case. Indeed, meaningful progress in this direction has
recently been made. In Ref. [331] an algebraic framework was proposed, which
generalized known methods from integrability and interacting lattice systems,
to study spin chains and cellular automata with “medium range” interactions.
They demonstrated that the two families of models were intimately related via
Trotterization, specifically of the spin chain Hamiltonian to obtain the cellular
automata propagator, and further proved that RCA150 is indeed Yang-Baxter
integrable with three site interactions. However, they were unable to prove the
integrability of RCA54 and RCA201, but suggested that Hamiltonians with
larger interaction ranges could prove beneficial to investigate. This insight was
later confirmed in Ref. [346], where the Yang-Baxter integrability of RCA54
was proven using a generalization of the Hamiltonian deformation with six-
site interactions originally introduced in Ref. [329]. Furthermore, we expect
to publish promising research on this topic soon generalizing many of the
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results obtained for RCA54, including the Bethe ansatz integrability [329] and
generalized hydrodynamics [278], in addition to a collection of new results,
such as the exact periodic spectral and large deviations statistics of RCA.

This potentially valid theoretical framework for studying one-dimensional
RCA immediately grants us many interesting directions for future research. Of
particular note are the extensions of the matrix product ansatz used to obtain
other exact results for the classical model, such as those of RCA54 outlined
in Ref. [334]. Perhaps a more ambitious, yet rewarding, prospect would be
to try extend these generalizations to the quantum versions of the models,
where the bits at the sites of the lattice are replaced by qubits, such that the
state space and time evolution are governed by quantum mechanics. This
would provide an ideal platform to study problems relating to the complexity
of the dynamics of quantum nonequilibrium systems, including entanglement
growth [320, 323, 324], atypical thermalization [220, 312, 313], and many-body
localization [158, 347].
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