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Abstract
We consider the sphere 𝕊2𝑛+1 equipped with its standard contact form. In this
paper, we construct explicit contact forms on𝕊2𝑛+1 ⧵ 𝕊2𝑘+1, which are conformal
to the standard one and whose related Webster metrics have constant Webster
curvature; in particular, it is positive if 2𝑘 < 𝑛 − 2. As main applications, we pro-
vide two perturbative results. In the first one, we prove the existence of infinitely
many contact forms on 𝕊2𝑛+1 ⧵ 𝜏(𝕊1) conformal to the standard one and having
constantWebster curvature, where 𝜏(𝕊1) is a small perturbation of𝕊1. In the sec-
ond application, we show that there exist infinitely many bifurcating branches
of periodic solutions to the CR Yamabe problem on 𝕊2𝑛+1 ⧵ 𝕊1 having constant
Webster curvature.

KEYWORDS
conformal geometry, singular contact structures, singular Yamabe problem

1 INTRODUCTION AND STATEMENTS OF THE RESULTS

For 𝑛 ≥ 1, we consider the sphere 𝕊2𝑛+1 equipped with its standard contact form 𝜃𝕊
𝑛 . The related Webster metric 𝑔𝜃𝕊

𝑛
has

constant Webster scalar curvature 𝜃𝕊
𝑛

= 4𝑛2 + 4𝑛. The existence of conformal contact forms having constant curvature
is the standard CR Yamabe problem on the sphere, which has been addressed by Jerison and Lee [12, 13] and many other
authors [6, 7, 10, 11].
As in the Riemannian case, one is then interested in the existence of contact forms on noncompact manifolds, which

carry a (complete) Webster metric having constant Webster curvature. In the Riemannian case, this question has been
deeply studied. In fact, one finds two directions in the literature. The first one addresses the case of negative constant scalar
curvature, see, for instance, [1–3, 15]. The second case addresses metrics of positive constant scalar curvature, starting
with the pioneering works of Schoen and Yau [23] and Schoen [21, 22]. In particular, when considering a subset Λ on the
standard sphere 𝕊𝑛, it is proved that if 𝕊𝑛 ⧵ Λ carries a complete metric with positive scalar curvature, then a bound on
the dimension of Λ holds, that is, 2𝑑𝑖𝑚(Λ) ≤ 𝑛 − 2; moreover, explicit examples are given of complete conformally flat
metrics with constant positive scalar curvature on special sets Λ.
These results have been widely used and generalized in various directions; see, for instance, [4, 8, 17–19], and the

references therein. In fact, one can prove the existence of complete conformally flat metrics with constant positive
scalar curvature on 𝕊𝑛 ⧵ Λ, where Λ is a perturbation of some special sets, namely, the equatorial spheres 𝕊𝑘 ⊆ 𝕊𝑛 [19].
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2 GUIDI et al.

Moreover, by means of the theory of bifurcation, one can show the existence of periodic solutions to the standard Yamabe
problem on 𝕊𝑛 ⧵ 𝕊1 [4]: In these kind of results, the starting point is the knowledge of explicit complete conformally flat
metrics with constant positive scalar curvature on the special manifolds 𝕊𝑛 ⧵ 𝕊𝑘.
In this paper, we will show the existence of explicit contact forms on 𝕊2𝑛+1 ⧵ 𝕊2𝑘+1, whose related Webster metrics are

complete and have constant Webster curvature; in particular, it is positive if 2𝑘 < 𝑛 − 2.
Our constructionmimics the one in theRiemannian case. In fact, we first stereographically project (bymeans of theCay-

ley transform, which is a conformal CR diffeomorphism) the standard sphere 𝕊2𝑛+1 to the Heisenberg groupℍ𝑛 endowed
with its standard contact form 𝜃ℍ

𝑛 , in such a way that a special equatorial sphere 𝕊2𝑘+1 is mapped into the subgroup ℍ𝑘.
Then, in the complementary set we use polar coordinates, so that (with some abuse of notation, which will be explained
in details in the following sections), we have the product manifold ℍ𝑛 = ℍ𝑘 × ℝ+ × 𝕊2𝑁+1, endowed with the contact
form 𝜃ℍ

𝑛 = 2𝑟2𝜃𝕊
𝑁 + 𝜃ℍ

𝑘
; here 𝑛 = 𝑘 + 𝑁 + 1, and the polar coordinate 𝑟 is the standard variable of ℝ+. Then, we have the

following:

Theorem 1.1. Let us define the contact form 𝜃𝑘,𝑁 ∶= 𝜃𝕊
𝑁 +

1

2𝑟2
𝜃ℍ

𝑘
on ℍ𝑛 ⧵ ℍ𝑘 ≃ 𝕊2𝑛+1 ⧵ 𝕊2𝑘+1. It holds that 𝜃𝑘,𝑁 is confor-

mal to the standard CR contact form 𝜃𝕊
𝑛 of𝕊2𝑛+1. Moreover, the relatedWebstermetric is complete and it has constantWebster

scalar curvature 𝜃𝑘,𝑁
= 4(𝑛 + 1)(𝑛 − 2𝑘 − 2). In particular, 𝜃𝑘,𝑁

is positive for 2𝑘 < 𝑛 − 2.

Now some remarks are in order. First, we notice that our construction works well for the odd-dimensional equatorial
spheres𝕊2𝑘+1 thatwewill define in the next section;we are not able to handle the even-dimensional casewith this strategy.
Another interesting feature, which seems to be different from the Riemannian case, is the following. In the Riemannian
case, one can see the product ℝ𝑛 = ℝ𝑘 × ℝ+ × 𝕊𝑁 = 𝑘+1 × 𝕊𝑁 , where𝑘+1 is the standard hyperbolic space, which in
turn can be identified with the unit ball in ℝ𝑘+1 equipped with the Poincaré metric, having negative constant sectional
curvature. For the CR case, in literature there exists a hyperbolic Heisenberg group ℍ𝑘 × ℝ+, which can be seen as the
Siegel domain inℂ𝑘+1 or equivalently as the unit ball inℂ𝑘+1 equipped with the Kähler Bergmanmetric, having negative
constant holomorphic sectional curvature (see, for instance, [9]). Now, if one tries to write the product ℍ𝑘 × ℝ+ × 𝕊2𝑁+1

endowed with the contact form 𝜃𝑘,𝑁 as the product of a sort of hyperbolic Heisenberg group times the sphere 𝕊2𝑁+1, this
gives rise to a model in which the complex structure 𝐽 associated to 𝜃𝑘,𝑁 mixes vector fields from the Heisenberg group
ℍ𝑘 and the sphere 𝕊2𝑁+1; this will be clear from the explicit construction in Section 3. For similar results, see also [5,
14, 20]. With these explicit contact forms in hand, as applications we will prove two perturbative results. The first one
is analogous to a result proved by Mazzeo and Smale in [19], which gives the existence of CR contact structures having
constant Webster curvature by means of a small perturbation of the singular set. More precisely, we have the following:

Theorem 1.2. Assume that 𝑛 ≥ 3. There exists a set of diffeomorphisms 𝑇 such that if 𝜏 ∶ 𝕊2𝑛+1 → 𝕊2𝑛+1 is in 𝑇 and close
to the identity in the 𝐶3,𝛼 topology, then there exists an infinite family of contact forms on 𝕊2𝑛+1 ⧵ 𝜏(𝕊1) conformal to the
standard one on 𝕊2𝑛+1 and having complete Webster metric with constant Webster scalar curvature equal to 𝜃0,𝑛−1

.

For the precise definition of 𝑇 as subset of the diffeomorphisms, we refer the reader to Section 4.1.
The second application is about the existence of periodic solutions to the CR Yamabe equations, as in [4]. We recall here

that we mean by a periodic solution, a solution obtained by lifting the structure on ℂ𝑃𝑛−1 × 2∕Γ, where Γ is a suitable
group:We refer the reader to Section 4.2 for further details. These solutions are obtained by using the theory of bifurcation.

Theorem 1.3. Assume that 𝑛 ≥ 3. There exist infinitely many branches of periodic solutions to the CR Yamabe problem on
𝕊2𝑛+1 ⧵ 𝕊1 having constant Webster curvature, arbitrary close to 𝜃0,𝑛−1

.

One can show that these solutions are nonisometric. Indeed, we refer the reader to Remark 4.1 in [4]: In particular, this
applies to our setting, since after restricting our function spaces, we are led back to a similar Riemannian setting.
We want to point out here that there are crucial difficulties and technicalities that appear in our setting, compared to

the Riemannian case. Indeed, the differential operator that we are dealing with is subelliptic, moreover, the sub-Laplacian
does not transform well within a product structure as opposed to the Laplacian. The operator Δ𝜃𝑘,𝑁

obtained in Section 4
contains many cross terms, adding to the difficulty of the problem. That is why, in order to apply both the methods in [19]
and [4], we will restrict our study to the case 𝑘 = 0 and by choosing a specific space of functions as in Section 4.1, that
allow us to be in a setting relatively similar to the Riemannian one. Due to the lack of symmetries in the CR setting, we
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GUIDI et al. 3

are led to consider the action generated by the Reeb vector field, since, for instance, we need our set of diffeomorphisms
to commute with this action.
To the best of our knowledge, in this setting these are the first results in this kind of direction.

2 DEFINITIONS AND NOTATION

We recall here some well-known facts for further references and in order to fix our notations.
Let (𝑀, 𝜃) be a (2𝑛 + 1)-dimensional contact manifold with contact form 𝜃 and Reeb vector field 𝑇 (i.e., the unique

vector field satisfying 𝜃(𝑇) = 1 and d𝜃(𝑇, ⋅) = 0). We set 𝑔𝜃, the Webster metric, which is a Riemannian metric associated
to 𝜃, and a (1,1)-tensor 𝜙 satisfying:

𝑔𝜃(𝑇, 𝑋) = 𝜃(𝑋), 𝜙𝜙𝑋 = −𝑋 + 𝜃(𝑋)𝑇, ∀𝑋 ∈ 𝑇(𝑀), (1)

𝑔𝜃(𝑋, 𝑌) = −
1
2

𝑑𝜃(𝑋, 𝜙𝑌), ∀𝑋, 𝑌 ∈ ker(𝜃).

We define 𝐽 = 𝜙|ker(𝜃). If 𝑔𝜃 is a Riemannian metric associated to 𝜃, then (𝑀, 𝜃, 𝑔𝜃, 𝜙) is called a contact Riemannian
manifold. We denote by △𝑔𝜃

the metric Laplacian and we consider the operator

△𝜃 = △𝑔𝜃
− 𝑇2.

If {𝑇, 𝑋1, … , 𝑋𝑛, 𝑌1, … , 𝑌𝑛} is an orthonormal basis of the tangent space, such that 𝑌𝑖 = 𝐽𝑋𝑖 for every 𝑖 = 1, … , 𝑛, then the
Webster scalar curvature 𝜃 is given by (see [24], for instance)

𝜃 =
𝑛∑

𝑗=1

(
𝑅𝑖𝑐𝑔𝜃

(𝑋𝑗, 𝑋𝑗) + 𝑅𝑖𝑐𝑔𝜃
(𝑌𝑗, 𝑌𝑗)

)
+ 4𝑛. (2)

Here, we have denoted the Ricci tensor by 𝑅𝑖𝑐𝑔𝜃
. Let (𝑀, 𝜃, 𝑔𝜃, 𝜙) be a contact Riemannianmanifold and let 𝑢 be a positive

smooth function on 𝑀, we consider a new manifold (𝑀, 𝜃̃, 𝑔𝜃, 𝜙̃), where 𝜃̃ is the contact form defined by

𝜃̃ = 𝑢𝑝−2𝜃, 𝑝 =
2𝑛 + 2

𝑛
,

with 𝜙 and 𝜙̃ acting in the same way on ker(𝜃) = ker(𝜃̃). The scalar curvatures 𝜃 and 𝜃̃ are related by the following
identity (see [24]):

− △𝜃 𝑢 +
𝑛

4(𝑛 + 1)
𝜃𝑢 =

𝑛

4(𝑛 + 1)
𝜃̃𝑢𝑝−1. (3)

Now let ℍ𝑛 ≃ ℝ × ℂ𝑛 ≃ ℝ × ℝ2𝑛 be the Heisenberg group. We denote the coordinates by

𝑤 = (𝑡, 𝑧) = (𝑡, 𝑥1, 𝑦1, … , 𝑥2𝑛, 𝑦2𝑛)

and the group law

𝑤 ⋅ 𝑤′ = (𝑡, 𝑧) ⋅ (𝑡′, 𝑧′) = (𝑡 + 𝑡′ + 2Im(𝑧𝑧′), 𝑧 + 𝑧′) ∀ 𝑤, 𝑤′ ∈ ℍ𝑛,

where Im(⋅) denotes the imaginary part of a complex number and 𝑧𝑧′ is the standard Hermitian inner product inℂ𝑛. Left
translations on ℍ𝑛 are defined by

𝜏 ∶ ℍ𝑛 → ℍ𝑛 𝜏𝑤(𝑤′) = 𝑤 ⋅ 𝑤′ ∀ 𝑤 ∈ ℍ𝑛
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4 GUIDI et al.

and dilations are

𝛿𝜆 ∶ ℍ𝑛 → ℍ𝑛 𝛿𝜆(𝑡, 𝑧) = (𝜆2𝑡, 𝜆𝑧) ∀ 𝜆 > 0.

We denote by 𝑄 = 2𝑛 + 2 the homogeneous dimension of ℍ𝑛 with respect to 𝛿𝜆. On ℍ𝑛 we consider the contact form

𝜃ℍ
𝑛 = 2

𝑛∑
𝑗=1

(𝑦𝑗d𝑥𝑗 − 𝑥𝑗d𝑦𝑗) − d𝑡.

The canonical orthonormal basis (with respect to 𝑔𝜃ℍ
𝑛
) of left invariant vector fields on ℍ𝑛 is

𝑋
𝜃ℍ

𝑛
𝑗 =

1√
2

(
𝜕

𝜕𝑥𝑗
+ 2𝑦𝑗

𝜕
𝜕𝑡

)
, 𝑌

𝜃ℍ
𝑛

𝑗 =
1√
2

(
𝜕

𝜕𝑦𝑗
− 2𝑥𝑗

𝜕
𝜕𝑡

)
, 𝑇𝜃ℍ

𝑛 = −
𝜕
𝜕𝑡

, 𝑗 = 1, … , 𝑛.

We set for every 𝑗 = 1, … , 𝑛

𝜙𝜃ℍ
𝑛

(
𝑋

𝜃ℍ
𝑛

𝑗

)
= 𝑌

𝜃ℍ
𝑛

𝑗 ,

𝜙𝜃ℍ
𝑛

(
𝜕

𝜕𝑥𝑗

)
=

𝜕
𝜕𝑦𝑗

− 2𝑥𝑗
𝜕
𝜕𝑡

,

𝜙𝜃ℍ
𝑛

(
𝜕

𝜕𝑦𝑗

)
= −

𝜕
𝜕𝑥𝑗

− 2𝑦𝑗
𝜕
𝜕𝑡

,

𝜙𝜃ℍ
𝑛

(
𝜕
𝜕𝑡

)
= 0.

(4)

Now let ℂ𝑛+1 endowed with its standard complex structure 𝐽 and 𝕊2𝑛+1 ⊆ ℂ𝑛+1 be the unit sphere

𝑆2𝑛+1 = {𝜁 ∈ ℂ𝑛+1 ∶ |𝜁| = 1}.

We denote by 𝜃𝕊
𝑛 its standard contact form

𝜃𝕊
𝑛 =

𝑛+1∑
𝑗=1

(𝑣𝑗d𝑢𝑗 − 𝑢𝑗d𝑣𝑗), with 𝜁𝑗 = 𝑢𝑗 + 𝑖𝑣𝑗

and by 𝑔𝜃𝕊
𝑛
the related standard metric. Then the Reeb vector field is

𝑇𝜃𝕊
𝑛 =

𝑛+1∑
𝑗=1

(
𝑣𝑗

𝜕
𝜕𝑢𝑗

− 𝑢𝑗
𝜕

𝜕𝑣𝑗

)

and the Webster scalar curvature is

𝜃𝕊
𝑛

= 4𝑛2 + 4𝑛.

The Cayley transform identifies the Heisenberg group with the unit sphere minus a point. More precisely, for 𝑃𝑆 ∈
𝕊2𝑛+1, 𝑃𝑆 = (0, … , 0, −1) the Cayley transform is  ∶ ℍ𝑛 → 𝕊2𝑛+1 ⧵ {𝑃𝑆}

(𝑡, 𝑧) = (𝜁1, … , 𝜁𝑛+1) =

(
2𝑧

1 + |𝑧|2 − 𝑖𝑡
,
1 − |𝑧|2 + 𝑖𝑡

1 + |𝑧|2 − 𝑖𝑡

)
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GUIDI et al. 5

or equivalently

(𝑡, 𝑥1, 𝑦1, … , 𝑥𝑛, 𝑦𝑛) = (𝑢1, 𝑣1 … , 𝑢𝑛+1, 𝑣𝑛+1)

with

𝑢𝑗 = 2
𝑥𝑗(1 + |𝑧|2) − 𝑡𝑦𝑗

𝑡2 + (1 + |𝑧|2)
2

, 𝑣𝑗 = 2
𝑡𝑥𝑗 + (1 + |𝑧|2)𝑦𝑗

𝑡2 + (1 + |𝑧|2)
2

, 𝑗 = 1, … , 𝑛,

𝑢𝑛+1 =
1 − |𝑧|4 − 𝑡2

𝑡2 + (1 + |𝑧|2)2
, 𝑣𝑛+1 =

2𝑡

𝑡2 + (1 + |𝑧|2)
2
.

Then the contact forms 𝜃ℍ
𝑛 and 𝜃𝕊

𝑛 are related by the following identity:

∗𝜃𝕊
𝑛 =

2

𝑡2 + (1 + |𝑧|2)2
𝜃ℍ

𝑛 . (5)

In the sequel, we will need the inverse of , that is, −1 ∶ 𝕊2𝑛+1 ⧵ {𝑃𝑆} → ℍ𝑛

−1(𝜁1, … , 𝜁𝑛+1) = (𝑡, 𝑧1, … , 𝑧𝑛) =

(
Re

(
𝑖
1 − 𝜁𝑛+1

1 + 𝜁𝑛+1

)
,

𝜁1

1 + 𝜁𝑛+1
, … ,

𝜁𝑛

1 + 𝜁𝑛+1

)
,

or equivalently

−1(𝑢1, 𝑣1 … , 𝑢𝑛+1, 𝑣𝑛+1) = (𝑡, 𝑥1, 𝑦1, … , 𝑥𝑛, 𝑦𝑛),

where

𝑡 =
2𝑣𝑛+1

𝑣2
𝑛+1 + (1 + 𝑢𝑛+1)2

, 𝑥𝑗 =
𝑢𝑗(1 + 𝑢𝑛+1) + 𝑣𝑗𝑣𝑛+1

𝑣2
𝑛+1 + (1 + 𝑢𝑛+1)2

, 𝑦𝑗 =
𝑣𝑗(1 + 𝑢𝑛+1) − 𝑢𝑗𝑣𝑛+1

𝑣2
𝑛+1 + (1 + 𝑢𝑛+1)2

with 𝑗 = 1, … , 𝑛.

3 EXPLICIT CONSTRUCTION OF THE SINGULAR CONTACT STRUCTURE

Here, wewill construct an explicit contact form 𝜃𝑘,𝑁 on𝕊2𝑛+1 ⧵ 𝕊2𝑘+1, whichwill be conformal to the standard CR contact
form 𝜃𝕊

𝑛 of 𝕊2𝑛+1, having complete Webster metric and constant Webster scalar curvature.
First of all, we transform the problem on 𝕊2𝑛+1 into a problem on ℍ𝑛 using the Cayley transform. In ℂ𝑛+1, we choose

coordinates so that our equatorial sphere 𝕊2𝑘+1 is defined by

𝕊2𝑘+1 ∶= {𝜁 ∈ ℂ𝑛+1 ∶ 𝜁 = (𝜁1, … , 𝜁𝑘, 0, … , 0, 𝜁𝑛+1), |𝜁| = 1} ⊆ 𝕊2𝑛+1,

then we stereographically project 𝕊2𝑛+1 using −1. We observe that not all the equatorial spheres can be written as in
the previous formula: In particular, the spheres that we are considering are intersection of 𝕊2𝑛+1 and a complex linear
subspace in ℂ𝑛+1. Notice that, with this choice of coordinates, the sphere 𝕊2𝑘+1 is projected down into ℍ𝑘, so now we
consider ℍ𝑛 endowed with the standard contact form 𝜃ℍ

𝑛 and we split

ℍ𝑛 ≃ ℝ × ℂ𝑛 ≃ ℝ × ℝ2𝑘 × ℝ2(𝑛−𝑘) ≃ ℍ𝑘 × ℝ2(𝑛−𝑘)

with coordinates

(𝑡, 𝑧1, … , 𝑧𝑛) ≃ (𝑡, 𝑥1, 𝑦1, … , 𝑥2𝑛, 𝑦2𝑛) ≃ (𝑡, 𝑥1, 𝑦1, … , 𝑥𝑘, 𝑦𝑘, 𝑧̂),
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6 GUIDI et al.

where 𝑧𝑗 = 𝑥𝑗 + 𝑖𝑦𝑗 , 𝑗 = 1, … , 𝑛. Then, let us set 𝑛 − 𝑘 = 𝑁 + 1, and 𝑀 = ℍ𝑘 × ℝ × 𝕊2𝑁+1 ⊆ ℍ𝑘 × ℝ × ℝ2(𝑁+1) and the
map 𝜑 ∶ ℍ𝑛 → 𝑀

𝜑(𝑡, 𝑥1, 𝑦1, … , 𝑥𝑘, 𝑦𝑘, 𝑧̂) = (𝑡, 𝑥1, 𝑦1, … , 𝑥𝑘, 𝑦𝑘, 𝑠, 𝜉1, 𝜂1, … , 𝜉𝑁+1, 𝜂𝑁+1), (6)

which is the identity on 𝑡, 𝑥𝑖, 𝑦𝑖 , for 𝑖 = 1, … , 𝑘, and

𝑠 = ln(|𝑧̂|), 𝜉𝑗 =
𝑥𝑘+𝑗|𝑧̂| , 𝜂𝑗 =

𝑦𝑘+𝑗|𝑧̂| 𝑗 = 1, … , 𝑁 + 1.

On 𝑀 we consider the contact form

𝜃𝑘,𝑁 ∶= 𝜃𝕊
𝑁 +

𝑒−2𝑠

2
𝜃ℍ

𝑘
.

The following proposition shows the relationship between 𝜃𝑘,𝑁 , 𝜃ℍ
𝑛 , and 𝜃𝕊

𝑛

Proposition 3.1. Using the notation above, we have

(𝜑−1)∗𝜃ℍ
𝑛 = 2𝑒2𝑠𝜃𝑘,𝑁

and

(𝜑−1◦)∗𝜃𝕊
𝑛 =

4𝑒2𝑠

𝑡2 +
(

1 +
∑𝑘

𝑖=1(𝑥2
𝑖 + 𝑦2

𝑖 ) + 𝑒2𝑠
)2

𝜃𝑘,𝑁. (7)

Proof. By straightforward computation, we find

(𝜑−1)∗d𝑥𝑗+𝑘 = 𝑒𝑠𝜉𝑗d𝑠 + 𝑒𝑠d𝜉𝑗, (𝜑−1)∗d𝑦𝑗+𝑘 = 𝑒𝑠𝜂𝑗d𝑠 + 𝑒𝑠d𝜂𝑗, 𝑗 = 1, … , 𝑁 + 1,

hence

(𝜑−1)∗𝜃ℍ
𝑛 = −d𝑡 + 2

𝑘∑
𝑖=1

(𝑦𝑖d𝑥𝑖 − 𝑥𝑖d𝑦𝑖) + 2𝑒2𝑠
𝑁+1∑
𝑗=1

(𝜂𝑗d𝜉𝑗 − 𝜉𝑗d𝜂𝑗) = 𝜃ℍ
𝑘

+ 2𝑒2𝑠𝜃𝕊
𝑁. (8)

Then, equality (7) follows from (5) and the identity above. □

Remark 3.1. Let us explicitly note that one can see the contact form 𝜃𝑘,𝑁 defined on ℍ𝑛 ⧵ ℍ𝑘 with the singularity along
ℍ𝑘, just by letting 𝑟 =

√
2|𝑧̂| (see also formula (19) in the sequel). We chose the variable 𝑠 = ln(|𝑧̂|) in order to make the

computations easier.

From now on, we will consider the contact manifold (𝑀, 𝜃𝑘,𝑁), where

𝑀 = ℍ𝑘 × ℝ × 𝕊2𝑁+1

with coordinates

(𝑡, 𝑥1, … , 𝑥𝑘, 𝑦1, … , 𝑦𝑘, 𝑠, 𝜉1, … , 𝜉𝑁+1, 𝜂1, … , 𝜂𝑁+1) = (𝑡, 𝑥, 𝑦, 𝑠, 𝜉, 𝜂), |(𝜉, 𝜂)| = 1

and contact form 𝜃𝑘,𝑁 . Moreover, we consider the metric 𝑔 = 𝑔𝜃𝑘,𝑁
defined by (1) and the associated (1,1)-tensor 𝜙𝜃𝑘,𝑁 . In

particular, since 𝜃𝑘,𝑁 and 𝜃ℍ
𝑛 are conformal, we have that

𝐽𝜃𝑘,𝑁 = 𝜙|ker(𝜃𝑘,𝑁) = 𝜙|ker(𝜃ℍ
𝑛 ) = 𝐽𝜃ℍ

𝑛 . (9)

Moreover, we notice that themetric 𝑔 = 𝑔𝜃𝑘,𝑁
is complete.Wewill show that theWebster scalar curvature𝜃𝑘,𝑁

is constant.

In order to compute𝜃𝑘,𝑁
, we choose a particular orthonormal basis for 𝑇𝑝𝑀. Let us notice that, since 𝜃𝑘,𝑁 = 𝜃𝕊

𝑁 +
𝑒−2𝑠

2
𝜃ℍ

𝑘
,
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GUIDI et al. 7

the Reeb vector field 𝑇𝜃𝑘,𝑁 of (𝑀, 𝜃𝑘,𝑁) is the Reeb vector field of (𝕊2𝑁+1, 𝜃𝕊
𝑁), so

𝑇 ∶= 𝑇𝜃𝑘,𝑁
=

𝑁+1∑
𝑗=1

(
𝜂𝑗

𝜕

𝜕𝜉𝑗
− 𝜉𝑗

𝜕
𝜕𝜂𝑗

)
.

We consider the following vector fields in ker(𝜃𝑘,𝑁) ∶

𝑋0 =
𝜕
𝜕𝑠

, 𝑌0 = −2𝑒2𝑠 𝜕
𝜕𝑡

− 𝑇, 𝑋𝑖 =
√

2𝑒𝑠𝑋
𝜃ℍ

𝑘
𝑖 , 𝑌𝑖 =

√
2𝑒𝑠𝑌

𝜃ℍ
𝑘

𝑖 , 𝑖 = 1, … , 𝑘.

By straightforward computations, we have

d𝜑−1(𝑋0) =
𝑁+1∑
𝑗=1

(
𝑥𝑗+𝑘

𝜕
𝜕𝑥𝑗+𝑘

+ 𝑦𝑗+𝑘
𝜕

𝜕𝑦𝑗+𝑘

)
=
√

2
𝑁+1∑
𝑗=1

(
𝑥𝑗+𝑘𝑋

𝜃ℍ
𝑛

𝑗+𝑘
− 𝑦𝑗+𝑘𝑌

𝜃ℍ
𝑛

𝑗+𝑘

)
,

d𝜑−1(𝑌0) = 2|𝑧̂|2 𝜕
𝜕𝑡

+
𝑁+1∑
𝑗=1

(
𝑦𝑗+𝑘

𝜕
𝜕𝑥𝑗+𝑘

− 𝑥𝑗+𝑘
𝜕

𝜕𝑦𝑗+𝑘

)
=
√

2
𝑁+1∑
𝑗=1

(
𝑦𝑗+𝑘𝑋

𝜃ℍ
𝑛

𝑗+𝑘
+ 𝑥𝑗+𝑘𝑌

𝜃ℍ
𝑛

𝑗+𝑘

)
,

then, recalling the identities 𝐽𝜃ℍ
𝑛 𝑋

𝜃ℍ
𝑛

𝑗 = 𝑌
𝜃ℍ

𝑛
𝑗 for every 𝑗 = 1, … , 𝑛, the above computations show that

𝐽𝜃𝑘,𝑁 𝑋0 = 𝑌0. (10)

Similarly, for 𝑖 = 1, … , 𝑘, we have

d𝜑−1(𝑋𝑖) = |𝑧̂|√2𝑋
𝜃ℍ

𝑛
𝑖 and d𝜑−1(𝑌𝑖) = |𝑧̂|√2𝑌

𝜃ℍ
𝑛

𝑖

so

𝐽𝜃𝑘,𝑁 𝑋𝑖 = 𝑌𝑖, 𝑖 = 1, … , 𝑘. (11)

Now we notice that the metric and the endomorphism 𝜙 induced from (𝑀, 𝜃𝑘,𝑁, 𝑔, 𝜙) on 𝕊2𝑁+1 ⊆ 𝑀 are the standard
ones. Indeed

d𝜑−1(𝑇) = d𝜑−1

(
−2𝑒2𝑠 𝜕

𝜕𝑡
− 𝑌0

)
= −2|𝑧̂|2 𝜕

𝜕𝑡
−
√

2
𝑁+1∑
𝑗=1

(
𝑦𝑗+𝑘𝑋

𝜃ℍ
𝑛

𝑗+𝑘
+ 𝑥𝑗+𝑘𝑌

𝜃ℍ
𝑛

𝑗+𝑘

)
,

𝑊𝑗 ∶= d𝜑−1

(
𝜕

𝜕𝜉𝑗
− 𝜂𝑗𝑇

)
= |𝑧̂| 𝜕

𝜕𝑥𝑗+𝑘
−

𝑦𝑗+𝑘|𝑧̂| d𝜑−1(𝑇), 𝑗 = 1, … , 𝑁 + 1,

𝑍𝑗 ∶= d𝜑−1

(
𝜕

𝜕𝜂𝑗
+ 𝜉𝑗𝑇

)
= |𝑧̂| 𝜕

𝜕𝑦𝑗+𝑘
+

𝑥𝑗+𝑘|𝑧̂| d𝜑−1(𝑇) 𝑗 = 1, … , 𝑁 + 1.

Thus, recalling (4),

𝜙𝜃ℍ
𝑛
(
𝑊𝑗

)
= 𝑍𝑗 𝑗 = 1, … , 𝑁 + 1,

we have

𝜙𝜃𝑘,𝑁

(
𝜕

𝜕𝜉𝑗
− 𝜂𝑗𝑇

)
=

(
𝜕

𝜕𝜂𝑗
+ 𝜉𝑗𝑇

)
,
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8 GUIDI et al.

and as usual 𝜙𝜃𝑘,𝑁 (𝑇) = 0. Since themetric and the endomorphism 𝜙 induced on𝕊2𝑁+1 from (𝑀, 𝜃𝑘,𝑁, 𝑔) are the standard
ones, locally, at each point 𝑝 ∈ 𝑀, we can consider 2𝑁 orthonormal geodesic Killing vector fields for (𝕊2𝑁+1, 𝜃𝕊

𝑁)

𝑈𝑗, 𝑉𝑗, 𝑗 = 1, … , 𝑁, (12)

such that 𝐽𝜃ℍ
𝑛 d𝜑−1(𝑈𝑗) = d𝜑−1(𝑉𝑗) and 𝑈𝑗, 𝑉𝑗 ∈ ker

(
𝜃𝕊

𝑁

)
.

We define the set  ∶= {𝑋0, 𝑌0, 𝑋1, … , 𝑋𝑘, 𝑌1, … , 𝑌𝑘, 𝑇, 𝑈1, … , 𝑈𝑁, 𝑉1, … , 𝑉𝑁}.

Proposition 3.2. The set  is an orthonormal basis for 𝑇𝑀, and 𝐽𝜃𝑘,𝑁 = 𝜙𝜃𝑘,𝑁 |ker 𝜃𝑘,𝑁
acts as follows:

𝐽𝜃𝑘,𝑁 𝑋0 = 𝑌0, 𝐽𝜃𝑘,𝑁 𝑋𝑖 = 𝑌𝑖, 𝐽𝜃𝑘,𝑁 𝑈𝑗 = 𝑉𝑗. (13)

Proof. Identities in (13) follow from (10), (11), and the definition of𝑈𝑗 and 𝑉𝑗 . Now it is straightforward to check that  is
orthonormal using the definition of 𝑔 (see (1)):

𝑔(𝑍, 𝑊) = −
1
2
d𝜃𝑘,𝑁(𝑍, 𝜙𝑊), d𝜃𝑘,𝑁 = d𝜃𝕊

𝑁 − 𝑒−2𝑠d𝑠 ∧ 𝜃ℍ
𝑘

+
𝑒−2𝑠

2
d𝜃ℍ

𝑘
,

𝑍, 𝑊 ∈ ker 𝜃𝑘,𝑁 . We just compute 𝑔(𝑋0, 𝑋0) as an example:

𝑔(𝑋0, 𝑋0) = −
1
2
d𝜃𝑘,𝑁(𝑋0, 𝑌0) = −

1
2

(−𝑒−2𝑠)2𝑒2𝑠 = 1.
□

We will compute the Webster scalar curvature 𝜃𝑘,𝑁
with the aid of three lemmas. Let ∇ be the Levi–Civita connection

on (𝑀, 𝜃𝑘,𝑁, 𝑔), then we have the following:

Lemma 3.1. For every 𝑗 = 1, … , 𝑁, we have

∇𝑇𝑇 = 0 ∇𝑇𝑈𝑗 = 𝑉𝑗 ∇𝑇𝑉𝑗 = −𝑈𝑗

∇𝑈𝑗
𝑇 = −𝑉𝑗, ∇𝑈𝑗

𝑈𝑗 = 0, ∇𝑈𝑗
𝑉𝑗 = 𝑇,

∇𝑉𝑗
𝑇 = 𝑈𝑗, ∇𝑉𝑗

𝑈𝑗 = −𝑇, ∇𝑉𝑗
𝑉𝑗 = 0.

Proof. Since 𝑇,𝑈𝑗 , and 𝑉𝑗 are geodesic, we have∇𝑇𝑇 = 0, ∇𝑈𝑗
𝑈𝑗 = 0, ∇𝑉𝑗

𝑉𝑗 = 0 for every 𝑗 = 1, … , 𝑁. Moreover,𝑈𝑗 is
a Killing vector field on (𝕊2𝑁+1, 𝑔𝜃𝕊

𝑁
), so

𝑔(∇𝑋𝑈𝑗, 𝑌) + 𝑔(𝑋, ∇𝑌𝑈𝑗) = 0 for every 𝑋, 𝑌 ∈ 𝑇𝕊2𝑁+1. (14)

We denote by 𝐽 the complex structure on ℂ𝑁+1, by 𝜈 the outward unit normal to 𝕊2𝑁+1, and by 𝑔 and ∇̃ the standard
metric and Levi–Civita connection of ℂ𝑁+1, respectively. We will use the same notation for the induced metric and con-
nection on 𝕊2𝑁+1. Then, on 𝑇𝕊2𝑁+1 ⊆ 𝑇𝑀, 𝐽𝑇 = 𝜈, and 𝐽, 𝐽𝜃𝑘,𝑁 have the same actions on ker𝜃𝕊

𝑁 ⊆ ker𝜃𝑘,𝑁 and 𝑔 = 𝑔𝜃𝑘,𝑁
.

Also,we denote byℎ(𝑍, 𝑊) = 𝑔(∇̃𝑍𝑊, −𝜈),𝑍, 𝑊 ∈ 𝑇𝕊2𝑁+1, the second fundamental formof𝑀 restricted to𝕊2𝑁+1. Notice
that, with respect to the basis {𝑇, 𝑈1, 𝑉1, … , 𝑈𝑁, 𝑉𝑁}, the second fundamental form ℎ is the (2𝑁 + 1) × (2𝑁 + 1) identity
matrix. Since 𝑔 is Kähler, we have

𝑔(⋅, ⋅) = 𝑔(𝐽⋅, 𝐽⋅), ∇̃𝐽⋅ = 𝐽∇̃ ⋅ (15)

Then, for every 𝑗, 𝑙 = 1, … , 𝑁, we have

𝑔(∇𝑇𝑈𝑗, 𝑈𝑙)
(14)
= −𝑔(𝑇, ∇𝑈𝑙

𝑈𝑗) = −𝑔(𝑇, ∇̃𝑈𝑙
𝑈𝑗) =

= −𝑔(𝐽𝑇, ∇̃𝑈𝑙
𝐽𝑈𝑗)

(15)
= 𝑔(𝜈, ∇̃𝑈𝑙

𝑉𝑗) = ℎ(𝑈𝑙, 𝑉𝑗) = 0
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GUIDI et al. 9

and similarly

𝑔(∇𝑇𝑈𝑗, 𝑉𝑙)
(14)
= −𝑔(𝑇, ∇𝑉𝑙

𝑈𝑗)
(15)
= ℎ(𝑉𝑙, 𝑉𝑗) = 𝛿𝑗𝑙,

𝑔(∇𝑇𝑈𝑗, 𝑇)
(14)
= −𝑔(𝑇, ∇𝑇𝑈𝑗)

(15)
= ℎ(𝑇, 𝑉𝑗) = 0.

Also,

𝑔(∇𝑇𝑈𝑗, 𝑋𝑖) = 0, 𝑔(∇𝑇𝑈𝑗, 𝑌𝑖) = 0 for every 𝑖 = 0, … , 𝑘.

Thus,

∇𝑇𝑈𝑗 = 𝑉𝑗 for every 𝑗 = 0, … , 𝑁.

Recalling that 𝑉′
𝑗𝑠 are geodesic Killing vector fields, the same argument gives

∇𝑇𝑉𝑗 = −𝑈𝑗 for every 𝑗 = 0, … , 𝑁.

Moreover,

𝑔(∇𝑈𝑗
𝑇, 𝑈𝑙)

(15)
= ℎ(𝑈𝑗, 𝑉𝑗) = 0,

𝑔(∇𝑈𝑗
𝑇, 𝑉𝑙)

(15)
= −ℎ(𝑈𝑗, 𝑈𝑙) = −𝛿𝑗𝑙,

𝑔(∇𝑈𝑗
𝑇, 𝑇) = 𝑔(∇𝑈𝑗

𝑇, 𝑋𝑖) = 𝑔(∇𝑈𝑗
𝑇, 𝑌𝑖) = 0 for 𝑖 = 0, … , 𝑘.

Hence,

∇𝑈𝑗
𝑇 = −𝑉𝑖.

Since 𝑈𝑗s are geodesic, we have ∇̃𝑈𝑗
𝑈𝑗 = −𝜈, from which we get

∇̃𝑈𝑗
𝑉𝑗 = ∇𝑈𝑗

𝑉𝑗 = 𝑇.

Analogous computations give ∇𝑉𝑗
𝑇 = 𝑈𝑗 and ∇𝑉𝑗

𝑈𝑗 = −𝑇. □

In the sequel, we will use the following formula to compute some covariant derivatives:

𝑔(∇𝑋𝑌, 𝑍) =
1

2

{
𝑋
(
𝑔(𝑌, 𝑍)

)
+ 𝑌

(
𝑔(𝑍, 𝑋)

)
− 𝑍

(
𝑔(𝑋, 𝑌)

)
+𝑔

(
[𝑋, 𝑌], 𝑍

)
− 𝑔

(
[𝑌, 𝑍], 𝑋

)
− 𝑔

(
[𝑋, 𝑍], 𝑌

)}
, (16)

where 𝑋, 𝑌, 𝑍 ∈ 𝑇𝑀. So, first we compute the necessary commutators.

Lemma 3.2. For every 𝑖, 𝑙 = 1, … , 𝑘 and every 𝑗 = 1, … , 𝑁, we have

[𝑋0, 𝑌0] = 2𝑌0 + 2𝑇, [𝑋0, 𝑋𝑖] = 𝑋𝑖, [𝑋0, 𝑌𝑖] = 𝑌𝑖, [𝑋0, 𝑇] = 0,

[𝑋0, 𝑈𝑗] = 0, [𝑋0, 𝑉𝑗] = 0, [𝑌0, 𝑋𝑖] = 0, [𝑌0, 𝑌𝑖] = 0,

[𝑌0, 𝑇] = 0, [𝑌0, 𝑈𝑗] = −2𝑉𝑗, [𝑌0, 𝑉𝑗] = 2𝑈𝑗, [𝑋𝑖, 𝑋𝑙] = 0,

[𝑋𝑖, 𝑌𝑙] = 𝛿𝑖𝑙(2𝑌0 + 2𝑇), [𝑋𝑖, 𝑇] = 0, [𝑋𝑖, 𝑈𝑗] = 0, [𝑋𝑖, 𝑉𝑗] = 0,
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10 GUIDI et al.

[𝑌𝑖, 𝑌𝑙] = 0, [𝑌𝑖, 𝑇] = 0, [𝑌𝑖, 𝑈𝑗] = 0, [𝑌𝑖, 𝑉𝑗] = 0,

[𝑈𝑗, 𝑇] = −2𝑉𝑗, [𝑉𝑗, 𝑇] = 2𝑈𝑗.

Proof. Using Lemma 3.1, for every 𝑗 = 1, … , 𝑁, we compute

[𝑈𝑗, 𝑇] = ∇𝑈𝑗
𝑇 − ∇𝑇𝑈𝑗 = −2𝑉𝑗,

[𝑉𝑗, 𝑇] = ∇𝑉𝑗
𝑇 − ∇𝑇𝑉𝑗 = 2𝑈𝑗,

from which we get

[𝑌0, 𝑈𝑗] = [−𝑇, 𝑈𝑗] = −2𝑉𝑗,

[𝑌0, 𝑉𝑗] = [−𝑇, 𝑉𝑗] = 2𝑈𝑗.

All the other commutators are computed using the explicit expression of the vector fields involved and the fact that 𝑀 is
a product manifold. □

Using (16) and Lemma 3.2, we compute the following covariant derivatives:

Lemma 3.3. For every 𝑖, 𝑙 = 1, … , 𝑘 and every 𝑗 = 1, … , 𝑁, we have

∇𝑋0
𝑋0 = 0, ∇𝑋0

𝑌0 = 𝑇, ∇𝑋0
𝑋𝑖 = 0, ∇𝑋0

𝑌𝑖 = 0,

∇𝑋0
𝑇 = −𝑌0, ∇𝑋0

𝑈𝑗 = 0, ∇𝑋0
𝑉𝑗 = 0, ∇𝑌0

𝑋0 = −2𝑌0 − 𝑇,

∇𝑌0
𝑌0 = 2𝑋0, ∇𝑌0

𝑋𝑖 = −𝑌𝑖, ∇𝑌0
𝑌𝑖 = 𝑋𝑖, ∇𝑌0

𝑇 = 𝑋0,

∇𝑌0
𝑈𝑗 = −2𝑉𝑗, ∇𝑌0

𝑉𝑗 = 2𝑈𝑗, ∇𝑋𝑖
𝑋0 = −𝑋𝑖, ∇𝑋𝑖

𝑌0 = −𝑌𝑖,

∇𝑋𝑖
𝑋𝑙 = 𝛿𝑖𝑙𝑋0, ∇𝑋𝑖

𝑌𝑙 = 𝛿𝑖𝑙(𝑇 + 𝑌0), ∇𝑋𝑖
𝑇 = −𝑌𝑖, ∇𝑋𝑖

𝑈𝑗 = 0

∇𝑋𝑖
𝑉𝑗 = 0, ∇𝑌𝑖

𝑋0 = −𝑌𝑖, ∇𝑌𝑖
𝑌0 = 𝑋𝑖, ∇𝑌𝑖

𝑋𝑙 = −𝛿𝑖𝑙(𝑇 + 𝑌0),

∇𝑌𝑖
𝑌𝑙 = 𝛿𝑖𝑙𝑋0, ∇𝑌𝑖

𝑇 = 𝑋𝑖, ∇𝑌𝑖
𝑈𝑗 = 0, ∇𝑌𝑖

𝑉𝑗 = 0,

∇𝑇𝑋0 = −𝑌0, ∇𝑇𝑌0 = 𝑋0, ∇𝑇𝑋𝑖 = −𝑌𝑖, ∇𝑇𝑌𝑖 = 𝑋𝑖,

∇𝑈𝑗
𝑋0 = 0, ∇𝑈𝑗

𝑌0 = 0, ∇𝑈𝑗
𝑋𝑖 = 0, ∇𝑈𝑗

𝑌𝑖 = 0,

∇𝑉𝑗
𝑋0 = 0, ∇𝑉𝑗

𝑌0 = 0, ∇𝑉𝑗
𝑋𝑖 = 0, ∇𝑉𝑗

𝑌𝑖 = 0.

Proof. Since  is an orthonormal basis, formula (16) reduces to

𝑔(∇𝑋𝑌, 𝑍) =
1
2

{
𝑔
(
[𝑋, 𝑌], 𝑍

)
− 𝑔

(
[𝑌, 𝑍], 𝑋

)
− 𝑔

(
[𝑋, 𝑍], 𝑌

)}
, for every 𝑋, 𝑌, 𝑍 ∈ .

Here, we compute ∇𝑋0
𝑋0 as an example, the other covariant derivatives are computed similarly. Recalling Lemma 3.2, for

every 𝑖 = 1, … , 𝑘, and 𝑗 = 1, … , 𝑁, we have

𝑔
(
∇𝑋0

𝑋0, 𝑋0

)
= 0,

𝑔
(
∇𝑋0

𝑋0, 𝑌0

)
= −𝑔([𝑋0, 𝑌0], 𝑋0) = −𝑔(2𝑌0 + 2𝑇, 𝑋0) = 0,

𝑔
(
∇𝑋0

𝑋0, 𝑋𝑖

)
= −𝑔([𝑋0, 𝑋𝑖], 𝑋0) = 0,

𝑔
(
∇𝑋0

𝑋0, 𝑌𝑖

)
= −𝑔([𝑋0, 𝑌𝑖], 𝑋0) = 0,

 15222616, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/m

ana.202200289 by C
lark U

niversity, W
iley O

nline L
ibrary on [06/10/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



GUIDI et al. 11

𝑔
(
∇𝑋0

𝑋0, 𝑇
)

= −𝑔([𝑋0, 𝑇], 𝑋0) = 0,

𝑔
(
∇𝑋0

𝑋0, 𝑈𝑗

)
= −𝑔

(
[𝑋0, 𝑈𝑗], 𝑋0

)
= 0,

𝑔
(
∇𝑋0

𝑋0, 𝑉𝑗

)
= −𝑔

(
[𝑋0, 𝑉𝑗], 𝑋0

)
= 0.

Thus, ∇𝑋0
𝑋0 = 0. □

Now we are ready to conclude the proof of Theorem 1.1.

Proof of Theorem 1.1. We first note that the Webster metric associated to 𝜃𝑘,𝑁 is complete. So, it remains to compute 𝜃𝑘,𝑁
.

For every 𝑊 ∈ , we have

𝑅𝑖𝑐𝑔(𝑊, 𝑊) =
∑
𝑍∈

𝑔
(
∇𝑍∇𝑊𝑊 − ∇𝑊∇𝑍𝑊 − ∇[𝑍,𝑊]𝑊, 𝑍

)
. (17)

We explicitly compute 𝑅𝑖𝑐𝑔(𝑋𝑖, 𝑋𝑖) for every 𝑖 = 1, … , 𝑘. By Lemma 3.1 and Lemma 3.3, we have

𝑅𝑖𝑐𝑔(𝑋𝑖, 𝑋𝑖) =
∑
𝑍∈

𝑔
(
∇𝑍∇𝑋𝑖

𝑋𝑖 − ∇𝑋𝑖
∇𝑍𝑋𝑖 − ∇[𝑍,𝑋𝑖]𝑋𝑖, 𝑍

)
=

∑
𝑍∈

𝑔
(
∇𝑍𝑋0 − ∇𝑋𝑖

∇𝑍𝑋𝑖 − ∇[𝑍,𝑋𝑖]𝑋𝑖, 𝑍
)

= 𝑔
(
−∇𝑋𝑖

𝑋𝑖, 𝑋0

)
+ 𝑔

(
∇𝑌0

𝑋0 + ∇𝑋𝑖
𝑌𝑖, 𝑌0

)
+

𝑘∑
𝑙=1

𝑔
(
∇𝑋𝑙

𝑋0 − 𝛿𝑙𝑖∇𝑋𝑖
𝑋0, 𝑋𝑙

)
+

+
𝑘∑

𝑙=1

𝑔
(
∇𝑌𝑙

𝑋0 − 𝛿𝑙𝑖∇𝑋𝑖
(𝑇 + 𝑌0) + ∇𝛿𝑙𝑖(2𝑌0+2𝑇)𝑋𝑖, 𝑌𝑙

)
+

+ 𝑔
(
∇𝑇𝑋0 − ∇𝑋𝑖

𝑌𝑖, 𝑇
)

+
𝑁∑

𝑙=1

𝑔
(
∇𝑈𝑙

𝑋0, 𝑈𝑙

)
+

𝑁∑
𝑙=1

𝑔
(
∇𝑉𝑙

𝑋0, 𝑉𝑙

)

= 𝑔(−𝑋0, 𝑋0) + 𝑔(−2𝑌0 − 𝑇 + 𝑇 + 𝑌0, 𝑌0) +
𝑘∑

𝑙=1

𝑔(−𝑋𝑙 + 𝛿𝑙𝑖𝑋𝑖, 𝑋𝑙)+

+
𝑘∑

𝑙=1

𝑔(−𝑌𝑙 − 6𝛿𝑙𝑖𝑌𝑖, 𝑌𝑙) + 𝑔(−𝑌0 + 𝑇 + 𝑌0, 𝑇) + 0 + 0

= −1 − 1 + (−𝑘 + 1) + (−𝑘 − 6) + 1 + 0 + 0

= −6 − 2𝑘.

Similarly,

𝑅𝑖𝑐𝑔(𝑌𝑖, 𝑌𝑖) = −1 − 1 + (−𝑘 − 6) + (−𝑘 + 1) + 1 + 0 + 0 = −6 − 2𝑘,

𝑅𝑖𝑐𝑔(𝑋0, 𝑋0) = 0 − 7 − 𝑘 − 𝑘 + 1 + 0 + 0 = −6 − 2𝑘,

𝑅𝑖𝑐𝑔(𝑌0, 𝑌0) = −7 + 0 − 𝑘 − 𝑘 + 1 + 0 + 0 = −6 − 2𝑘,

here we have considered (17) with 𝑊 ∈ , 𝑍 running in the ordered basis , and we have written, in the order, each of
the terms in the sum in the right-hand side of (17). Moreover, since𝑀 = ℍ𝑘 × ℝ × 𝕊2𝑁+1 and {𝑇, 𝑈1, 𝑉1, … , 𝑈𝑁, 𝑉𝑁} is an
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12 GUIDI et al.

orthonormal basis for 𝑇𝕊2𝑁+1 with respect to the metric 𝑔𝜃𝕊
𝑁
, we have

𝑅𝑖𝑐𝑔(𝑈𝑗, 𝑈𝑗) = 𝑅𝑖𝑐𝑔
𝜃𝕊
𝑁

(𝑈𝑗, 𝑈𝑗) +
∑

𝑍=𝑋0,𝑌0,𝑋𝑖 ,𝑌𝑖
𝑖=1,…,𝑘

𝑔
(

∇𝑍∇𝑈𝑗
𝑈𝑗 − ∇𝑈𝑗

∇𝑍𝑈𝑗 − ∇[𝑍,𝑈𝑗]𝑈𝑗, 𝑍
)

= 𝑅𝑖𝑐𝑔
𝜃𝕊
𝑁

(𝑈𝑗, 𝑈𝑗) = 2𝑁

and

𝑅𝑖𝑐𝑔(𝑉𝑗, 𝑉𝑗) = 2𝑁.

Hence, recalling (2) and the definition 𝑁 = 𝑛 − 𝑘 − 1, we have

𝜃𝑘,𝑁
= (2𝑘 + 2)(−6 − 2𝑘) + (𝑁 + 𝑁)2𝑁 + 4𝑛

= 4
(

(𝑁 − 𝑘)(𝑁 + 𝑘) + 2(𝑁 − 𝑘) − (𝑁 + 𝑘)
)

= 4(𝑁 + 𝑘 + 2)(𝑁 − 𝑘 − 1),

that is,

𝜃𝑘,𝑁
= 4(𝑛 + 1)(𝑛 − 2𝑘 − 2).

In particular, we notice that 𝜃𝑘,𝑁
is positive for 𝑘 <

𝑛−2

2
. □

4 SINGULARITY ALONG A CIRCLE

Here, we will use the explicit contact structure that we found in order to obtain some existence results as applications.
We will need the explicit expression of △𝜃𝑘,𝑁

, which is

△𝜃𝑘,𝑁
= 𝑇2 + △𝜃𝕊

𝑁
+ 2𝑒2𝑠 △𝜃ℍ

𝑘
+4𝑒4𝑠 𝜕2

𝜕𝑡2
− 4𝑒2𝑠𝑇

𝜕
𝜕𝑡

+
𝜕2

𝜕𝑠2
− 2(𝑘 + 1)

𝜕
𝜕𝑠

.

Indeed we have

𝑋2
0 =

𝜕2

𝜕𝑠2
,

𝑌2
0 = 𝑇2 + 4𝑒4𝑠 𝜕2

𝜕𝑡2
+ 4𝑒2𝑠𝑇

𝜕
𝜕𝑡

,

𝑋2
𝑖 = 2𝑒2𝑠

(
𝑋

𝜃ℍ
𝑘

𝑖

)2

,

𝑌2
𝑖 = 2𝑒2𝑠

(
𝑌

𝜃ℍ
𝑘

𝑖

)2

for 𝑖 = 𝑖, … , 𝑘,

so

𝑘∑
𝑖=1

(𝑋2
𝑖 + 𝑌2

𝑖 ) = 2𝑒2𝑠△𝜃ℍ
𝑘
,
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GUIDI et al. 13

and by Lemma 3.3,

∇𝑋0
𝑋0 = 0, ∇𝑌0

𝑌0 = 2
𝜕
𝜕𝑠

, ∇𝑋𝑖
𝑋𝑖 =

𝜕
𝜕𝑠

, ∇𝑌𝑖
𝑌𝑖 =

𝜕
𝜕𝑠

∇𝑇𝑇 = 0,

for 𝑖 = 1, … , 𝑘. Hence,

△𝜃𝑘,𝑁
= △𝑔𝜃𝑘,𝑁

− 𝑇2

= 𝑋2
0 − ∇𝑋0

𝑋0 + 𝑌2
0 − ∇𝑌0

𝑌0 +
𝑘∑

𝑖=1

(𝑋2
𝑖 + 𝑌2

𝑖 ) −
𝑘∑

𝑖=1

(∇𝑋𝑖
𝑋𝑖 + ∇𝑌𝑖

𝑌𝑖)

+
𝑁+1∑
𝑗=1

(𝑈2
𝑗 + 𝑉2

𝑗 ) −
𝑁+1∑
𝑗=1

(∇𝑈𝑗
𝑈𝑗 + ∇𝑉𝑗

𝑉𝑗) − ∇𝑇𝑇

=
𝜕2

𝜕𝑠2
+ 𝑇2 + 4𝑒4𝑠 𝜕2

𝜕𝑡2
+ 4𝑒2𝑠𝑇

𝜕
𝜕𝑡

− 2
𝜕
𝜕𝑠

+ 2𝑒2𝑠 △𝜃ℍ
𝑘

−2𝑘
𝜕
𝜕𝑠

+ △𝜃𝕊
𝑁

. (18)

Next, we will need a kind of expansion of theWebster scalar curvature. So let us consider (6) with the additional change
of variable 𝑟 =

√
2𝑒𝑠. We denote it by 𝜑̄−1 ∶ ℍ𝑛 → ℍ𝑘 × (0, +∞) × 𝑆2𝑁+1. In these coordinates, the standard contact form

of ℍ𝑛 is

𝜃̄ = 𝜑̄∗𝜃ℍ
𝑛 = 𝜃ℍ

𝑘
+ 𝑟2𝜃𝕊

𝑁 = 𝑟2𝜃𝑘,𝑁 (19)

with 𝜙̄ the related (1,1)-tensor. We consider smooth perturbations (let us say at least 𝐶3) (𝜃̂, 𝜙̂) as

𝜃̂ = (1 + 𝑂(𝑟2))𝜃̄, 𝜙̂ = 𝜙̄, as 𝑟 → 0. (20)

We recall that the tensor field 𝜑̂ depends on the contact distribution and not the form. Hence, it is invariant under a
conformal change of the contact form 𝜃̂. We have the following:

Proposition 4.1. Let (𝜃̂, 𝜙̂) be as in (20) and consider 𝜃̃ = 𝑟−2𝜃̂. Then, the Webster scalar curvature of (𝑀, 𝜃̃, 𝜙̂) is

𝜃̃ = 𝜃𝑘,𝑁
+ 𝑂(𝑟2), as 𝑟 → 0.

Proof. Let 𝑓 be a smooth function depending on 𝑟, by (19), we let

𝜃̃ = 𝑟−2𝜃̂ = 𝑟−2(1 + 𝑓(𝑟))𝜃̄ = (1 + 𝑓(𝑟))𝜃𝑘,𝑁 = (𝑢(𝑟))
2

𝑛 𝜃𝑘,𝑁,

where 𝑢(𝑟) = (1 + 𝑓(𝑟))
𝑛

2 . We will use formula (3)

− △𝜃𝑘,𝑁
𝑢 +

𝑛

4(𝑛 + 1)
𝜃𝑘,𝑁

𝑢 =
𝑛

4(𝑛 + 1)
𝜃̃𝑢

2

𝑛
+1

.

Now, after the change of variable 𝑟 =
√

2𝑒𝑠 (𝜕𝑠 = 𝑟𝜕𝑟), by formula (18), we have

△𝜃𝑘,𝑁
𝑢(𝑟) = 𝑟2𝑢′′(𝑟) − (2𝑘 + 1)𝑟𝑢′(𝑟).

We compute

𝑢′(𝑟) =
𝑛
2

(1 + 𝑓(𝑟))
𝑛

2
−1

𝑓′(𝑟),
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14 GUIDI et al.

𝑢′′(𝑟) =
𝑛
2

(1 + 𝑓(𝑟))
𝑛

2
−1

𝑓′′(𝑟) +
𝑛
2

(𝑛
2

− 1
)

(1 + 𝑓(𝑟))
𝑛

2
−2

(𝑓′(𝑟))2,

therefore,

△𝜃𝑘,𝑁
𝑢(𝑟) =

𝑛
2

(1 + 𝑓(𝑟))
𝑛

2
−1
[
𝑟2𝑓′′(𝑟) − (2𝑘 + 1)𝑟𝑓′(𝑟) +

(𝑛
2

− 1
)

(1 + 𝑓(𝑟))−1𝑟2(𝑓′(𝑟))2
]
.

We obtain

𝜃̃ = (1 + 𝑓(𝑟))−1𝜃𝑘,𝑁

− 2(𝑛 + 1)(1 + 𝑓(𝑟))−2
[
𝑟2𝑓′′(𝑟) − (2𝑘 + 1)𝑟𝑓′(𝑟) +

(𝑛
2

− 1
)

(1 + 𝑓(𝑟))−1(𝑟𝑓′(𝑟))2
]
.

Now, if 𝑓 is a smooth function such that 𝑓(𝑟) = 𝑂(𝑟2) as 𝑟 → 0, then for every 𝑎 ∈ ℝ, we have (1 + 𝑓(𝑟))𝑎 = 1 +
𝑂(𝑟2), as 𝑟 → 0; also 𝑟𝑓′(𝑟) = 𝑂(𝑟2) and 𝑟2𝑓′′(𝑟) = 𝑂(𝑟2), as 𝑟 → 0. Substituting in the last equation, we get

𝜃̃ = 𝜃𝑘,𝑁
+ 𝑂(𝑟2), as 𝑟 → 0. □

4.1 Existence by perturbation

In this subsection, we will follow closely the perturbation approach developed in [19]. First, let us set 𝐿𝜃 = Δ𝜃 −
𝑛

4(𝑛+1)
𝜃.

We consider a smooth diffeomorphism 𝜏 that is close to the identity in the 𝐶3,𝛼-topology. We will focus on the restriction
of 𝜏 to the equatorial 𝑆2𝑘+1 as detailed above. Hence, we view this restriction as an embedding 𝜏 ∶ 𝕊2𝑘+1 → 𝕊2𝑛+1 close
to the identity, and we want to find a complete contact structures on 𝕊2𝑛+1 ⧵ 𝜏(𝕊2𝑘+1) having constant Webster curvature.
Namely, we want to solve on 𝕊2𝑛+1 ⧵ 𝜏(𝕊2𝑘+1), the problem

𝐿𝜃𝕊
𝑛
𝑣 +

𝑛

4(𝑛 + 1)
𝜃𝑘,𝑁

𝑣𝑝−1 = 0,

with 𝑣 a positive function that blows up on 𝜏(𝑆2𝑘+1). This is equivalent to solving the problem

𝐿𝜃(𝜏)𝑣 +
𝑛

4(𝑛 + 1)
𝜃𝑘,𝑁

𝑣𝑝−1 = 0,

where 𝜃(𝜏) = 𝑢
2

𝑛 𝜏∗𝜃𝕊
𝑛 and 𝑢 is the function giving the conformal change from 𝜃𝕊

𝑛 to 𝜃𝑘,𝑁 . Since we plan to perturb the
equation with respect to the diffeomorphism 𝜏 and around the constant solution 1, we introduce the functional

𝐾(𝜏, 𝑤) = 𝐿𝜃(𝜏)(1 + 𝑤) +
𝑛

4(𝑛 + 1)
𝜃𝑘,𝑁

(1 + 𝑤)𝑝−1.

We want then to solve 𝐾(𝜏, 𝑤) = 0 via the implicit function theorem, after perturbation around (id, 0). So we start by
linearizing with respect to 𝑤:

𝜕𝑤𝐾(𝜏, 𝑤)|(id,0) = Δ𝜃𝑘,𝑁
+ 2(𝑛 − 2𝑘 − 2).

Now, we will consider the case 𝜏 ∶ 𝕊1 → 𝕊2𝑛+1, that is, 𝑘 = 0, 𝑁 = 𝑛 − 1. Notice that the expression of Δ𝜃0,𝑛−1
is quite

complicated. But, if we restrict it to functions that are invariant under 𝑇, then its expression becomes more familiar.
Though, this restriction on the function space needs to be preserved by Δ𝜃(𝜏), and that is why one needs to choose the
diffeomorphism 𝜏 carefully. For instance, it needs to commute with the action of 𝑇. We will provide below an explicit
description of the set of considered diffeomorphisms. In this setting, the operator 𝐿 takes the form

𝐿 = Δ𝕊2𝑛−1 + 4𝑒4𝑠𝜕2
𝑡 + 𝜕2

𝑠 − 2𝜕𝑠.

If one now uses the change of variable 𝑟 = 𝑒2𝑠, one gets

𝐿 = Δ𝕊2𝑛−1 + 4𝑟2𝜕2
𝑡 + 4𝑟2𝜕2

𝑟 = Δ𝕊2𝑛−1 + 4Δ2 , (21)
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GUIDI et al. 15

where2 = 𝐻ℝ2 is the standard hyperbolic space of dimension 2. The linearized equation becomes then

𝐿1 = Δ𝕊2𝑛−1 + 4Δ2 + 2(𝑛 − 2).

Sowe first investigate its kernel. For this purpose, wemove to the unit diskmodel of the hyperbolic space with coordinates
𝑥 = (𝜎, 𝜗, 𝑦) where 𝜎 ∈ [0, 1], 𝜗 ∈ 𝕊1, and 𝑦 ∈ 𝕊2𝑛−1. We introduce then the family of spaces 𝐶𝜈,𝛼,𝑘(𝕊2𝑛−1 × 2) that are
adapted to the study of singular problems (see [16–19]) by

𝐶𝑘,𝛼,𝜈(𝕊2𝑛−1 × 2) ∶= {𝑢 ∈ 𝐶𝑘,𝛼
𝑙𝑜𝑐

(𝕊2𝑛−1 × 2); ‖𝑢‖𝑘,𝛼,𝜈 < ∞},

where

‖𝑢‖𝑘,𝛼,𝜈 = sup
𝑥1,𝑥2∈𝕊2𝑛−1×2

(𝜎1 + 𝜎2)
−𝜈

(
𝑘∑

𝑗=1

(𝜎1 + 𝜎2)𝑗|∇𝑗𝑢| + (𝜎1 + 𝜎2)𝑘+𝛼[∇𝑘𝑢]𝛼

)
.

Now, because of our restriction on the functions, we will be working on the space

𝐶𝑘,𝛼,𝜈
𝑇 (𝑆2𝑛−1 × 2) ∶= {𝑢 ∈ 𝐶𝑘,𝛼,𝜈(𝑆2𝑛−1 × 2); 𝑇𝑢 = 0}.

In these coordinates, we can express the operator 𝐿1 as follows:

𝐿1 =

[
(1 − 𝜎2)2𝜕2

𝜎 +
(1 − 𝜎2)2

𝜎
𝜕𝜎 +

(1 − 𝜎2)2

𝜎2
Δ𝕊1

]
+ Δ𝕊2𝑛−1 + 2(𝑛 − 2),

where 𝜎 ∈ (0, 1). We look for solutions of the form 𝑢 =
∑

𝑖,𝑗 𝑎𝑖,𝑗(𝜎)𝜙𝑖𝜓𝑗, where the 𝜓𝑗 are 𝑇-invariant eigenfunctions of
Δ𝕊2𝑛−1 with eigenvalue 𝜆𝑗 and the 𝜙𝑖 are the eigenfunctions of Δ𝕊1 with eigenvalue 𝜇𝑖 (see [19], formula (2.13) with the
squared eigenvalues). This yields the family of equations

𝐴𝑖,𝑗𝑎𝑖,𝑗 = 0,

where

𝐴𝑖,𝑗 = (1 − 𝜎2)2

[
𝜕2

𝜎 +
1
𝜎

𝜕𝜎 −
𝜇𝑖

𝜎2

]
− 𝜆𝑗 + 2(𝑛 − 2).

This is a Bessel-type equation and the singularity at 0 and 1 is regular. Since we are looking for bounded solutions, there is
only a unique regular solution to this equation corresponding to the indicial root 𝛾 = 𝑖 ∈ ℕ, that is a function rotationally
invariant. So, we move now to the singularity at 1. We set 𝜌 = 1 − 𝜎2, then the operator 𝐴𝑖,𝑗 becomes

𝐴𝑖,𝑗 = 4𝜌2
[
(1 − 𝜌)𝜕2

𝜌 − 𝜕𝜌

]
−

𝜌2

1 − 𝜌
𝜇𝑖 − 𝜆𝑗 + 2(𝑛 − 2).

In this case, the indicial roots take the form

𝛾±
𝑗 =

1
2

±
1
2

√
1 + 𝜆𝑗 − 2(𝑛 − 2).

We recall that the surjectivity of the operator 𝐿1 depends on the value 𝜈+
0 (using the notation of [19, Theorem 4.54]). The

value of 𝜈+
0 depends on the real part of the indicial roots. Indeed, we notice that if 𝑗 > 0, then 𝛾± are real and in that case

𝜈+
0 >

1

2
. But, if 𝑗 = 0, and hence, 𝜆𝑗 = 0, then 𝛾± is complex and its real part is 1

2
. Hence, we set 𝜈0 =

1

2
and the function

space that we will take is 𝐶2,𝛼,𝜈
𝑇 (𝕊2𝑛−1 × 2) where 𝜈 <

1

2
. The kernel is then

(𝛼, 𝜈) = {𝑢 ∈ 𝐶2,𝛼,𝜈
𝑇 ; 𝐿𝑢 = 0}.

We recall now a result of Mazzeo–Smale [19, Theorem 4.54].

Lemma 4.1 [19]. For 𝜈 <
1

2
, the operator 𝐿1 ∶ 𝐶2,𝛼,𝜈

𝑇 → 𝐶0,𝛼,𝜈
𝑇 is onto.
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16 GUIDI et al.

As suggested by the referee, we point out that there is a different way of finding the indicial roots and hence deducing
the surjectivity with less technicalities, using the results in [16] .
We recall that a vector field 𝑋 is said to be a contact vector field for a given contact form 𝜃, if and only if there exists

a smooth function 𝑓 on 𝑀 such that 𝑋𝜃 = 𝑓𝜃. The set of contact vector fields forms a Lie algebra that we denote by
𝑉𝑒𝑐𝑡(𝑀, 𝜃) and there exists a one-to-one correspondence between 𝑉𝑒𝑐𝑡(𝑀, 𝜃) and 𝐶∞(𝑀). The flow of a vector field
𝑋 ∈ 𝑉𝑒𝑐𝑡(𝑀, 𝜃) generates a one-parameter family of contactomorphisms. We then consider the set

𝑇 ∶=
{
𝜑𝑋

1 (⋅); 𝑋 ∈ 𝑟2𝑉𝑒𝑐𝑡(𝑀, 𝜃̄); [𝑋, 𝑇] ∈ 𝑆𝑝𝑎𝑛(𝑇)
}
,

where 𝜑𝑋
1 is the flow generated by 𝑋 at time one. Notice now that if 𝜏 ∈ 𝑇 , then 𝜏∗𝜃 = (1 + 𝑂(𝑟2))𝜃.

Proposition 4.2. The map 𝐾 is 𝐶∞ from a neighborhood of (id, 0) ∈ 𝑇 × 𝐶2,𝛼,𝜈
𝑇 (𝕊2𝑛−1 × 2) to 𝐶0,𝛼,𝜈

𝑇 (𝕊2𝑛−1 × 2).

Proof. It is clear that  is mapped to 𝐶0,𝛼
𝑙𝑜𝑐
. Based on the construction above, we have 𝜃(𝜏) = (1 + 𝑂(𝑟2))𝜃𝑘,𝑁 . So by

Proposition 4.1, we compute

𝐾(𝜏, 𝑤) − 𝐾(id, 0) =

Δ𝜃(𝜏)(1 + 𝑤) − Δ𝜃𝑘,𝑁
1 −

𝑛

4(𝑛 + 1)
(𝜃(𝜏)(1 + 𝑤) − 𝜃𝑘,𝑁

) +
𝑛

4(𝑛 + 1)
𝜃𝑘,𝑁

((1 + 𝑤)𝑝−1 − 1).

Clearly, Δ𝜃(𝜏)(1 + 𝑤) − Δ𝜃𝑘,𝑁
1 ∈ 𝐶0,𝛼,𝜈

𝑇 . Next, we have that 𝜃(𝜏) = 𝜃𝑘,𝑁
+ 𝑂(𝑟) hence, the second term also belongs to

𝐶0,𝛼,𝜈
𝑇 and similarly for the third term. The higher order derivatives of 𝐾 can be treated in a similar way. □

Theorem 4.1. Let 0 < 𝜈 <
1

2
, then there exists a closed subspace 𝑊 such that 𝐶2,𝛼,𝜈

𝑇 = 𝑊 ⊕ (𝛼, 𝜈) and a smooth map
Φ ∶  ⊂ 𝑇 × (𝛼, 𝜈) → 𝑊 such that 𝐾(𝜏, 𝑤) = 0, where 𝑤 = (Φ(𝜏, 𝑤1), 𝑤1) ∈ 𝑊 ⊕ (𝛼, 𝜈).

Proof. The proof is a direct corollary from the implicit function theorem and Lemma 4.1. □

As a corollary, we get our first application Theorem 1.2.

4.2 Existence by bifurcation

In this last subsection, we will show the existence of another kind of solutions to the CR Yamabe problem on 𝑆2𝑛+1 ⧵ 𝑆1,
via bifurcation (in the sense of Definition 4.1 below), following the work [4]. We recall again that similarly to the previous
section, the operator 𝐿, in (21), takes the form 𝐿 = Δ𝕊2𝑛−1 + 4Δ2 , when restricted to functions invariant under 𝑇 and we
propose to solve the problem

−𝐿𝑢 +
𝑛

4(𝑛 + 1)
𝜃0,𝑛−1

𝑢 =
𝑛

4(𝑛 + 1)
𝜅𝑢𝑝−1, (22)

where 𝜅 is a positive constant. Notice now that the problem is purely Riemannian. That is, all the operators involved
depend on the Riemannian metric defined on 𝑆2𝑛−1 × 2. A solution of (22) corresponds to a complete solution to our
problem in 𝑆2𝑛+1 ⧵ 𝑆1. Hence, now, we are just dealing with an analytical problem in a Riemannian setting rather than a
geometrical problem. After taking the quotient of2 by a Fuchsian group Γ ⊂ 𝑃𝑆𝐿(2, ℝ), we can reduce the study to the
manifold 𝑀 = ℂ𝑃𝑛−1 × ΣΓ, where ΣΓ = 2∕Γ and ℂ𝑃𝑛−1 = 𝕊2𝑛−1∕𝕊1 since the vector field 𝑇 generates an 𝕊1 isometric
action corresponding to the Hopf fibration. Notice that there is no need to verify that the action of Γ preserves the original
contact structure since we are interested in solving a purely analytical problem. From now on, we will write Σ instead
of ΣΓ and we define the space (Σ) of hyperbolic metrics on Σ. In this way, we can track the change of the hyperbolic
structure by using the metrics 𝑔Σ. Now, given 𝑔Σ ∈ (Σ), we define the Banach manifold

Σ,𝑔Σ
=

{
𝑢 ∈ 𝐻1(𝑀);∫𝑀

𝑢𝑝 𝑑𝑣𝑔 = 𝑉𝑜𝑙𝑔(𝑀); 𝑢 > 0 𝑎.𝑒.

}
,
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GUIDI et al. 17

where 𝑔 = 𝑔ℂ𝑃𝑛−1 ⊕
1

2
𝑔Σ,𝐻1(𝑀) is the classical Sobolev space on𝑀 with themetric 𝑔, 𝑑𝑣𝑔 is the volume form correspond-

ing to themetric 𝑔, and𝑉𝑜𝑙𝑔(𝑀) is the volume of themetric𝑀 with respect to 𝑔. Next, we introduce the functional defined
onΣ,𝑔Σ

by

𝑔(𝑢) =
1
2 ∫𝑀

(|∇𝑀,𝑔𝑢|2 +
𝑛

4(𝑛 + 1)
𝜃0,𝑛−1

𝑢2

)
𝑑𝑣𝑔,

where ∇𝑀,𝑔 = ∇ℂ𝑃𝑛−1 ⊕ 2∇𝑔Σ
. Clearly, critical points of 𝑔 lift to solutions to the problem (22). We notice also that 1 is

always a solution to our problem with 𝜅 = 𝜃0,𝑛−1
. We have then

∇𝑔(𝑢) = 𝐿𝑀𝑢 +
𝑛

4(𝑛 + 1)
𝜃0,𝑛−1

𝑢 −
𝑛

4(𝑛 + 1)
𝜅𝑢𝑝−1,

where 𝐿𝑀 = −Δℂ𝑃𝑛−1 − 4ΔΣ,𝑔 and

𝐽Σ,𝑔 = ∇2𝑔(1) = 𝐿𝑀 − 2(𝑛 − 2).

The operator 𝐽Σ,𝑔 is the Jacobi operator, corresponding to the functional𝑔 at the critical point 𝑢 = 1. We refer the reader
to [4, Section 3] for more details about the construction above. We want to investigate the negative eigenvalues of 𝐽Σ,𝑔,
which correspond to the Morse index of𝑔 at the critical point 1. So we consider the number

𝑛𝑡(𝑔Σ) ∶= max{𝑘 ∈ ℕ ∶ 𝜆𝑘(𝑔Σ) ≤ 𝑡},

where 0 < 𝜆1(𝑔Σ) ≤ ⋯ ≤ 𝜆𝑘(𝑔Σ) ≤ ⋯ are the eigenvalues of the Laplacian on (Σ, 𝑔Σ) repeated according to their
multiplicities. The next two lemmas are in [4].

Lemma 4.2 [4]. Let 𝑡 >
1

4
, and fix 𝑔0 ∈ (Σ), then for any 𝑘 ∈ ℕ, there exists 𝑔1 ∈  such that 𝑛𝑡(Σ, 𝑔1) ≥ 𝑘 + 𝑛𝑡(Σ, 𝑔0).

Lemma 4.3 [4]. Given a hyperbolic surface Σ and 𝜆 >
1

4
, then the set𝜆(Σ) = {𝑔 ∈ (Σ); 𝜆 ∉ 𝜎(−Δ𝑔Σ

)} is open and dense
in(Σ).

Now we notice that every eigenvalue 𝜆𝓁 of 𝐽Σ,𝑔 takes the form

𝜆𝓁 = 4𝜆𝑗(𝑔Σ) + 𝜆𝑘(ℂ𝑃𝑛−1) − 2(𝑛 − 2),

for a certain 𝑗, 𝑘 ≥ 0.

Corollary 4.1. Let 𝑛 ≥ 3, and let 𝑑 ∈ ℕ. Then, there exists 𝑔Σ ∈ (Σ) such that 𝐽Σ,𝑔 has at least 𝑑 negative eigenvalues.

Proof. Indeed, we always have

1 < 2(𝑛 − 2) < 𝜆1(ℂ𝑃𝑛−1) = 4𝑛.

Hence, one looks for eigenvalues of the form 𝜆𝓁 = 4𝜆𝑗(𝑔Σ) − 2(𝑛 − 2). Since 2(𝑛 − 2) > 1, we can always find 𝑔Σ ∈ (Σ)

such that 𝜎(−Δ𝑔Σ
) ∩ (

1

4
,

(𝑛−2)

2
) is arbitrarily large, which proves the claim. □

In order to prove existence and multiplicity results for our problem, we will show the existence of bifurcation points
while perturbing the metric. We will use the following definition of bifurcation [8]:

Definition 4.1. Given two Banach spaces 𝐵0 and 𝐵1 and a 𝐶1-family of submanifolds [0, 1] ∋ 𝜆 ↦ 𝐷𝜆 ⊂ 𝐵1 and closed
subspaces [0, 1] ∋ 𝜆 ↦ 𝐸𝜆 ⊂ 𝐵0, we define the fiber bundles  = {(𝑥, 𝜆) ∈ 𝐵1 × [0, 1]; 𝑥 ∈ 𝐷𝜆} and  = {(𝑦, 𝜆) ∈ 𝐵0 ×
[0, 1]; 𝑦 ∈ 𝐸𝜆}. Let 𝐹 ∶  →  be a 𝐶1 bundle morphism. Let 𝜆 ↦ 𝑥𝜆 and 𝜆 ↦ 𝑦𝜆 be 𝐶1 sections of  and  , respectively,
satisfying 𝐹(𝑥𝜆, 𝜆). We say that 𝜆∗ ∈ [0, 1] is a bifurcation point of the equation

𝐹(𝑥, 𝜆) = (𝑦𝜆, 𝜆)
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18 GUIDI et al.

for 𝑥𝜆, if there exist a sequence (𝜆𝑛)𝑛≥1 and a sequence 𝑥𝑛 ∈ 𝐷𝜆𝑛
such that

(i) lim𝑛→∞ 𝜆𝑛 = 𝜆∗,
(ii) 𝑥𝑛 ≠ 𝑥𝜆𝑛

,
(iii) lim𝑛→∞ 𝑥𝑛 = 𝑥𝜆∗

,
(iv) 𝐹(𝑥𝑛, 𝜆𝑛) = (𝑦𝜆𝑛

, 𝜆𝑛).

Now given a path of metrics [0, 1] ∶ 𝑡 → 𝑔Σ,𝑡 ∈ (Σ) and 𝑔𝑡 = 𝑔ℂ𝑃𝑛−1 ⊕
1

2
𝑔Σ,𝑡, the manifoldΣ,𝑔𝑡

, will play the role of
𝐷𝑡, 𝐹(𝑢, 𝑡) = ∇𝑔𝑡

(𝑢), in the definition above and 𝐸𝑡 = 𝐻−1(𝑀), the dual space of 𝐻1(𝑀), carrying its canonical Hilbert
space structure. We can see the constant solution 1 as a section of, that is, [0, 1] ∶ 𝑡 ↦ 1𝑡, and we have

𝐹(1, 𝑡) = (0, 𝑡).

We want to show that we have a bifurcation point for 𝐹, which corresponds to a sequence of solutions to Equation (22)
that are arbitrarily close to 1.

Theorem 4.2. Assume that 𝑛 ≥ 3. Given 𝑔0 ∈ (Σ), then there exists 𝑔′
0, 𝑔

′
1 ∈ (Σ), with 𝑔′

0 arbitrarily close to 𝑔0 and a
path (𝑔′

𝑡)𝑡∈[0,1] joining 𝑔′
0 and 𝑔′

1 such that 𝐹 has at least one bifurcation point 𝑡∗ ∈ (0, 1).

Proof. We use the bifurcation theorem proved in [8, Theorem A.2]. First, we notice that for all metrics 𝑔 ∈ (Σ), the
operator 𝐽Σ,𝑔 is symmetric and Fredholmof index 0.We consider now ametric 𝑔0 ∈ (Σ). If 𝐽Σ,𝑔0

is degenerate (ker 𝐽Σ,𝑔0
≠

0, so 1 is a degenerate critical point for𝑔0
), then by Lemma 4.3, we can choose 𝑔′

0 ∈ (Σ) arbitrarily close to 𝑔0 and such
that 𝐽Σ,𝑔′

0
is invertible (i.e.,𝑔′

0
is Morse at 1), so we let 𝜇(𝑔0) its Morse index. Using Lemma 4.3, we can choose yet another

metric 𝑔′
1 ∈ (Σ) such that 𝑔′

1
is Morse at the critical point 1 and 𝜇(𝑔′

1) − 𝜇(𝑔′
0) ≠ 0. In order to conclude now, we

consider a smooth path 𝑔′
𝑡 connecting 𝑔′

0 to 𝑔′
1 (such a path exists since(Σ) is path connected). It is enough to notice

now that 𝑑1𝐹(⋅, 𝑡) = 𝐽Σ,𝑔′
𝑡
. It is important to point out that in the notation of [8, Theorem A.2], (𝐻𝑡, ⟨⋅, ⋅⟩𝑡) is the space

𝐻−1(𝑀)with its canonical Hilbert structure induced by the metric 𝑔𝑡. Hence, the assumptions of the bifurcation theorem
[8] are satisfied and we have at least one bifurcation point 𝑡∗ ∈ (0, 1). □

Notice that since the bifurcation occurring in the previous theorem is from the constant solution 1, the new scalar
curvature 𝜅 will also be close to 𝜃0,𝑛−1

. As a corollary, we get our second application Theorem 1.3.
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