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ABSTRACT The concept of Smart City has spread as a solution to ensure better access to information
and services to citizens, but also as a means to reduce the environmental footprint of cities. To this end,
a continuous and wide observation of the environment is necessary to analyze information that enables
government bodies to act on the environment appropriately. Moreover, a diffused acquisition of information
requires adequate infrastructure and proper devices, which results in relevant installation and maintenance
costs. Our proposal enables reducing the number of necessary sensors to be deployed while ensuring that
information is available at any time and anywhere. We present the HybridIoT system to cope with the
lack of environmental information in the urban context through an estimation technique that integrates
heterogeneous data acquired from some different sensors. HybridIoT can be deployed in large-scale contexts
and ensures data accessibility even if devices enter or leave the system at any time and everywhere. We
compare the results to those obtained by state-of-the-art techniques to assess the validity of our proposal, in
particular concerning the properties of openness, large-scale, and heterogeneity, of primary importance in
the context of the development of systems to be deployed in the smart city context.

INDEX TERMS Smart city, Cooperative Multi-Agent Systems, Missing Information Estimation,
Heterogeneous Data Integration

I. INTRODUCTION
The increasing diffusion and accessibility of the Internet
Of Things (IoT) sensors enabled cities to become
urban sensing platforms [1]. Data acquisition, through
these platforms, enables cities to become "Smart", using
environmental information collected in a participatory way
to improve services and reduce their ecological footprint [2].
Environmental information includes information about air,
water, soil, land, flora and fauna, energy, noise, waste and
emissions, but also information about decisions, policies and
activities that affect the environment [3]. Wide dissemination
of environmental information such as temperature, humidity,
CO2 enables government agencies to map cities and regions
to provide accurate information at any time and everywhere
in parts of the environment that are not sufficiently covered
by sensors. This could help to assess important information
such as pollution [4], hydrological forecasting [5] or traffic
estimation [6]. For these reasons, it is necessary to conceive
effective solutions that enable leveraging the potential of

data perceived through a wide range of sensing devices.
However, in large scale contexts is difficult to deploy a large
number of devices so as to enable sufficient informative
coverage through the urban environment; this is due to
high costs of maintenance and installation of the network
infrastructure [6].

Thanks to their increasing computational power and
accessibility, smart devices can be exploited to make the data
acquisition in cities a participatory activity. This is the key
concept of Mobile Crowd Sensing (MCS), which leverages
device mobility and sensing capabilities, as well as human
collaboration and intelligence to distributively perform tasks
and provide cost-efficient applications and services [7]. MCS
enables integrating different types of smart devices into a
large scale sensing infrastructure. However, smart devices
can embed a limited set of sensors: in this case, it is necessary
to compensate for the lack of data through a mechanism for
estimating the missing information.

This paper presents the HybridIoT system, based on a
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Multi-Agent System (MAS), that enables coping with the
lack of environmental information at large scale. MAS are
systems composed of multiple interacting and autonomous
entities known as agents, each one acting and sensing within
a common environment. Agents have a partial view of
the environment, they act jointly to produce a result for
a goal that cannot be achieved individually. Due to the
distribution of tasks within the agents composing a MAS
and the possibility to decentralize control and decision, MAS
are more suitable to model and simulate complex systems
than traditional approaches [8]. MAS offer a framework to
model, study, and control complex systems with a bottom-up
approach by focusing on the entities and their interactions to
solve a wide variety of problems [9].

The novelty of our contribution lies in:
• a technique for estimating missing environmental

information at large scale whereas ad hoc sensors
(whose sole purpose is to perceive the environment) are
not available;

• limiting the installation of a large number of ad hoc
sensors by using virtual sensors;

• propose a technique to estimate missing data by
integrating heterogeneous information.

The difficulty of conceiving such system is to address the
following three properties:
• openness: refers to the capacity of handling new input

at any time without the need for any reconfiguration;
• large scale: the system can be deployed in a large, urban

context and ensure correct operation with a significative
number of devices;

• heterogeneity: the system handles different types of
information without any a priori configuration.

HybridIoT leverages two types of estimation: endogenous,
in which historical data of a device is used whereas
this is not capable of providing any information from
the direct observation of the environment; exogenous,
estimating missing information by integrating heterogeneous
information perceived from different data sources. To
motivate the use of exogenous estimation, consider an
urban sensing platform used to monitor the environment.
The platform can exploit a multitude of sensors capable
of perceiving environmental information on a large scale.
Sensors can be of different types, acquire heterogeneous
information or data of the same type using different units
of measurement. In such a context, we hypothesize that the
abundance of different information is crucial for both AI and
data analysis techniques to extract useful knowledge from
the urban environment to achieve the smartness goal of a
city. The exogenous estimation is beneficial in the smart city
context for two aspects:
• enables integrating heterogeneous information to

estimate missing values and to overcome the lack of
sensors of the same type;

• the integration of heterogeneous information enables
defining a coherent representation of the environment

to monitor and to understand its evolution.
Exogenous estimation enables to leverage the large

amount of information perceived by heterogeneous devices
to provide wide information coverage. This ensures that users
can access accurate and timely information on the state of
the environment, while experts can use the information to
improve services offered to citizens.

Our previous works are part of the neOCampus
project [10] and focus on the estimation of missing values
in the smart city to reduce the number of sensors deploy
and ensure data availability to both citizens and experts.
In [11], we propose a MAS to estimate missing information
by exploiting the historical values perceived by individual
sensors; the proposed solution performs an endogenous
estimation. In [12], we propose a MAS to estimate missing
information through a mechanism of cooperation between
agents associated with devices perceiving homogeneous
information (of the same type) and in a local environment.
This paper, compared to our previous works, focuses on
a new technique for estimating missing information by
integrating heterogeneous information whose type is not
known in advance.

The rest of this paper is organized as follows: section II
discusses some state of the art propositions to address the
data estimation and integration in urban contexts according
to openness, heterogeneity and large scale properties.
Section III presents the HybridIoT system, describing how
it is capable of estimating missing information without the
need to deploy a large number of ad hoc sensing devices.
Section IV presents an experimental case and the results
obtained from both endogenous and exogenous estimations.
In Section VI, we conclude our work and point out some
future perspectives.

II. BACKGROUND AND MOTIVATION
This section presents different state of the art techniques to
address data estimation and integration in urban context.

This paper proposes a method to estimate environmental
information in a distributed way. As the estimation
mechanism is the core of our contribution, the sensing
platforms [13] that use mobile devices such as smartphones
are not detailed in this work. However, these platform
tools are complementary to our proposal: an adequate
sensing platform enables developing a network infrastructure
necessary to accomplish distributed estimation of missing
values. The described state of the art methods rather focus
on the exploitation of data in urban contexts; these methods
are discussed according to openness, heterogeneity and large
scale properties.

Ali et al. [14] proposed a data fusion technique to
identify anomalous behaviors based on the integration of
heterogeneous data: credit card data, loyalty card data, GPS,
age and gender-based on face images. The anomaly is
detected from the credit card data, loyalty card and GPS
data. Images are processed by a pre-trained deep learning
network; the classification is done using Support Vector
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Machine (SVM). Anomaly and image classification results
are combined through a data fusion technique. The result
of the fusion technique is then ranked in ascending order to
identify the anomaly. Finally, the expert verifies the analysis
at the final step and produces the final decision based on
highly intelligible information, which is a much smaller
amount than the raw data. This technique uses a pre-defined
set of heterogeneous information. Consequently, it is not
possible to enter new types of information into the system
without a proper configuration. Deep learning and SVM,
used to detect anomalies and pursue classification, provide
high performance but require a pre-configuration using the
available data. Also, the input of new data may require
additional system configuration that cannot be anticipated.
Moreover, the scalability problem is not addressed.

Zhu et al. [15] proposed a city-wide air quality estimation
technique that uses a limited number of monitoring stations
that are geographically sparse. The prediction of air quality
index is divided into three stages: the first stage interacts
with input data flows, from both online and historical data;
the second stage deals with non-causality detection, which
is based on the spatiotemporal extended Granger causality
model; the last stage, the online prediction stage, is based on
the use of neural networks. A fine-grained air quality map is
generated after inferring the air quality index. Authors do not
consider the openness, therefore it is not possible to introduce
data acquired from new sensors during the operation of the
system. Moreover, the proposed solution focuses only on the
estimation of the air quality index, thus the heterogeneity is
not addressed.

Shan et al. [16] proposed a multi-sensor data fusion
technique based on a Multiple Linear Regression (MLR)
model to improve the accuracy of traffic state estimation. The
contribution is twofold: firstly, MLR is used to analyze large
sets of GPS data obtained by monitoring taxies’ position
to extract the inherent spatiotemporal correlations of traffic
states for specific road segments. Secondly, authors proposed
an information fusion technique to extract correlations from
incomplete data to increase the performance of traffic state
estimation.

Tomaras et al. [17] proposed HELIoS (HEalthy
LIving Smart), a framework that combines heterogeneous
information such as urban traffic and pollution data to
diagnose the health state of urban areas in a smart city. Data
has been acquired hourly from 3402 heterogeneous fixed
sensors deployed in different urban areas. The method uses
three regression models to predict the health state of urban
areas:

• Support Vector Regression (SVR): a regression variant
of the SVM classifier;

• Random forest: a set of multiple decision trees where
each tree is trained using a different subset of the
training set;

• Gaussian process: a non-linear and non parametric
model that is an extension of the multivariate Gaussian

distribution for an infinite collection of real value
variables.

The technique is not designed to be deployed at large scale
and is not able to face unpredictable events such as sensors
malfunction or unavailability.

Table I lists the described methods along with their
strengths and weaknesses according to the following
properties: openness, large-scale, heterogeneity. HybridIoT
is different to the presented technique because it addresses all
the three properties at the same time. Moreover, our proposal
is based on the AMAS approach which allows distributing
the computation among several sensing devices, therefore our
technique is scalable.

We used four indicators to depict strengths and weaknesses
of each described method: (++) a challenge has been
discussed and authors describe a precise method to address it,
(+) a challenge has been discussed and addressed but authors
did not provide a precise explanation of the solution, (–) the
challenge has been mentioned but not addressed, (– –) the
challenge was neither mentioned nor discussed.

TABLE I: Comparison of state of the art approaches for
heterogeneous data integration and estimation.

Openness Heterogeneity Large-scale
Ali et al. (2018) – – ++ – –
Zhu et al. (2015) – – ++ +
Shan et al. (2016) – – ++ +
Tomaras et al. (2018) – – ++ – –

Section III discusses the HybridIoT system and how the
properties described previously are addressed.

III. PROPOSED SOLUTION
This section presents HybridIoT, a MAS based technique for
estimating missing environmental information at large scale
environments.

MAS are proven to be an effective solution for estimating
missing information at large scale environments [12]. The
MAS paradigm offers an intuitive and natural way to solve
a complex problem by means of a distributed computation
between interacting autonomous agents that have specific
and limited tasks. An agent can be defined as a computer
system that is situated in some environment, and that is
capable of autonomous action in this environment in order
to meet its design objectives [9]. An agent has a partial
view of the environment in which it is located. As a result,
it has a limited control, it can only influence a part of its
environment (including other agents) through its actions.
An autonomous agent does not need external interventions
to modify its behavior. Agents operate jointly to achieve a
global objective that cannot be pursued individually [18].
Agents have different functionalities, they can enter or leave
the environment at any time, they can interact with other
agents. When interacting, agents autonomously constitute
organizations in which they operate jointly. The activity of
agents in emerging organizations enables MAS to be an
effective solution to solve complex problems, where the
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solution to a problem results from the interactions between
the subsystems with which the agents are associated [19].

Using the MAS approach enables IoT devices to include
collective intelligence mechanisms: the computation of IoT
devices is no more individual, rather a joint and collective
activity between devices to address the complexity of the
physical environment. The interaction between the agents
allows solving problems such as momentary unavailability
or lack of sensors. Openness and dynamics are sources
of unexpected events and an open system plunged into a
dynamic environment needs to be able to adapt to these
changes, to self-organize [20]. In the AMAS approach,
agents can adapt themselves and change their behavior
according to the evolution of the environment in which they
are situated.

To further motivate the choice of the MAS approach,
consider a centralized distributed system for estimating
missing information using a large number of IoT sensing
devices in an urban context. The system has the following
tasks:
• communicate with all devices available in the

environment,
• acquire the information from the available mobile

devices,
• evaluate estimates whereas sensors are not available or

able to perceive the environment. The system should
evaluate a subset of sensors whose values must be used
to estimate the missing information.

On a large scale context, several thousand devices could
face unpredictable situations in which information has to
be estimated and provided to both users and experts. A
centralized implementation of such a system requires a
significative computational power.

HybridIoT exploits both homogeneous and heterogeneous
information to provide accurate estimates whereas devices
are not available for an area of the environment not covered
by ad hoc sensors. A group of information is characterized
as homogeneous if it is composed of information of the
same type. Contrarily, a group of heterogeneous information
contains information of different types, not necessarily
correlated.

The rest of the section is organized as follows:
Section III-A provides some definitions required for the
presentation of HybridIoT; Section III-B presents the general
operation of the proposed system and an example to motivate
its use at large scale contexts; Section III-C describes how
HybridIoT estimates missing information by an endogenous
process; Section III-D describes how our system estimates
missing information by an exogenous process that is
subsequent to the endogenous one.

A. DEFINITIONS
The following definitions provide an overview of the main
features of HybridIoT. The definitions are valid for both
endogenous and exogenous estimation schemes, presented
afterward.

Definition 1 (Ambient Context Window): an Ambient
Context Window (ACW) Ct contains homogeneous
environmental information perceived in a discrete time
interval T = [t− δ, t], t− δ < t. An ACW has |Ct| = |T |
homogeneous context entries, one for each time instant. Each
ACW Ct is associated with an index t that corresponds to
the time instant in which the information at time t has been
perceived.
Definition 2 (Context Entry): a Context Entry Eit ∈ R is
a numerical information perceived at time t ∈ T , where
T is the time window of the Ci. The value of a context
entry can be any type of environmental information such as
temperature, humidity, lightness etc.
Definition 3 (ACW Distance): the distance between two
ACWs is defined as the absolute difference in time between
the context entries divided by the number of entries γ of the
two ACWs. The smaller the difference is, the more similar
two ACWs are. The context distance between two ACWs Ct
and Ck is defined by the following formula:

d (Ct, Ck) =

∑
l∈[1,γ] |Etl − Ekl |

γ
(1)

where γ = |Ct| = |Ck|, l is an index in the range [1, γ], Etl
and Ekl are the context entries of index l in the ACW Ct and
Ck respectively.

The (1) is generic as it does not consider the unit of the
information used, therefore it can be used for any type of
numerical environmental information.

The distance d satisfies the following properties:
• d(Ct, Ck) ≥ 0,
• d(Ct, Ck) = 0 ⇐⇒ Ct = Ck,
• d(Ct, Ck) = d(Ck, Ct),
• d(Ct, Cp) ≤ d(Ct, Ck) + d(Ck, Cp)

where Ct, Ck, Cp are ACWs for information times t, k, p
respectively. Therefore, d is a metric.
Definition 4 (Ambient Context Agent): an Ambient Context
Agent (ACA) is associated with a sensing device; its goal
is to provide environmental information in a local part of
the environment. Thanks to cooperative behavior, ACAs are
capable of providing estimates even if ad hoc sensors are
unavailable. Each ACA is characterized by a knowledge base
containing ACWs. Each ACW belongs to a unique ACA.
Definition 5 (Sensing Device): a sensing device is any
physical instrumentation that embeds sensors capable of
detecting events and changes in its environment. Sensing
devices can be either fixed or mobile: fixed sensing devices
are installed in specific positions and enable continuous
monitoring of the environment. They acquire information
continuously and store these in dedicated databases. Mobile
sensing devices can embed a variable number of sensors:
the information can be acquired on-demand by the user (the
owner of the device) or using a fixed schedule.

B. GENERAL OPERATION
This section presents the general operation of the HybridIoT
system. Fig. 1 shows the main steps of the proposed system.
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FIGURE 1: Main steps of the proposed system.

Let ACAi be the ACA associated to the i-th sensing
device in the environment. If the associated sensing device
is available, the associated ACAi is able to perceive the
environment, thus a new information perceived at time t is
presented to the agent (step ¶). Following, a new ACWt

is created and associated with the perceived information
(step ·). The new ACW is added to the set of ACWs of
the ACAi. Each ACW contains a variable number of entries;
Section III-B1 describes the process pursued by agents for
determining ACWs of variable sizes.

If the information at time t is not available due to the
unavailability of the sensing device, the ACAi generates an
exception as it is not able to provide any information. This
exception is solved by exploiting the Adaptive Multi-Agent
System Approach (AMAS) [19]. In this approach, an
exception is considered as a Non Cooperative Situation
(NCS) that has to be solved in a local and cooperative way.
In HybridIoT, ACAs can encounter two types of NCS:
• incompetence NCS: an ACA cannot provide an

environmental information (because no ad hoc sensor
is available or it encountered a problem);

• uselessness NCS: an ACA cannot help the agent that
is faced to an incompetence NCS because the distance
between their ACW is not sufficiently low.

ACAs solve the incompetence NCS by pursuing two types
of estimation processes:
• endogenous estimation: the ACAs cooperate with

agents that perceive the same type of information as the
ACA that encountered an incompetence NCS (step ¸);

• exogenous estimation: the ACAs cooperate with agents
that perceive heterogeneous information (step ¹).

The idea behind the cooperative behavior is that the ACAi
cooperates with other agents whose ACWs, independently
from their type, can be used to estimate the missing
information.

The comparison between ACWs allows ACAs to discover
similar dynamics in the evolution of the information
previously acquired. The ACAi that has encountered a NCS,
identifies the ACAs whose ACWs are similar to Ct and can
be used to estimate the missing information at time t.

The estimation of the missing information considers the
last perceived information weighted by a value wt obtained

from a cooperative process among ACAs. This weight
represents the variation that the estimated information at time
t assumes with respect to the last information perceived at
time t − 1. The value wt is added to the last information
perceived by ACAi at time t−1; we assume that consecutive
environmental information does not vary significantly unless
there is noise or unpredictable environmental factors.

Once the information at time t has been estimated, the
ACW Ct is updated by the ACAi (step º).

To motivate the application of exogenous estimation, let
us consider the urban context representation in Fig. 2. The
temperature sensor ° encounters an incompetence NCS as it
is not able, at a given time, to provide a temperature value by
directly observing its environment. The only homogeneous
ACAs with which the ACA ° could cooperate are the
ACAs ± and ². To estimate the missing value, ACA °
searches in its history for ACWs that are sufficiently similar
to the last observed ACW containing the information to
be estimated. Following, ACA ° cooperates with agents ±
and ² (step ¸) to estimate the missing value.

As shown in Fig. 2, ACAs ± and ² may be outside the
part of the environment where the dynamics of information
are similar to those observed by ACA °. In the neighborhood
of ACA ° there are four ACAs, respectively ¬, , ®
and ¯. These ACAs perceive humidity and CO2 information.
Although the information perceived by these sensors cannot
be used directly to estimate a temperature value for ACA °,
they cooperate with ACA ° to indicate how the last perceived
information of the respective sensors has varied over time.

This indication is at the basis of the exogenous estimation
process, which enables calculating estimates using different
types of information. The idea behind the exogenous
estimation process is the following: the ACA ° that
encountered an issue in providing information, searches for
similar ACWs in its history: each ACW is relative to a
precise time instant. Let ξ be the set of ACWs similar to Ct
(containing the information to be estimated), which similarity
is calculated by (1). The ACA that encountered a problem
starts a cooperative process with the other ACAs providing
them with set ξ (step ¹), independently of the information
perceived.

The other ACAs calculate a weight obtained by comparing
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FIGURE 2: Example of exogenous estimation: temperature sensor ° cooperates with heterogeneous (¬-¯) and homogeneous
(± and ²) sensors in order to provide an accurate estimate of the missing value. The dashed area represents the part
of the environment that groups sensors pertinent for helping sensor ° to estimate a missing information. Image source:
seigneur-hellequin.com.

their ACWs at the time instants indicated by the set ξ. The
ACA that encountered a NCS uses the weights provided
cooperatively by other agents to adjust the weight that
must be added to the last perceived information (at t− 1).
Although the weights have been obtained from agents
that perceive different types of information, exogenous
estimation allows exploiting a large quantity of information
that may be available through sensing devices deployed in the
environment.

Thanks to the exogenous estimation, agents cooperate
not only with ACAs that perceive different information
but also with those perceiving information of the same
type with different units or scales. This is possible because
each ACA compares the ACWs in its knowledge base. The
information exchanged between agents refers to comparisons
between ACWs of the same type, containing the same
type of information. Let us consider that an agent ACAc
perceives temperature in degree Celsius and ACAf in degree
Fahrenheit. If ACAc has to calculate an estimate for missing
information, it cooperates with ACAf to estimate the missing
value. ACAf compares its ACWs, containing temperature
values in degree Fahrenheit, and calculates a weight that
represents the variation that the next value (that is, the
estimate) must assume with respect to the last perceived
information. Because the weight is a variation value, it does
not depend on the unit and can be used by ACAc to estimate
the missing value in degree Celsius.

The use of a distance measure d defined in (1) that
considers ACW of the same size has two advantages:
• an ACA retrieves more quickly the ACWs, in its

knowledge base, similar to the one containing the
information to be estimated;

• ACWs containing similar information dynamics are
more likely to have the same size. The distance measure

d, therefore, allows ACAs to calculate estimates
of missing information by observing information
dynamics similar to those of the ACW containing the
information to be estimated.

Fig. 3 shows an example of how cooperation takes
place between ACA ° and other ACAs. The ACA ° has
encountered an incompetence NCS as it is not able to provide
information. The ACA ° performs an endogenous estimation
by cooperating with ACAs ± and ² (step ¸). Following,
an exogenous estimation is performed by cooperating with
ACAs ¬, , ® and ¯ (step ¹), that perceive information
of different types with respect to ACA °. Once the ACA °
obtained the weights through cooperation, some ACAs can
encounter a uselessness NCS as their cooperation is not
helpful to provide an estimate. This is because the ACA °
discriminates the obtained weights to be used in order to
provide an accurate estimate.

1) Evaluating Dynamic Size ACWs
ACAs learn the environmental dynamics through the
definition of ACWs describing the evolution of information
in discrete time windows of limited size. The information
on environmental dynamics is fundamental in estimating
missing values; in fact, the estimation mechanism and
the mechanism for defining ACWs are interdependent: the
former requires a sufficient number of ACWs to estimate
missing information, the latter needs information (either real
or estimated) to define ACWs.

Sensors perceive information at frequencies not known
in advance. On the one hand, windows containing a small
amount of information with no significant variations have no
particular semantic significance, so their use for estimating
missing value would be irrelevant. On the other hand, too
much information makes the ACWs no specific of the time
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FIGURE 3: ACA ° cooperates with other agents by
performing both endogenous and exogenous estimations.
The weights obtained cooperatively are used to provide an
estimate of the missing value. Steps ¸ and ¹ are the same as
in Fig. 1.

interval they describe. The mechanism to determine ACWs
of variable size allows overcoming this problem; agents
autonomously determine the size that each ACW must have
so that it is useful for estimating missing information in the
presence of similar information dynamics [11].

This section describes how agents determine ACWs with a
variable number of entries.

Consider two ACWs referring to the same time instant t,
but of different sizes, C(4)

t and C(7)
t , containing respectively 4

and 7 entries in the time interval [t− 4, t] and [t− 7, t]. Here
we suppose that the agent has previously collected enough
information to calculate both ACWs. The agent evaluates the
estimate of information t by simulating its absence using
both C(4)

t , C(7)
t . This results in two different estimates that

are compared to the real value. The ACW minimizing the
bias, that is the discrepancy between the estimate and the real
value, is defined as representative of the information at t.

In HybridIoT, the agents calculate to 15 different ACWs
for determining the one to be associated with specific
information. Let Σt be the set of 15 most similar ACWs to Ct
for an arbitrary ACA. The ACA calculates as many estimates
as the number of ACW in Σt. Because the ACAs compare

ACW containing the same number of entries, each C ∈ Σt
is compared to different disjoint sets of ACWs; this implies
that for each ACW in Σt, the technique calculates different
estimates. After calculating one estimate for each ACW in
Σt, the agent chooses the context window that minimizes the
bias, that is, the one that provides an estimate which value is
the closest to the perceived information.

After experimentations in our previous work, we observed
that the amount of information depends on the data
acquisition frequency of the sensor: a high frequency (e.g.
every 10 seconds) leads to ACWs containing a significative
amount of information; on the other hand, a low frequency
(e.g. daily) leads to the formation of ACWs containing a
small amount of information. In the first case, it is necessary
to have a sufficient amount of information as the variability
between consecutive information is low. In the second
case, consecutive information has high variability, therefore
ACWs containing much information would lead to inaccurate
estimates.

Following Section III-C presents the endogenous
estimation process carried out by ACAs.

C. ENDOGENOUS ESTIMATION
This section describes the endogenous estimation scheme
where ACAs rely on homogenous data to provide estimates
for missing information.

The endogenous estimation of missing information is
divided into two steps:

1) Cooperative weights evaluation: ACAs evaluate the
weights to be used for estimating missing information;

2) Missing information calculation: ACAs estimate
missing information using the calculated weights.

1) Cooperative Weights Evaluation
When ACAi is not able to perceive the environment through
a sensing device, an incompetence NCS occurs. Let t be the
time instant at which the information needs to be estimated
by ACAi. For the sake of simplicity, we assume that ACAi
has assembled the ACWs for the information before t.

The ACAi evaluates a subset ξ(t) containing the ACWs
that minimize the distance d(Ct, Ck),∀Ck ∈ ξ, k 6= t where
Ct is the ACW containing the information to be estimated at
time t and Ct /∈ ξ(t).

The ACAi evaluates a weight wt obtained as a weighted
average of the difference between the last two values of each
context Ck ∈ ξ(t). The distances between Ct and the ACWs
in ξ are used to calculate the weight wt: the smaller the
distance between an ACW Ck ∈ ξ(t) and the ACW Ct, the
more likely the missing information at time t will be similar
to the last value of the ACW Ck.

The calculation of wt is the average of the differences of
the last two context entries for each ACW Ck ∈ ξ by using
the distance d(Ck, Ct),∀Ck ∈ ξ. The value wt is calculated
in such a way to be independent from the sampling rate of the
data. The weight wt is computed as follow:
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wt =

∑
Ck∈ξ(t)

(
Ek` − Ek`−1

)
· d (Ct, Ck)∑

Ck∈ξ(t) d (Ct, Ck)
(2)

where Ct is the ACW containing the information to be
estimated at time t, Ck ∈ ξ(t), |ξ(t)| = 10, is the k-th most
similar ACW to Ct and Ek` and Ek`−1 are respectively the `th

and (`− 1)th context entries of the ACW Ck ∈ ξ(t), namely
the last two context entries of Ck.

The set ξ(t) contains a maximum of 10 ACWs. We
observed through experiments that HybridIoT is capable of
estimating accurate information even with a limited number
(10) of ACWs. Moreover, the use of a limited number of
ACWs is advantageous because it enables avoiding noise in
the estimation process.

2) Missing Information Calculation
Let Cj be the ACW of the ACAi containing the information
to be estimated at time t. The estimated context entry Ejt is
computed as follows:

Ejt = Ejt−1 + wt (3)

where Ejt is the estimate for the missing information at time
t, Ejt−1 ∈ Cj is the last information perceived by ACAi,
wt the weight obtained through a cooperation behavior
between ACAi and the other available agents. The weight
wt is calculated by (2). Equation (3) considers the last
information acquired because we assume that environmental
information perceived in consecutive temporal instants do not
present relevant changes. If there is no other agent in the
neighborhood of the ACA, then Ejt is the estimated value
for the missing information at time t. Finally, the ACW Cj is
updated by adding the context entry Ejt .

This section presented the endogenous estimation scheme
carried out by ACAs. The MAS approach enables the
estimation of accurate environmental information without
the need to install a large number of sensors in an
urban context. The endogenous estimation scheme enables
estimating missing information instantaneously by using
a multitude of information acquired through the available
sensing devices.

Section III-D presents the exogenous estimation scheme
for estimating missing information using heterogeneous
information.

D. EXOGENOUS ESTIMATION
The exogenous estimation is pursued after the endogenous
process and makes use of heterogeneous data to provide
accurate estimates. Exogenous estimation addresses the
lack of a sufficient number of sensing devices providing
homogeneous information.

The exogenous estimation process is divided into three
steps:

1) Evaluation of the set of cooperating ACAs: an ACA
determines the set of ACAs with which cooperates to
estimate missing information;

2) Cooperative evaluation of the set of weights: the
ACAs cooperatively evaluate the weights to be used for
estimating the missing information;

3) Evaluation of the estimate: the estimate for the
missing information is calculated using the obtained
weights.

1) Evaluation of the Set of Cooperating ACAs
The Exogenous estimation is based on a cooperative process
between different ACAs. However, a large number of ACAs
can be present in the environment, some of which are not
relevant for the calculation of the estimate. An ACA uses
one of the following criteria to choose the ACAs to cooperate
with:
• Nearest ACAs: the ACA cooperates with the nearest

ones in the environment (the Euclidean distance is
used);

• Most confident ACAs: the ACA cooperates with those
which have the highest degree of confidence.

The Nearest ACAs criterion enables to choose ACAs
that are in the immediate proximity of the ACA that has
encountered a NCS. The use of this criterion can be very
efficient in open environments where no barriers are present
(such as weather stations). For example, this criterion enables
to choose ACAs both inside and outside a building because of
their proximity, even if they could perceive information that
differs significantly.

The most confident criterion enables selecting a set of
ACAs that do not necessarily have to be in the immediate
proximity: ACAs are chosen according to the similarity
between the information perceived by the agents.

2) Cooperative Evaluation of the Set of Weights
Let t be the time instant at which the ACAi, associated with
the i-th sensing device, has to estimate the information, and
Γ(t) be the set of agents the ACAi cooperates with, evaluated
according to one of the previous criteria.

Let ξ(t) be the set of ACWs chosen by the ACAi
to estimate the missing information at time t, Σ(t) =
{σ1, σ2, ..., σk} with k = |ξ(t)| the indexes of the ACWs
chosen by ACAi, where σi ∈ Σ(t) is the index of the σith

ACW in ξ(t). In the exogenous estimation process, the set
Σ(t) is communicated to the other ACAs in Γ(t). In this way,
the ACAi provides to each ACA in Γ(t) an indication of
which are the temporal instants associated with ACWs that
are similar toCt, that is, the ACW containing the information
to estimate at time t. Each ACA in Γ(t), therefore, evaluates
the distance between the ACW observed at the time instant
t and the ACWs whose indices are indicated by the set Σ(t).
Each ACA calculates a weight by using the (2).

The cooperation between ACAs, therefore, yields a set W
of weights, one for each ACA in Γ(t). The weights in W
are calculated by ACAs that perceive both homogeneous and
heterogeneous information.
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3) Evaluation of the Estimate
Once the ACAi obtains a set W of weights through
cooperation with other agents, it evaluates one estimate for
each weight w ∈ W , resulting in a set of estimates. To avoid
taking into account information that is not relevant to the
output estimate, the ACAi evaluates a histogram H obtained
from an empirical cumulative distribution of the estimates.
The histogram H includes the estimates obtained from both
endogenous and exogenous estimation. The ACAi selects the
bin which average value is closest to the estimate obtained
by the endogenous process. Then the agent calculates the
average value of the elements within the bin. The result of the
average operation is returned as the estimate for the missing
information at time t.

Let Eend be the estimate obtained by ACAi through the
endogenous estimation process (calculated by using (3)). Let
f be a function that returns the mean of the values contained
in a bin Hk of the histogram H such that the difference
betweenHk and the endogenous estimateEend is minimized:

f(Hk) = |Hk − Eend| (4)

where Hk is the average of the values in the k-th bin of
the histogram of frequencies H . The ACAi evaluates the
estimate Eexo as follow:

Eexo =
argmink f(Hk) + Eend

2
. (5)

The average operator in (5) enables to weigh equally
the results obtained from endogenous and heterogeneous
estimation.

Fig. 4 resumes the cooperative estimation between ACAi
and the other agents. For the sake of simplicity, we show one
lane for all the agent with which the ACAi cooperates, as the
cooperative behavior is identical among the agents.

E. SYNTHESIS
This section presented the HybridIoT system for estimating
missing information in urban contexts through both
endogenous and exogenous estimations.

Thanks to cooperative behavior, the ACAs estimate
missing data using a large amount of data acquired from
sensors in the urban context. HybridIoT does not use any
specific data fusion technique for heterogeneous data; this is
an advantage because the system can use information whose
type is not known in advance. Nevertheless, heterogeneous
information cannot be used directly for estimating a missing
value. For example, it is not possible to estimate wind
speed information using only humidity values. To estimate
missing information using heterogeneous values, agents
indicate the trend that the missing information should
assume with respect to the last perceived value. A multitude
of indications, resulting from the presence of numerous
heterogeneous sensors, allows the ACA that encountered a
NCS to accurately estimate the missing values.

Section IV discusses the evaluation and the results
obtained by HybridIoT. We pursue multiple experiments to
validate both endogenous and exogenous estimations carried
out by ACAs on a real dataset.

IV. EXPERIMENTAL RESULTS
After discussing the proposed technique implemented by
ACAs for estimating missing information, this section
presents the results obtained by HybridIoT on a real weather
dataset. Section IV-A discusses the dataset, describing the
type of information, its size, the frequency of acquisition
and where data has been acquired. Following, the section
describes the k-fold technique used to validate the obtained
results. Then, we provide some details of the machine used
to validate the proposed solution. Two experimental cases
are presented: endogenous (Section IV-C) and exogenous
(Section IV-D) estimations. In the former case, we evaluate
our proposal using only one type of information (for instance,
the temperature). Although HybridIoT can estimate missing
information from continuous data of any type, we focus
on temperature values to evaluate the accuracy of the
proposed technique. We compared the results obtained by
endogenous estimation to those of state of the art techniques.
In the second experimental case, we evaluate the exogenous
estimation using the same dataset but estimating missing
temperature values using different types of information.
Section IV-E discusses the obtained results.

A. DATASET
We used a dataset containing real environmental information
acquired in the Emilia Romagna region in Italy [21]. In

ACA56ACA41ACA33ACAi ACAk

1: ncs = detectNCS()

3: cooperate(ξ)

2: ξ = detectSimilarContexts()

3.1: wk = calculateWeights(ξ)
3.2: {w1,…,wn}

4: E = evaluateEstimations({w1,…,wn})

6: e = estimate(E')

alt

       ncs = false

     ncs = true

5: E'  = getRelevantEstimations(E)

FIGURE 4: Steps of the cooperation between the ACA that
detected a NCS and the subset of neighbors agents with
which the ACA cooperates.
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FIGURE 5: Distribution of the temperature values (degree
Celsius) on the Emilia-Romagna region (obtained through
OpenStreetMap [22]) obtained from the dataset of 80 sensors.
The x-axis reports the longitude, the y-axis the latitude.

Emilia Romagna region, the prevailing climate is temperate
subcontinental, with hot and humid summers followed by
cold and harsh winters. Orographically the region is divided
almost symmetrically between the Po Valley and the hills and
mountains of the northern Apennines.

We considered the average daily air temperatures at 2
meters of altitude, the average daily solar irradiance, the
average daily wind speed at 10 meters of altitude and the
average daily air humidity at 2 meters of altitude. Data have
been collected in 196 days from September 8 2017 to April
25 2018.The days when some sensors were not operational
are not considered. We used two versions of this dataset for
the experimentations: (i) a version containing all the types
of information previously listed, that consists in an array of
8112 numerical values acquired from 9 weather sensors; (ii) a
version containing only temperature values, which results in
an array of 15680 numerical values acquired from 80 weather
sensors. This difference in terms of the number of samples
and sensors, between the two datasets versions, is because
for different days not all the information has been acquired
correctly by each sensor.

Fig. 5 shows the distribution of mean temperature values
for the first version of the dataset, obtained through a standard
normalized convolution: this is a non-direct methodology
widely used for filtering incomplete or uncertain data which
is based on the separation of both data and operator into
a signal part and a certainty part [21]. Fig. 5 shows that
temperatures are uniformly distributed over the territory
except in urban areas (center, north-west) where the
temperatures are more intense than in the rest of the region,
especially in the south-east part, closer to the Mediterranean
sea.

Fig. 6 shows the histogram of temperature values
frequencies for the first version of the dataset, containing
information acquired by the 80 sensors. The histogram shows
that on average the temperature perceived by the sensors in

FIGURE 6: Histogram of frequencies for the temperature
values from the dataset of 80 weather sensors.

the region is between 6.72°C and 9.51°C.
Fig. 7 shows the distribution of radiation, relative

humidity, wind speed, and temperature for the dataset
obtained from 9 weather sensors. Here, the wind speed is
more intense in the south-east part of the region, which
is closer to the Mediterranean sea, and as in Fig. 5, the
temperatures are higher in urban areas.

We do not report the histograms of the values for the
dataset obtained from the 9 sensors because the information
content is limited and the graphs would be superfluous.

B. EVALUATION METHOD
We used the k-fold cross-validation to evaluate the accuracy
of the obtained results. This validation technique partitions
the original sample in k subsamples. Among the k
subsamples, the k-th one is retained as the validation data,
for which estimated data is compared to the real information;
the remaining k − 1 subsamples are used as training data.
During the training phase, the ACAs assemble the ACWs
for the available data. During the test phase, the information
from the k-th partition is estimated, thus simulating the
unavailability of the sensor. The test phase is then repeated
k times, with each of the k subsamples used exactly once as
the test data.

Fig. 8 shows the pipeline used to evaluate the results
obtained by HybridIoT. The first step of the validation
consists in using the training partitions to define the ACWs
to be used for estimating the missing data (step ¶). The k-th
partition is being validated by estimating its data (step ·)
to simulate the unavailability of the sensor. During this step,
the agent pursues an endogenous estimation. Then, the ACA
determines the set of the other agents with which it can
cooperate to provide an accurate estimate (step ¸). Finally,
the ACA pursues an exogenous estimation by cooperating
with the available agents (step ¹). The steps ¶ to ¹ are
repeated for each partition. The estimates provided for all
the partitions are merged to compare the results to the real
values (step º). The average error is calculated by comparing
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FIGURE 7: Distribution of radiation, humidity, wind speed and temperature values in the Emilia-Romagna region (obtained through
OpenStreetMap [22]). The red markers represent the position of the weather sensors. The x-axis reports the longitude, the y-axis the latitude.

the estimated and the real values for each sensor of the
dataset (step »). In our experiments, we used a k value of
5, 10 and 15. For the dataset containing only homogeneous
information, the values of k chosen (5, 10, 15) yield to
test partitions containing respectively 20%, 9% and 6% of
data with respect to the size of the dataset. No significant
differences in terms of error were observed using different
values of k.

All the experiments were carried out on a machine
equipped with i7 − 7820HQ, 32GB RAM and Windows 10.
With such a configuration, estimating a missing value is
practically instantaneous. The proposed solution has been
developed in Java language and simulates a multi-agent
system distributed in a large scale environment. To evaluate
the performance of the solution with respect to the quality
of the estimation of missing data, we did not consider
additional computational overhead such as communication
costs between agents. Our implementation does not make use
of any particular agent-based technology.

The following subsection presents the results obtained by
HybridIoT using the endogenous estimation method on the
introduced dataset.

C. ENDOGENOUS ESTIMATION
We carried out both cooperative and non cooperative
evaluation: in the first case, the ACAs estimate missing
information by cooperating with the other agents, while in
the second case the agents use only their ACWs to estimate
missing information. When using cooperation, the ACAs
choose the ACAs with which it cooperates according to two
criteria:

• Nearest Agents: ACAs cooperate with the nearest with
respect to their position;

• Most Confident Agents: ACAs cooperate with those that
have a high confidence value.

In order to assess the effectiveness of the cooperation,
three evaluations have been carried out using different
percentages of ACAs involved in the cooperative process:
25%, 50% and 75% respectively. The results for the
cooperative scheme are calculated as the mean of the results
obtained by these three evaluations.

Fig. 9 shows the average error, in degree Celsius, obtained
by estimating temperature values through non cooperative
and cooperative cases using both agents selection criteria
described. For the non-cooperative case, the average error
among the considered sensors is 0.074°C, the standard
deviation is 1.865°C. For the cooperative case, the average

VOLUME 4, 2016 11



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2020.3028967, IEEE Access

ACWs definition using training partitions

Estimate missing data in partition k

(endogenous scheme)

Determine ACAs with which cooperate

Estimate cooperatively missing data in partition k

(exogenous scheme)

Start

End

T
ra

in
in

g
T

e
st

in
g

Merge estimation results

Any partition left?

1

2

3

n kkkkkkk
4

5

Evaluate error

6

no

yes

FIGURE 8: Main steps of the pipeline used to evaluate the
proposed solution.

error is 0.060°C, the standard deviation is 1.970°C using
the most confident agents criterion. By using the nearest
agents criteria, the average error is 0.081°C, the standard
deviation is 1.968°C. Fig. 9 shows that the results obtained
by the cooperative method are comparable to those obtained
by the endogenous (individual) estimation; this proves that
the joint operation of a collective of autonomous agents
can accurately estimate missing information. Moreover, the
most confident criterion gives better results than the nearest
criterion: cooperation between agents observing similar
environmental dynamics enable agents to provide accurate
estimates compared to the use of physically close sensors.
This result proves that the proposed technique constitutes
a step forward towards the development of large-scale
ubiquitous systems for the estimation of missing values,
where the distributed computation and the mutual interaction
between devices allow obtaining significant results and
addressing the challenges of openness and highly dynamic
environment.

We evaluated the endogenous estimation scheme
separately on different types of information to prove that
the proposed technique is able to estimate information of
different types without any configuration. Fig. 10 shows
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(a) Nearest neighbors criterion case.
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(b) Most confident neighbors criterion case.

FIGURE 9: Average absolute error (in degree Celsius)
obtained from endogenous estimation, for both cooperative
and non-cooperative cases. For the cooperative case, both
nearest neighbors criterion (Fig. 9a) and most confident
neighbors criterion (Fig. 9b) are used to evaluate the agents
with which cooperate.

TABLE II: Average absolute error obtained by endogenous
estimation.

Average Absolute Error
Most confident
agent strategy

Nearest
agent strategy

Humidity (%) 0.16320 0.16240
Solar radiation (W/m2) 0.15851 0.16265

Wind speed (m/s) 0.15888 0.16141

the absolute error obtained from estimating solar radiation,
average daily wind speed, and relative humidity. The error
obtained is fairly similar among the different information
because of the limited amount of information available and
the limited number of variations in the observed data.

Table II summarizes the average absolute error obtained by
using endogenous estimation on solar radiation, wind speed,
and relative humidity.

Although the information used is of a different type,
with different ranges of values and different distributions,
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FIGURE 10: Box plot of absolute error obtained through
the endogenous estimation, for both cooperative and non
cooperative cases, using solar radiation, wind speed, and
relative humidity. We used both the nearest neighbor criterion
and most confident criterion.

our technique enables obtaining a low error without any
configuration: it can intercept and learn the environmental
dynamics to accurately estimate missing information,
independently from its type. Two main consequences can be
discerned from the obtained results: the technique (i) makes
it possible to obtain precise estimates for different types
of environmental information, and (ii) allows estimating of
environmental information using information which type is
not known a priori; this suggests that the user does not
have to provide, in advance, any estimation or configuration
mechanism depending on the type of data and new types
of information can be introduced without any particular
modification.

1) Comparison to the State of the Art
The results obtained by the endogenous estimation have
been compared to state of the art techniques using the
KNIME analytic platform. This free software provides
a graphical drag-and-drop environment where pipelines
can be assembled by connecting nodes that perform data
analysis tasks [23]. In KNIME, nodes are components
represented as boxes having input and output ports. Each
node transforms and processes data according to specific
functionalities. Input/output connections ports allow data
to flow through the pipeline. The KNIME platform was
chosen for the experiments because of its availability, ease
of use and easy reproducibility of experiments that do not
require any programming languages. Moreover, in KNIME a
large number of regression techniques are available, which
enables a more exhaustive comparison with our proposal.
The following regression techniques have been used for
estimating missing information, the nodes being available on
KNIME: linear regression, polynomial regression, random
forest regression [24], fuzzy rules [25], gradient boost trees
regression [26], Autoregressive Integrated Moving Average
(ARIMA) [27], Pace regression [28], Radial Basis Function
(RBF) [29] and isotonic regression [30]. Pace regression,
RBF and isotonic regression nodes are available through the
Weka data mining framework [31], which can be integrated
with KNIME. The comparison with the state of the art does
not consider the methods described in Section II as authors do
not provide any tool to realize a comparison with the dataset
used in this paper.

The evaluation using the state of art techniques has been
carried out using the default configuration for each node.
Table III summarizes the default parameters used to configure
the nodes in KNIME.

The k-fold cross-validation and an auto-regressive model
are used to evaluate the accuracy of the state of the art
techniques; the required nodes are available in KNIME, using
a k value of 5, 10 and 15. An auto-regressive model assumes
that the previously observed samples can be used to predict
accurately the value at the next time step. For instance, we
used 4 samples to implement the auto-regressive model using
KNIME. There is no formal rule for choosing the value of
k to use for cross-validation. However, as k gets larger, the
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TABLE III: Configuration of state of art techniques nodes
available in KNIME.

Technique Properties
Linear Regression No properties
Polynomial Regression Maximum polynomial degree: 3
Random Forest Regression No properties
Fuzzy Rules Missing Values: Best Guess
Gradient Boost Trees Regression Missing Value Handling: XGBoost

Alpha: 1.0
ARIMA AR/I/MA order: 1

Estimation method: conditional likelihood [32]
Pace Regression Estimator: ordinary least squares

Threshold value: 2
RBF Number of Gaussian basis functions: 2

Ridge factor for quadratic penalty on output weights: 0.01
Tolerance parameter for delta values: 1.0e-6
Scale optimization option: one scale per unit
Use conjugate gradient descent: true
Use normalized basis functions: true
Size of the thread pool: 1
Number of threads to use: 1
Use random number seed: true

Gaussian Processes Level of Gaussian Noise with respect to transformed target: 1
Kernel used: polynomial

Isotonic Regression No properties

difference in size between the training set and the resampling
subsets gets smaller. Consequently, the difference between
the estimated and real values becomes smaller [33].

We used the 15 sensors that gave the worst results using
the endogenous estimation in HybridIoT to evaluate the state
of the art techniques. Fig. 11 shows the box plots that depict
the absolute error obtained by the state of art techniques,
calculated as the average among the considered folds (5, 10
and 15).

The results in Fig. 11 are obtained from the dataset
containing only temperature values. Although the average
error obtained for each sensor is less than 1°C, the proposed
cooperative approach outperforms the state-of-the-art
techniques. In fact, cooperation enables ACAs to use not only
information in their historic, but also information coming
from a multitude of agents in the environment.

We compared the results of the endogenous estimation
scheme to a pipeline of standard techniques using the same
dataset and cross-validation [21]. This pipeline includes
Voronoi tessellation to determine the geographical area to
which sensors belong, hierarchical clustering to group the
sensors that perceive similar information and normalized
convolution to estimate missing information. The areas of
two or more sensors are merged if their Voronoi areas are
adjacent and they are grouped by the clustering process.
Finally, for a given point, a normalized convolution is used
to estimate missing environmental information using the
sensors in the corresponding Voronoi region. Normalized
convolution is a standard method used to reconstruct
incomplete or uncertain data from a spatio-temporal signal
widely used in geo-statistical applications [34]. We used the
dataset of only temperature values for this evaluation.

Fig. 12 shows the comparison of results obtained by
this pipeline and HybridIoT using respectively the nearest
agents and most confident agents criteria for the cooperative
case. HybridIoT shows better results with respect to the
pipeline using both agents’ selection criteria (near agents
and most confident agents). Moreover, we outline some
fundamental differences from HybridIoT: (i) HybridIoT

can learn environmental dynamics and estimate missing
information instantaneously in areas of the environment
not sufficiently covered by sensors; (ii) HybridIoT enables
introducing new sensing devices at any time; (iii) using the
pipeline, a device that needs to estimate missing information
must be located in a region where at least one working sensor
must be present. In HybridIoT, an ACA can estimate missing
information through cooperation but also using previously
perceived values, thus overcoming the lack of sensors in the
proximity of the ACA.

We presented the results obtained by the endogenous
estimation scheme. We compared the results to those
obtained by state of the art regression techniques to assess
the accuracy of the results obtained. Also, we carried out a
comparison using a pipeline of standard techniques including
Voronoi tessellation and hierarchical clustering, on the same
dataset. In this case, HybridIoT outperforms the results
obtained by the pipeline.

The following section presents the results obtained by
HybridIoT using the exogenous estimation scheme.

D. EXOGENOUS ESTIMATION
As far as we know, nowadays no solution is available to
estimate missing information by integrating heterogeneous
information from different data sources. Because we
cannot compare the results obtained through the exogenous
estimation to any specific technique, we show that the
obtained are on a par with those obtained using the
endogenous scheme.

Exogenous estimation is addressed through cooperation
between ACAs that perceive different types of information.
In our experiments, we used the proposed technique to
estimate temperature values using ACWs containing solar
irradiance, humidity and wind speed.

As described in the previous paragraph, an ACA that
encountered a NCS evaluates different estimations for
each weight obtained from a cooperative process with
other agents. Then, the ACA evaluates a histogram of the
estimation values to exclude those that are not relevant. In
our experiments the number of bins has been set to 10:
this value was obtained by using the Freedman-Diaconis
rule [35], which allows calculating the size of the classes
of a histogram. The number of bins was calculated as the
median of the overall numbers of bins obtained by applying
the Freedman-Diaconis rule for all the sensors.

Fig. 13 shows the average error for the regional
temperature dataset using heterogeneous ACWs. As for
endogenous estimation, the estimation of a missing value
using the exogenous technique is almost instantaneous.

Table IV summarizes the average absolute error and the
standard deviation obtained by estimating the temperature
using heterogeneous ACWs. The results show that ACAs
can provide accurate estimates through heterogeneous
information without using any specific data fusion technique.
The error resulting from exogenous estimation is low
despite the used ACWs contains values that are semantically
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(b) Most confident agents criterion case

FIGURE 11: Box plot of absolute error (in degree Celsius) obtained by the state of the art techniques on the 15 sensors that gave
the worst results using the proposed solution. Fig. 11a compares the results of our solution using the nearest agents criterion,
Fig. 11b compares the results of our solution using the most confident agents criterion.

different from the temperature values. The information used
in this estimation scheme does not have significant variation
compared to the temperature values. Despite the differences
in the variations and information between ACWs, the results

in Table IV show that the proposed method can accurately
estimate missing information through heterogeneous values.

This section presented the results obtained through the
exogenous estimation scheme carried out by agents in
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(b) Most confident neighbors criterion case.

FIGURE 12: Average absolute error (in degree Celsius)
obtained from the pipeline that uses Voronoi tessellation and
Hierarchical clustering and HybridIoT, using nearest agent
(Fig. 12a) and most confident criterion (Fig. 12b).

TABLE IV: Average absolute error and standard deviation (in
degree Celsius) obtained by exogenous estimation.

Average Error
Most Confident Nearest
agent strategy agent strategy

Temp. from solar radiation 0.02716 0.03796
Temp. from humidity 0.02654 0.03679

Temp. from wind speed 0.02531 0.03914
Temp. from all info 0.07 0.05935

Standard Deviation
Most Confident Nearest
agent strategy agent strategy

Temp. from solar radiation 1.639136 1.645494
Temp. from humidity 1.646173 1.647901

Temp. from wind speed 1.64716 1.651358
Temp. from all info 1.65435 1.62805

HybridIoT. The following section discusses HybridIoT with
respect to the results obtained by both endogenous and
exogenous estimation schemes. We show that the results
obtained by exogenous estimation are on a par with those
obtained by the endogenous scheme.
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FIGURE 13: Box plot of absolute error (in degree Celsius)
obtained through exogenous estimation. Each box depicts the
error obtained using different types of ACWs and agents’
selection criteria.

E. DISCUSSION

The obtained results assess the validity of HybridIoT for
estimating missing heterogeneous information. With respect
to the state of the art techniques, our method does not require
any a priori configuration and the estimation of missing value
is almost instantaneous.

To prove the effectiveness of the exogenous estimation,
we show that the related results are on a par with those
obtained by the endogenous estimation, using the same
dataset. Fig. 14 shows the box plots of error, in degree
Celsius, obtained by comparing the real temperature values
with the estimates calculated through both endogenous and
exogenous estimations, this last using radiation, humidity and
wind speed. Fig. 14a shows the results obtained by using the
most confident agents criterion. Fig. 14b shows the results
obtained by using the nearest agents criterion. The sensors
used for this experiment are those that acquired correctly
all the available information (temperature, humidity, wind
speed, solar radiation) within the considered temporal period.
We used both the nearest agents and most confident criteria
for the cooperative scheme: in the two cases, the results show
that the exogenous estimation outperforms the endogenous
one.

The results in Fig. 14 show the presence of outliers in both
endogenous estimations using temperature and exogenous
estimations using all the information. The reason is that
temperature information is more subject to variations with
respect to the other information employed (for instance
humidity, radiance, wind speed). When estimating a missing
value using different types of information that do not
vary significantly in time, the weights generated by the
estimation process lead to a negligible variation of the
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(b) Most confident neighbors criterion case

FIGURE 14: Box plot of absolute error (in degree Celsius)
obtained by comparing the results of endogenous and
exogenous estimations. Fig. 14a shows the results obtained
by using the most confident agents criterion, Fig. 14b the
results obtained by using the nearest agents criterion.

last perceived value. Despite the two selection criteria,
the estimation process may include ACWs containing
environmental dynamics significantly different from the one
containing the information to be estimated. Therefore, some
estimates can be considered as outliers because they are
significantly different from the real value.

Applying exogenous estimation using all types of
information available is effective for estimating missing
information. Although applying exogenous estimation using
one type of different information (with respect to the one
that must be estimated) allows to obtain good results, the
error obtained by using all types of available information
is considerably low. This proves that using different types
of ACWs allows ACAs to evaluate accurate estimates by
exploiting multiple types of information perceived by sensors
available in the environment.

Thanks to HybridIoT, the ACAs can evaluate precise
estimates thanks to a cooperative behavior of ACAs.
Agents evaluate estimates instantaneously using information

perceived by the available sensors. Because each agent
pursues an autonomous computation and has a partial view
of the environment, the technique can be employed in large
scale urban contexts. Moreover, there is no need for any
particular configuration depending on the information used
or the sensing devices. Our proposal enables addressing the
property of openness thanks to the cooperative behavior
between agents: sensors can enter or leave the system at any
time without compromising its operation.

V. DEPLOYMENT IN URBAN CONTEXT
Today smart devices capable of sensing the surrounding
environment are becoming more and more affordable; low
prices lead to an increasing diffusion of these devices and
consequently to a rise in their production. The diffusion of
harmful gases for both the environment and citizens arises
from the massive production of these devices [36]. Using
already available devices such as smartphones or connected
vehicles could limit the number of sensors to deploy in an
urban context, lowering the demand for new devices and
thus their production. The use of these available devices
should not replace existing sensors; sensing infrastructure
should be capable of integrating smartphones and connected
vehicles with existing sensors to make the urban sensing
participatory. This integration is advantageous for the
sustainable development of cities: sensing infrastructures
integrate a large number of devices capable of perceiving
geo-localized information on a large-scale that allow for a
local and precise description of the environmental dynamics.
Integrating heterogeneous information can be beneficial to
experts for defining new services for citizens or improving
existing ones to achieve the smartness objective of a city.
Nevertheless, although the limited number of devices capable
of sensing the environment available on the market, we
assume that the low cost and miniaturization can lead to the
integration of sensors into devices such as smartphones or
connected vehicles.

The deployment of HybridIoT on a real context,
considering data acquired from existing sensors and mobile
devices such as smartphones, has no consequence on the
nominal operation of the system:
• operates regardless of the number of devices, these

can enter or leave the system without any external
intervention;

• delays in the transmission of information between
devices do not affect the functioning of the
system: agents evaluate estimates using the available
information which is geo-localized and provided with
time-stamps;

• mobility does not affect the functioning of the system:
agents perform a local computation in the part of the
environment where they are situated.

In the experiments conducted, the intermittence of sensors
enables simulating both openness and mobility properties.
Each ACA has a boolean variable which value is 1
if the associated sensor is turned on, 0 otherwise. By
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controlling this variable during the agent’s operation is
possible to simulate the intermittence of the associated
sensor, not affecting the functioning of the entire system. In
cross-validation, the value is set to 0 when evaluating the
estimates for a given test partition. In using this variable, it is
possible to simulate the malfunctioning of devices, therefore
assessing that the system addresses the property of openness
as agents cooperate only with available ACAs. Although
the results discussed are obtained from fixed devices, in
the demonstration of the proposed system [37], the sensors
can be relocated during the demonstration, thus showing
that HybridIoT is able to consider mobile sensors. This
functionality does not affect the operation of individual
agents.

Currently, we plan to deploy the proposed system on
the campus of the University of Toulouse III – Paul
Sabatier and to use devices and smartphones for collecting
information. The following factors are crucial for a reliable
implementation of the system on a real context:

• developing an application for mobile devices. Different
operating systems must be considered and therefore the
effort could be considerable. The mobile application
must ensure the privacy of users when gathering and
treating information perceived by personal devices.
Users should also agree to use the designed application
and participate in the experiments;

• implementing a communication protocol between
devices. In a personal device, several applications can
degrade the device performance. This can be overcome
by using lightweight application protocols that improve
smartphone performance in terms of bandwidth
consumption, battery lifetime, and communication
latency [38];

• managing communication delays due to the transmission
of remote information: the communication on
smartphones is bandwidth-limited and relatively
expensive, especially when access to the network is
achieved via cellular connection [39];

• verifying that the data acquired by the devices are
correct and that there are no anomalies that could
prevent the proper functioning of the system. In
this way, having data been perceived from devices
functioning properly, it is possible to validate the results
obtained by the proposed technique;

• building a consistent database for evaluating the results
obtained from the system deployed in a real context:
this requires continuous monitoring of the environment
from both ad hoc devices and smartphones. However,
smartphones functioning depends on the will of its
owner: the device is turned on/off according to
non-controllable patterns, therefore it is not possible to
exert strict control [39].

These factors are independent of the functioning of the
system, have no direct consequences in its operation and
parameters.

VI. CONCLUSION AND PERSPECTIVES
The development of sustainable smart cities requires the
deployment of ICT to ensure better services and available
information at any time and everywhere. As IoT devices
become more powerful and low-cost, the implementation
of an extensive sensors network for an urban context
can be expensive and resource-consuming. Moreover, the
production of IoT devices themselves leads to the production
of harmful gases into the environment.

This paper presented HybridIoT, a MAS based technique
to estimate missing heterogeneous information addressing
the properties of openness and large scale computation.
Using HybridIoT it is possible to avoid the installation of
a large number of sensors by using virtual devices able to
provide accurate information estimates where ad hoc sensors
are not available. This leads to relevant cost savings due to the
low number of sensors to be installed and the management
costs related to the sensor network. In this way, it is possible
to reach a significant compromise between an extensive
instrumentation of cities and the availability of information
at any time and everywhere.

The advantages of HybridIoT over the state of the art are
the heterogeneity, openness and scalability. Heterogeneity
enables to integrate different types of devices that could
perceive different types of information. Openness enables
sensing devices to enter or leave the system without the
need for any re-configuration. Cooperation enables agents
to exploit the data acquired from a multitude of devices to
estimate missing information.

We carried out experimentations using both homogeneous
and heterogeneous information of a real weather dataset, and
compared the results of endogenous estimation to state of
the art techniques. To the best of our knowledge there is no
technique whose results can be compared to those obtained
by our solution in case of exogenous estimation. The results
obtained by endogenous and exogenous estimations are
compared in order to show that the latter are on a par
with those obtained by the endogenous estimation. The
results assess the validity of our proposal in estimating
environmental information in large scale urban settings using
a limited number of heterogeneous devices.

HybridIoT does not require any input parameters or
configuration. The system can operate in open, dynamic
environments such as cities, where devices can appear or
disappear without any prior notification. Agents are able to
provide estimates in almost instantaneous time. The state
of the art techniques used to compare our proposal are
among the most common and powerful methods to carry
out regression over time series. However, these techniques
do not appear to be able to operate in open environments
where devices may appear or disappear unexpectedly and do
not make use of heterogeneous information which type is not
known a priori.

Further studies will focus on the use of HybridIoT in
different contexts, notably at building scale to improve the
energy consumption of appliances and at city scale using
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the Floating Car Data (FCD) to estimate in real-time the
traffic conditions by avoiding the installation of intrusive
technology. The estimated information can be used, in both
cases, to improve the quality of life of citizens. Possible
future developments of the proposed solution include a
mechanism to limit the number of weights to be used. This
could be done by introducing a threshold measure to avoid
the use of weights that lead to significant changes in the
estimated value since the last perceived information.
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