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## Introduction

Laser driven proton acceleration became more and more interesting for future applications - laser triggering, nuclear reactions control, production and probing of warm dense matter, "fast ignition" of Inertial Confinement Fusion targets, cancer treatment etc., [26]. In contrast to electrons and X-rays, protons and light ions deliver the most of their energy at the end of their path (Bragg peak). This is very convenient for applications in hadrontherapy because the particles can pass through healthy tissue without damaging it [42].

Currently, the mechanisms of laser driven acceleration are being improved to obtain higher energies per nucleon up to hundreds MeV . New generation of lasers will allow to achieving much higher intensities than the present ones, thus having the way towards future applications. The recent research is focused on decreasing beam divergence which is crucious parameter not only in medical applications such as hadrontherapy. There are many ways how to achieve more collimated beams such as applying various designs of targets [3], [8], [25], placing magnetic beam devices in the way of particles [13], [28], [29] or using ultra-intense short pulse regime of laser [14] and much more. Those approaches can be studied with aim of computer simulations such as Particle-in-cell method providing valuable information for experiments preparation.

This work builds on my bachelor degree project [42] and expands the knowledge about ion accelerating mechanisms and other related physical phenomenas. Moreover, it describes the theoretical background of particle in cell simulations and combines their results about reduction of divergence with Matlab program already presented in my bachelor thesis [42].

## Chapter 1

## Laser-driven ion beams

### 1.1 Basic theoretical background

## Definition of plasma

Plasma is a quasi-neutral system of charged or neutral particles which are coupled together by their electric and magnetic fields and show collective behavior (but it may not dominate).

## Quasi-neutrality

Quasi-neutral system is a system whose total charge in small volume (at least one Debye length which is a distance over which quasi-neutrality may break down, see 1.1) is equal to zero. Mathematically:

$$
\begin{equation*}
n_{e}=Z n_{i} \tag{1.1}
\end{equation*}
$$

where $n_{e}$ and $n_{i}$ denote electron and ion density, respectively. $Z$ is the average charge state, i.e. mean ion charge.

## Plasma frequency

One cannot deal with quasi-neutrality of very fast phenomenas, because charges are separated for a very short moment. Thus, a simple condition must be taken into account:

$$
\begin{equation*}
\tau \gg \omega_{p e}^{-1} \tag{1.2}
\end{equation*}
$$

where $\tau$ is characteristic time. From electron equation of motion and LHO differential equation one can derive electron plasma frequency $\omega_{p e}$ [24]:

$$
\begin{gather*}
v=\frac{\mathrm{d} \Delta}{\mathrm{~d} t} \Rightarrow m_{e} \frac{\mathrm{~d} v}{\mathrm{~d} t}=-e E=-e \frac{\sigma}{\varepsilon_{0}}=-\frac{e^{2} n_{e} \Delta}{\varepsilon_{0}} \Rightarrow \frac{\mathrm{~d}^{2} \Delta}{\mathrm{~d} t^{2}}+\frac{e^{2} n_{e}}{\varepsilon_{0} m_{e}} \Delta=0  \tag{1.3}\\
\omega_{p e}=\sqrt{\frac{e^{2} n_{e}}{\varepsilon_{0} m_{e}}} \tag{1.4}
\end{gather*}
$$

where $\sigma$ is charge per unit area, $E=\sigma / \varepsilon_{0}, \varepsilon_{0}$ is vacuum permitivity and $n_{e}$ is electron density satisfying the Boltzmann law:

$$
\begin{equation*}
n_{e}=n_{e 0} \exp \left(-e \varphi(x) /\left(k_{B} T_{e}\right)\right), \tag{1.5}
\end{equation*}
$$

where $\varphi(x)$ is electrostatic potential.
Similarly, ion plasma frequency is defined as:

$$
\begin{equation*}
\omega_{p i}=\sqrt{\frac{n_{i} Z^{2} e^{2}}{m_{i} \varepsilon_{0}}}=\sqrt{\frac{Z m_{e}}{m_{i}}} \omega_{p e} . \tag{1.6}
\end{equation*}
$$

## Critical Density

Depending on whether the incident laser frequency is lower or higher than $\omega_{p}$, the plasma is so-called overdense or underdense, respectively. The density known as critical denotes the boundary between underdense and overdense plasma and is given by cut-off frequency where the light frequency is equal to the plasma frequency $\omega_{p}$ :

$$
\begin{align*}
\omega=\omega_{p} & \Rightarrow \quad \omega^{2}=\frac{e^{2} n_{c}}{\varepsilon_{0} m_{e}},  \tag{1.7}\\
n_{c} & =\frac{\varepsilon_{0} m_{e}}{e^{2}} \omega^{2} . \tag{1.8}
\end{align*}
$$

Electromagnetic (EM) waves with frequency higher than plasma frequency $\omega_{p}$ interact with underdense plasmas conductively in contrast to EM waves with frequency lower than $\omega_{p}$ which assign dieletric behavior with overdense plasmas (the inertia of electrons retards their response). As a result, the underdense plasma is rather transparent to the radiation [32].

## Macroscopic parameters, Maxwell distribution function

In fact, the plasma is usually described by macroscopic parameters - electron and ion densities and temperatures $n_{e}, n_{i}$ and $T_{e}, T_{i}$, respectively. The temperature can be defined for a thermodynamic equilibrium via the Maxwellian distribution function $f\left(\varepsilon_{k i n}\right)$ in kinetic energy [32]:

$$
\begin{equation*}
f\left(\varepsilon_{k i n}\right)=\frac{2}{\sqrt{\pi}\left(k_{B} T\right)^{3 / 2}} \sqrt{\varepsilon_{k i n}} \exp \left(-\frac{\varepsilon_{k i n}}{k_{B} T}\right) . \tag{1.9}
\end{equation*}
$$

Kinetic energy can be also expressed by equipartition theorem. Assuming that, the relation for mean thermal velocity of electrons $v_{t e}$ moving in one direction is:

$$
\begin{equation*}
\varepsilon_{k i n}=\frac{1}{2} m_{e} v_{t e}^{2}=\frac{1}{2} k_{b} T_{e} \quad \Rightarrow \quad v_{t e}=\sqrt{\frac{k_{B} T_{e}}{m_{e}}}, \tag{1.10}
\end{equation*}
$$

where $k_{B}$ is Boltzmann constant and $m_{e}$ means electron mass.

## Collision frequency

The thermal equilibrium is ensured by collisions. The rate of the momentum transfer between particles is expressed by collision frequencies. We divide collisions according to their collision angle into scattering at large angles (bigger than $90^{\circ}$ ) or small angles which are more frequent in plasma. For both cases the collision frequency could be derived with assumption that electron velocity is bigger than termal velocity $v_{0} \gg v_{T e}[24]$ :

$$
\begin{align*}
\nu_{c ~ l a r g e} & =\frac{4 \pi n_{0}}{\left(4 \pi \varepsilon_{0}\right)^{2}} \frac{q^{2} q_{0}^{2}}{m^{2} v_{0}^{3}}  \tag{1.11}\\
\nu_{c \text { small }} & =\frac{8 \pi n_{0} e^{4}}{\left(4 \pi \varepsilon_{0}\right)^{2} m_{e}^{2} v_{0}^{3}} \ln \Lambda \tag{1.12}
\end{align*}
$$

where $v_{0}$ is electron speed, $\ln \Lambda$ is Coulomb logarithm and $n_{0}$ is particle density. These relations are the most frequent ones, but in fact, collision frequnecy can be derived for each action by statistical approach from Fokker-Planck (FP) equation (the solution process is demonstrated in [21]). Collision frequency does not relly on velocity when it is slow, e.g. flow of electric current. On the contrary, for rapid particles the colission frequency $\nu_{c}$ decreases rapidly with increasing velocity and scales as:

$$
\begin{equation*}
\nu_{c} \sim v_{0}^{-3} \tag{1.13}
\end{equation*}
$$

which is actually case of collisional frequencies (1.11) and (1.12). Thus, for high speed particles we can work under approximation of collisionless plasma.

## Debye length

Charged plasma particles are influenced by generated electric field which can be decomposed into two components - average field and fluctuations over Debye length $\lambda_{D}$, i.e. $\vec{E}_{\text {micro }}=\langle\vec{E}\rangle+\delta \vec{E}$. Debye length is length over which the field contribution of single charge is shielded by surrounding electrons [32].
Charges can be spontaneously separated only at a distance allowed by their thermal energy, i.e. the distance, where all the heat energy changes into potential one. Taking $\Delta$ as a thickness of electrons layer moving from ion background, the potential energy of electron is equal to its thermal energy, when it moves over one $\Delta$ [24]:

$$
\begin{equation*}
U_{p o t}=-e E \Delta=\frac{e^{2} n_{e} \Delta^{2}}{\varepsilon_{0}}=k_{B} T_{e} \tag{1.14}
\end{equation*}
$$

Then, the electron Debye length is given by:

$$
\begin{equation*}
\lambda_{D e} \equiv \Delta=\sqrt{\frac{\varepsilon_{0} k_{b} T_{e}}{n_{e} e^{2}}} . \tag{1.15}
\end{equation*}
$$

The number of particles within the so-called Debye sphere is called plasmatic parameter $N_{D}$ and is given by:

$$
\begin{equation*}
N_{D}=\frac{4 \pi}{3} \lambda_{D e}^{3} n_{e} \tag{1.16}
\end{equation*}
$$

When $N_{D} \gg 1$ we are talking about ideal plasma.

## Collective behavior

The term collective behavior denotes particle interaction by macroscopic electromagnetic fields unlike microscopic ones by which the particles interact with binary collision. Collective action is characterized by electron plasma frequency $\omega_{p e}$ which is stronger than the binary operation characterized by collision frequency $\nu_{c}$, i. e. $\omega_{p e}>\nu_{c}[24]$.

### 1.2 Accelerating mechanisms of ion beams in solid targets

Apart from conventional acceleration techniques there is also a possibility to produce particle beams by ion acceleration based on high intensity laser interaction with matter. These beams are comparable with those from conventional accelerators in terms of brightness, pulse duration, emittance and compact source size. Due to their parameters (e.g. energy, divergence, ...) they can be used for various applications including fast ignition, proton radiography, development of compact facilities for laser-driven ion beam radiotherapy, hadrontherapy (a healing of radiation-resistant tumors), nuclear research and so on [29].
The main problem the laser accelerators have to face is producing of divergent proton beams with high energy spread, which caused a big decrease in the number of particles delivered for therapy or other applications. Thus, the main goal is to avoid this divergence.
There are two main acceleration scenarios able to explain the observation of fast ions in a typical experiment on femtosecond laser pulse interaction with solid foil targets. Both of them are demostrated in Fig. 1.1. In the first scenario called Radiation Pressure Acceleration (RPA), the electrons are pushed into the target by ponderomotorive force (i.e. by the radiation pressure of the incident laser beam) and the ions are accelerated from the target front side by the generated electrostatic field. The force is so strong that it can pushes an overdense target inwards, which causes a sharp growth in density profile and changes the shape of its surface. This phenomena is known as Hole boring. RPA could be more efficient with circularly polarized laser pulses [43], [20]. The second scenario which is based on a generation of hot electrons is called Target Normal Sheath Acceleration (TNSA) and is very common in experiments. In nutshell, a laser pulse generates a population of very energetic hot electrons which can pass through the target and cause unbalance in charge on target rear side. The resulting electrostatic field finally leads to ions acceleration.


Figure 1.1: A simple sketch of laser-driven ion acceleration from thin foils; [26]

For experiments thin metal or insulator foil targets are usually used due to their easy characterisation and positioning. Ions accelerated in such targets are mainly protons originated from low-Z hydrocarbon or water deposits which can be removed e.g. by target heating or laser ablation. Experiments have demonstrated acceleration of protons to almost 160 MeV , having a range $17,4 \mathrm{~cm}$ in water, which is almost suffucient for proton cancer therapy requiring $150-250 \mathrm{MeV}$ protons. The result was obtained with nano- $\mathrm{CH}_{2}$ targets using 150 TW laser in the relativistically transparent regime [17]. Moreover, the laser system is capable of generating the full 250 MeV in conformity with the obtained scaling laws [17].

### 1.2.1 Target Normal Sheath Acceleration (TNSA)

The proton acceleration by an ultraintense laser pulse ( $\sim 10^{20} \mathrm{~W} / \mathrm{cm}^{2}$ ) was explained by the Target Normal Sheath Acceleration (TNSA) model [35]. The scenario is demonstrated in Fig. 1.2. Firstly, a very intense current of hot electrons can be generated on the front side of the target. This current may or may not pass through the target. If the hot electrons reach its rear side they cause an unbalance in charge resulting in a strong electrostatic potential. For better understanding, we can imagine this as a double layer of positive (ions) and negative (electrons) charges, which generates an electrostatic field. As soon as electrons reach the rear side and pass the target-vacuum boundary they can be attrached back to the target. In fact, the most energetic ones escape, but the majority of electrons return back to the target (because of acceleration by electrostatic power) or even reach the front side where the TNSA mechanism can be observed as well or they start the cycle again. Due to the electrostatic field the ions on the target rear side will be ionized and accelerated. The direction of the accelerated ions from the rear side is normal to the target (forward acceleration following the direction of the electric field), therefore the mechanism is commonly known as Target normal sheath acceleration (TNSA). The accelerated ions leave the target together with comoving electrons forming a quasineutral plasma cloud. Because the plasma density in this volume drops dramatically after the detachement from the target and temperature stays high, recombination effects are negligible for propagation lengths in the range of several meters [16]. Typically energy of about $1-50 \mathrm{MeV}$, scalling with $I^{\frac{1}{2}}$, can be obtained [26].


Figure 1.2: Target normal sheath acceleration; [32]
In fact, the species of accelerated ions depends on the purity of the target. If the target con-
tains a water or hydrocarbon contaminants on its surface, protons are accelerated the most because to its the highest charge-to-mass ratio. Thus, for efficient acceleration of heavy ions one must have a very cleaned target which we can obtain by various techniques like target heating or laser ablation [12].

TNSA can be mathematically described by the model of free isothermal expansion into a vacuum of a plasma occupying initially a space in front of the target $(x<0)$. From equation of motion, continuity and Poisson equation (1.18), (1.19), (1.17) with assumption of Boltzmann equilibrium we will get the self-similar solution in the form of rarefaction wave (1.20). This solution is valid on the scale length larger than the Debye radius, where assumption of quasineutrality is valid:

$$
\begin{equation*}
\Delta \phi=\frac{\rho}{\epsilon_{0}}=\frac{e}{\epsilon_{0}}\left(n_{e}-Z n_{i}\right) \tag{1.17}
\end{equation*}
$$

where $\phi$ is electric potential, $e$ is elementary charge, $\epsilon_{0}$ permitivity, $Z$ is atomic number, $n_{e}$ is electron density following the Boltzmann distribution $n_{e}=n_{e 0} \cdot \exp \left(e \phi / T_{e}\right)$ and $n_{i}$ is ion density following $n_{i}=0$ for $x<0$ or $n_{i}=n_{i 0}$ for $x>0$. Ion expansion into a vacuum is described via combination of continuity and motion equations:

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+v_{i} \frac{\partial}{\partial x}\right) n_{i}=-n_{i} \frac{\partial v_{i}}{\partial x}  \tag{1.18}\\
& \left(\frac{\partial}{\partial t}+v_{i} \frac{\partial}{\partial x}\right) v_{i}=-\frac{Z e}{m_{i}} \frac{\partial \phi}{\partial x} \tag{1.19}
\end{align*}
$$

Now, self-similar variable is defined as $\xi=x / t$ and the quasineutrality condition $n_{e}=Z n_{i}$ is taken into account. Then, the solution of set of equation (1.17) - (1.19) describes rarefaction wave:

$$
\begin{equation*}
Z n_{i}=n_{e 0} \cdot \exp \left(-\xi / c_{s}-1\right), \quad v_{i}=c_{s}+\xi, \quad e \phi=-T_{e}\left(\xi / c_{s}+1\right) \tag{1.20}
\end{equation*}
$$

The relation for maximum accelerating electric field is obtained by integrating (1.17) :

$$
\begin{align*}
\vec{E} & =\nabla \phi  \tag{1.21}\\
E_{a c}=\int_{0}^{\infty} \frac{e}{\epsilon_{0}}\left(n_{e}-Z n_{i}\right) \mathrm{d} x & =\int_{0}^{\infty} \frac{e}{\epsilon_{0}}\left(n_{e 0} \cdot \exp \left(e \varphi(x) / T_{e}\right)-Z n_{i}\right) \mathrm{d} x  \tag{1.22}\\
E_{a c} \approx \frac{T_{e}}{e \lambda_{D 0}} & =\sqrt{\frac{n_{e 0} T_{e}}{\epsilon_{0}}} \tag{1.23}
\end{align*}
$$

the variable $T_{e}$ denotes the product $T_{e} \equiv T_{e l} k_{B}$, where $T_{e l}$ is the electron temperature and $k_{B}$ is Boltzmann constant, $\lambda_{D 0}$ is Debye length in the unperturbed plasma of electron density $n_{e 0}$.
Because the system acts as a rarefaction wave, its front is moving vith the maximum ion velocity. This maximum speed can be traslated into the cutoff energy of accelerated ions:

$$
\begin{equation*}
\varepsilon_{i m a x} \approx 2 Z T_{e} \ln ^{2}\left(\tau+\sqrt{\tau^{2}+1}\right) \tag{1.24}
\end{equation*}
$$

and subsequently into total energy of accelerated ions [32]:

$$
\begin{equation*}
W_{i t o t}=\int \varepsilon_{i} \frac{\mathrm{~d} N}{\mathrm{~d} \varepsilon_{i}} \mathrm{~d} \varepsilon_{i}=Z T_{e} n_{i 0} c_{s} t_{a c c} \tag{1.25}
\end{equation*}
$$

where $t_{a c c}$ is ion acceleration time. Moreover, the laser-to-ion conversion efficiency can be expressed as the ratio of $W_{i t o t}$ and the laser pulse energy $\varepsilon_{L t o t}$ :

$$
\begin{equation*}
\eta_{i}=W_{i t o t} / \varepsilon_{L t o t} . \tag{1.26}
\end{equation*}
$$

In TNSA regime, the maximum ion/proton energy is determined by the hot electrons (see relation (1.25)) and consequently, the maximum proton energy is dependent on the peak intensity of a laser pulse with scaling $\sim I^{\frac{1}{2}}$.

### 1.2.2 Radiation pressure acceleration

There is also a possibility of developing a significant contribution to acceleration at the front surface of the target, where the mechanisms act on ions at the front side in the vicinity of the laser focus. The main idea is that the intense radiation pressure of the laser pulse, represented by ponderomotive force, pushes an overdense target inwards, which causes a sharp growth in density profile and changes the shape of its surface. This process is known as "hole boring". In other words, when the laser pulse reaches the relativistic critical surface it forces the target electrons inwards and electrostatic field is growing as a result of charge separation balancing the ponderomotorive force. In fact, this can be expressed by balance between total radiation and electrostatic pressure as follows:

$$
\begin{equation*}
\frac{1}{2} \epsilon_{0} E_{e s}^{2}=\frac{1+R}{c} I_{L} \approx \frac{2}{c} I_{L}, \tag{1.27}
\end{equation*}
$$

where $E_{\text {es }}$ is electric field caused by charge separation, $I_{L}$ is laser pulse intensity, $R$ is target reflectivity (usually taken as $R \approx 1$ ), $\epsilon_{0}$ is vacuum permeability and $c$ is speed of light.
When the electrons are pushed into the target, the ions due to the charge separation on the front side are free to be accelerated by electrostatic field $E_{e s}$ and their maximum energy is:

$$
\begin{equation*}
\varepsilon_{i m a x}=\frac{Z m_{e} c^{2} a_{0}^{2}}{m_{i} \gamma_{L}} \tag{1.28}
\end{equation*}
$$

where $Z$ is atomic number, $m_{e}$ is mass of electron, $m_{i}$ is mass of ion, $c$ is speed of light, $a_{0}$ is parametr expressed as $a_{0}=e E / m_{e} c \omega$ and $\gamma_{L}$ is a gamma factor of the laser [32].

In contrast with TNSA we get energy scaling with laser intensity $I$ instead of $I^{\frac{1}{2}}$, which is clearly a great advantage. On the other hand, the front surface acceleration is expected to produce a large-divergent ion beams due to the curved critical density interface where the charge separation is present (hole boring). The "hole boring" acceleration is considered as a particular regime of the radiation pressure acceleration (RPA). Another aspect which have to be taken into account is polarization of the laser pulse. If the laser pulse is linearly polarized, many experiments demonstrate that TNSA produces higher energy particles with smaller divergence and a higher efficiency than RPA [32]. Nevertheless, radiation pressure acceleration mechanism preveals with circularly polarized laser beams at normal incidence on a foil, which can suppress most electron heating mechanisms such as resonance absorption, vacuum heating, $\vec{j} \times \vec{B}$ heating etc.
RPA regime is suitable for accelerating ions by a laser pulse with peak intesity $>\sim 10^{23}$ $\mathrm{W} / \mathrm{cm}^{2}$. In addition this intensity can be lowered to $\sim 10^{21} \mathrm{~W} / \mathrm{cm}^{2}$ by focusing a circularly polarized laser pulse on a nanometer-thick target. RPA-dominated regime is suggested for the monoenergetic proton/ion generation. The main goal is to obtain a monoenergetic proton beams at a lower intensity $\left(\sim 10^{20}-10^{21} \mathrm{~W} / \mathrm{cm}^{2}\right)$ even with a linear polarization [35].

### 1.3 Electron acceleration mechanisms at the critical surface

Target normal sheath acceleration is mostly observed ion acceleration mechanism in experiments and hot electrons play a crucial role in it. Thus, studying electron accelerating mechanisms have a great importance.
The heating mechanisms can be divided into two groups depending on the laser intensity:

- If the laser intensity is below $10^{15} \mathrm{~W} / \mathrm{cm}^{2}$, the plasma is heated by electron-ion collisions and absorption mechanisms such as collision absorption, normal and anomalous skin effect cause heating of all electrons. Relatively long time is needed for efficient heating, thus, the long laser pulse times ( $\sim$ ns) are applied. Then, more than $80 \%$ of the laser pulse energy can be delivered into plasma.
- If the laser intensity is higher than $10^{16} \mathrm{~W} / \mathrm{cm}^{2}$, the plasma is heated by collisionless absorption mechanisms. If the plasma has step-like or very steep density profile, the absorption of laser energy takes place due to Brunel vacuum heating or $\vec{j} \times \vec{B}$ heating. Naturally, if the plasma has not step-like or very steep density profile, the resonant absorption plays a crucial role. In contrast to collisional heating mechanisms, in colisionless ones only a part of electrons gain most of absorbed energy; such population of fact electrons is called hot.


## Hot electrons

Relaxation time of hot electrons is large compared to the plasma expansion time. Thus, after interaction two temperatures $T_{h}, T_{c}$ (hot and cold electrons) are considered with Boltzmann distribution for electron density:

$$
\begin{equation*}
n_{e}=n_{h}+n_{c}=n_{h 0} \exp \left(e \varphi / T_{h}\right)+n_{c 0} \exp \left(e \varphi / T_{c}\right), \tag{1.29}
\end{equation*}
$$

where $\varphi$ is electrostatic potential and $T_{h}$ can be found experimentally or can be estimated from ponderomotive potential [32].

### 1.3.1 Brunel vacuum heating

Laser pulse is absorbed for instance by Brunel vacuum heating. In this case, the p-polarized laser pulse (polarized light with its electric field along the plane of incidence) is obliquely incident on the surface, thus, the electric field can pull electrons out of the steep plasma. This mechanism works for high laser intensities, because amplitude of oscillating electrons driven by electric laser field is larger than the density scale length, so electrons will bring away and transform the energy of laser pulse to the kinetic energy of the plasma when they reach the overdense plasma region [9], [32].
Assuming that the overdense region is located $z<0$, the electric field of obliquely incident laser wave has two components - oscillating perpendicular or parallel to the surface. Then, electric field is given by:

$$
\begin{equation*}
E_{z}(t)=E_{p} \sin (\omega t+\phi)=E_{0} \sin (\alpha) \sin (\omega t+\phi), \tag{1.30}
\end{equation*}
$$

where $E_{p}$ is the oscillating electric field perpendicular to the plasma surface, $E_{0}$ is a uniform static electric field and $\alpha$ is the incidence angle of the wave.

The energy deposed by Brunel vacuum heating is transported by hot electrons in the bunches ejected once per laser period. Firstly, the electrons are pushed inside the plasma, where they obtain only a small amount of energy because of the electric field which is strongly attenuated in plasma (case $(\omega t+\phi) \in(0 ; \pi)$ and $\left.E_{z}>0\right)$. Contrarily, electrons gain very high energy in the second half laser period when they are ejected into vacuum (case $(\omega t+\phi) \in(\pi ; 2 \pi)$ and $E_{z}<0$ ). Time of electron expulsion influences electron trajectory. Moreover the selfconsistent electric field is created, when many electrons are ejected simultaneously. As a consequence of oscillating laser field and self-consistent electric field, the most electrons turn back into the plasma without restoring forces behind the skin layer.
The average energy of electrons is proportional to ponderomotive potential $\varepsilon_{e} \sim U_{p}$, where $U_{p}=m_{e} c^{2}\left(\sqrt{1+a_{p}^{2}}-1\right)$. In the most cases, the distribution of such electrons is considered to be maxwellian because the electrons are accelerated in different phases of the laser field [32].
When electric field $\sim E_{p}$ and energy $\sim U_{p}$ one can write relations for the number of ejected electrons $\delta N_{e}$ and the thickness of the ejected layer $d$ as following:

$$
\begin{equation*}
E_{p} \simeq e \delta N_{e} d / \varepsilon_{0}, \quad e E_{p} d \simeq U_{p} \tag{1.31}
\end{equation*}
$$

In Fig. 1.3 angular dependence of vacuum heating predicted by Brunel model is shown. Curves depend on the dimensionless amplitude (non-dimensionless is $A_{0}$ ) of the vector potential $\vec{A}$ of the electromagnetic laser wave given by $a_{0}=\frac{a A_{0}}{m_{e} c}=\frac{e E_{0}}{m_{e} c \omega}$.


Figure 1.3: Angular dependence of vacuum heating predicted by Brunel model; $\eta_{v h}$ is efficiency, $\theta$ is incidence angle of the wave, $a_{0}$ is dimensionless amplitude of the vector potential; [18]

### 1.3.2 Relativistic $\vec{j} \times \vec{B}$ heating

Contrary to Brunel vacuum heating, $\vec{j} \times \vec{B}$ heating is the electron heating scenario for the normal incidence of laser pulse onto the target, moreover, the oscillating part of the electric
field perpendicular to the plasma surface $E_{p}$ is zero. This scheme becomes important for relativistic laser pulse intensities i.e. when $a_{0}>1$ (where $a_{0}$ is given by $I \lambda^{2}=1,38 \cdot 10^{18} \cdot a_{0}^{2}$ ). In this case, the $\vec{v} \times \vec{B}$ component of the Lorentz force can heat electrons.
Another difference between Brunel and $\vec{j} \times \vec{B}$ heating is that in $\vec{j} \times \vec{B}$ scenario bunches of hot electrons are ejected twice per laser period. In fact, this is the point how distinguish between Brunel and $\vec{j} \times \vec{B}$ heating in numerical simulations.
The force which ejects electrons twice per laser period in the normal direction, acts as follows [32]:

$$
\begin{equation*}
F_{p} \sim \frac{m_{e} \omega c a_{0}^{2}}{\sqrt{1+a_{0}^{2}}} . \tag{1.32}
\end{equation*}
$$

Ejected electrons create self-consistent field which, together with the oscillating force of the order of $F_{p}$, returns electrons back into the plasma, similarly to Brunel vacuum heating. Moreover, same as in Brunel model, those electrons feel no restoring forces after passing skin layer. For number of ejected electrons $\delta N_{e}$ and the thickness of ejected layer $d$, the following relations are valid:

$$
\begin{equation*}
F_{p} \simeq e^{2} \delta N_{e} d / \varepsilon_{0}, \quad F_{p} d \simeq U_{p}, \tag{1.33}
\end{equation*}
$$

where $U_{p}$ is characteristic electron energy; $U_{p}=m_{e} c^{2}\left(\sqrt{1+a_{0}^{2}}-1\right)$. Similarly to Brunel heating, the average energy of electrons is $\varepsilon_{p} \simeq U_{p}$.

### 1.3.3 Resonance absorption

When a p-polarized laser pulse is obliquely incident on a continuously increasing plasma density, then resonant absorption will dominate as a collisionless absorption mechanism.
Firstly, the laser wave with incidence angle $\alpha$ gets through the underdense plasma. Naturaly, laser wave reach the critical surface, where the electron density can be expressed as $n_{e}=n_{\text {crit }} \cos ^{2} \alpha$, and will be reflected there. Electron plasma wave is resonantly excited by laser field at critical density surface. Subsequently, this wave is damped by various mechanisms - for lower intensities by collisions and Landau damping, for higher intensities by particle trapping and wave breaking [32].

### 1.4 Divergence of laser-driven ion beams

The ion beams produced form flat taget are typically divergent with half angle $0^{\circ}-25^{\circ}$, depending on proton energy, since the expanding field front on the target rear side is Gaussian in shape [8], [33].

Improvements in the quality of the laser-driven proton beams produced from flat foil target, thus, decreasing their divergence, have been demostrated by small devices installed close to the target [28], [42] or by using various targets. For instance double layer targets [11] can produce collimated and monoenergetic proton beams, curved [30] or (micro)structured targets [25] focuses a divergent beam, where focal legth is determined by the target curvature. Monochromatic collimated laser-driven proton beam can be obtained by using microlense devices with two synchronized carefully aligned high-intensity laser beams [36]. Moreover, the
assembled target - flat-target [3] and microlense attached bellow [19] are making the proton beam divergence smaller without any additional laser beam. In addition, a conical cavity target holder is used to produce quasi-monochromatic pencil beam [29]. Some of these methods will be discussed in next subchapters.

### 1.4.1 Decreasing divergence by various targets

## Decreasing divergence by ultra-thin targets

In comparison to $\mu \mathrm{m}$ targets, more than 10 times reduction in the divergence, when using the nanometer thick foils, was demostrated. Proton beams with extremely small divergence about half angle only $2^{\circ}$ was observed. These beams demostrate surprising collimation over the whole energy range and reach 6 MeV where, moreover, typical increasing of divergence with decreasing energy is not observed. Furthermore, the similar results were obtained form 2D particle-in-cell simulations which also establish that the small divergence $\theta$ is a result of a steep longitudinal electron density gradient [3]:

$$
\begin{equation*}
\theta=\arctan \left\langle\frac{\partial n_{e}}{\partial y} / \frac{\partial n_{e}}{\partial z}\right\rangle \tag{1.34}
\end{equation*}
$$

where the angle brackets denote the average along the trajectory and $y$ and $z$ are the transversal and the longitudinal dimension, respectively. The laser pulse propagates along $z$-axis with target normal incidence.

In general, experimental results show that reduction in foil thickness implies beams with smaller divergence. The most common experimental approaches are based on TNSA mechanism with $\mu m$ targets. In addition divergence of such produced ion bunches depends on the electron density and phase space distribution behind the target. Firstly, those parameters are influeced by the laser profile and then, they are changed during the path through the target.

2D PIC simulations confirm experimental results. For instance, divergence is comparably small $\left(2-4,6^{\circ}\right)$ and indicates decreasing value for decreasing target thickness. Moreover, none noticeable divergence dependence on energy was measured. On the other hand, the maximum proton energy slightly depends on the position of the target. In addition, 2D simulations show interisteng scaling laws. The first for divergence and the laser FWHM diameter $\theta \sim\left(D_{L}\right)^{-1 / 2}$ and the second for divergence and laser intensity with other parameters unchanged $\theta \sim\left(I_{0}\right)^{1 / 4}$ [3].

## Decreasing divergence by curved targets

There is another way how to compensate divergence. Curved back surface of the target causes that the accelerated proton beam will converge. In Ref. [8] ion beam focusing dynamics is studied with picosecond and micrometer time/space resolution. Curved targets are irradiated by a high intensity short pulse laser. Moreover the experiments are coupled with 2D PIC simulations and the main results are [8]:

- $\sim 30 \mu \mathrm{~m}$ convergence diameter is observed for ion beam accelerated from $800 \mu \mathrm{~m}$ diameter curved target
- significant fillamentation occurs in the converging plasma
- focus location depends on proton energy; most of protons focus at the geometric target center
- the exact location of laser illumination on the curved target modifies the directionality of the ion beam, but not affects the ability to focus

Moreover, 2D PIC simulations suggest that with higher laser intensities, focusing of the proton beam will improve. In addition, experiment as well as simulations demonstrate that lower energy protons have a larger divergence, which is consistent with previous results [8].

## Decreasing divergence by targets with micro-structures on their rear side

Using microstructures on the target rear side was considered to be a way how to decrease divergence and, thus, improve the quality of ion beams for applications. Two cases of the laser impact on the rear surface of the target are depicted in Fig. 1.4. Naturaly, when the laser focus is located between the walls, the walls create a shilding electric field which finally leads to much lower divergence typically about $\sim 2^{\circ}$ (case rear1). In contrary, when the laser focus is located opossite of the wall (thus, lying in a line, corresponding to the case rear2) shielding of the normal direction is formed and protons cannot be accelerated in this direction. This leads to large divergences with half angles about $\sim 10^{\circ}$. The interpretation of previous two cases gives an important rule: a proton angular distribution is strongly dependent on the relative position of the laser focus and the microstructure on the rear surface. Thus, for larger focal diameter than the microstructure period, the relative position of the laser focus do not affect the angular divergence [25].


Figure 1.4: (a) Schematic of the foil target with the structure at the rear side (arrows denote focus center position in 2 different simulations); (b) angular distribution of protons accelerated to energy $>30 \mathrm{MeV}$; [25]

Microstructures at the foil front surface may affect the obtainable ion energies and ion number, more details in Ref. [25].

### 1.4.2 Decreasing divergence by beam devices

## Magnetic Solenoids

Improvements in the quality of the laser-driven proton beams produced from flat-foil target, thus, decreasing their divergence, have been demonstrated by small beam optic devices installed close to the target. For instance, magnetic solenoid can be used in transport system of the beamline. The crucial for understanding this focusing phenomena is to understand the beam dynamics in solenoid magnetic field. A detailed description can be found in Ref. [42].

Focusing of charged beams in a solenoid magnetic field can be described by a simple geometry:
We will assume the charged particle beam, where only four particles on the beam surface $(A, B, C, D)$ will be taken into account for studying beam behavior. Each particle moves on a circular trajectory in the $x-y$ plane which is depicted by dotted lines in Fig. 1.5. Moreover, each particle touches the solenoid axis just once and returns to its circular trajectory. After some time and a certain distance the particles move on their trajectories to new spots. The new positions of the particles are marked as $A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}$. For better understanding there is also a particle $E$ which is not situated on the beam surface at the beginning and its new position $E^{\prime}$ is in the volume of the new focused beam shown as a dashed circle. The radius of the original beam decreases from $O A$ to $O A^{\prime}$. This is the main process of periodic focusing in a uniform magnetic field.

In my previous work [42], the using of magnetic solenoid is demonstrated with the help of numerical simulations. A simple matlab program modelling a charged particle beam trajectories and computing emittances in the solenoid was developed. In this matlab code, the trajectories are calculated by equations of motion of charged particles in the magnetic field of solenoid.
Based on the knowledge of initial particle beam emittance, a set of particles in the phase space was generated by a random function. Then, the system of three differential equations of motion in cylindrical magnetic field are solved for initialized particles:

$$
\begin{array}{rr}
m\left(\ddot{r}-r \dot{\theta}^{2}\right)=e r \dot{\theta} B_{z} & \text { focusing } \\
m(2 \dot{r} \dot{\theta}+r \ddot{\theta})=e\left(\dot{z} B_{r}-\dot{r} B_{z}\right) & \text { rotation } \\
m \ddot{z}=-e r \dot{\theta} B_{r} & \text { acceleration } \tag{1.37}
\end{array}
$$

The results of the simulation are shown in Fig. 1.6. In this case, the beam of 100 protons is initialized with emittance $0.5 \pi \cdot \mathrm{~mm} \cdot \mathrm{mrad}$. Then, the beam is moving in the magnetic field of solenoid along z-axis. The length of solenoid is 15 cm and the magnetic field in the centre of solenoid is set to 17.2 T .

In the simulation, a focused beam of protons was observed at z-distance about 35 cm from the front edge of the solenoid. At later stage of the beam propagation in solenoid, the beam is again divergent. However, if the magnetic field and the length of the solenoid would be setup properly, divergence of initial proton beam could be decreased. This will be one of the tasks for our future research.


Figure 1.5: Focusing in the region with a uniform magnetic field; $A, B, C, D, E$ - particles' positions at the beginning, $A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}, E^{\prime}$ - particles' positions after focusing, $O$ - the centre of the beam; [22]


Figure 1.6: Examples of spatial views of charged particle beam trajectories in magnetic field of solenoid; a) y-x plane, b) 3D graph; Parameters of the beam: 100 protons, initial emittance $0.5 \pi \cdot \mathrm{~mm} \cdot \mathrm{mrad}$ initial magnetic field in the solenoid centre 17.2 T , focus at 0.35 m

## Quadrupole magnets

Quadrupole magnets ( PQMs ) are very strong focusing magnets arranged in quadrature, i.e. they are rotated $90^{\circ}$ from each other and spaced-apart by electrical insulators, Fig. 1.7. In
fact, PQMs are used for making particle beams more convergent when they move through.


Figure 1.7: A batch of quadrupole magnets built for ATF2 by collaborators at IHEP, Beijing; [13]

Unlike curved targets or microspheres etc., the miniature permanent quadrupole magnets with small aceptance angles is divergence-decreasing components which could be used for high repetation rate operations. Focusing of a stable, at 1 Hz repetition-rated, laser-driven 2.4 MeV proton source using Ti:sapphire laser system and conventional PMQ pair is demonstrated in Ref. [28]. The proton beam is focused at the distance of 650 mm from source with focal spot of $\sim 3 \times 8 \mathrm{~mm}^{2}$. Moreover, the results are confirmed with Monte Carlo particle trajectory simulation. The expremintal setup is demostrated in Fig. 1.8, further informations can be found in Ref. [28].

## Conical cavity target holder

A divergence decreasing method using a target holder with an array of conical cavities is reported in Ref. [29]. The cavity is used for inducing an electric field. Thus, protons emitted from the target are collimated when they are traveling through the cavity. The holder used in experiment on J-KAREN Ti:sapphire laser system at Japan Atomic Energy Agency is made from alluminium and contains 16 conical cavities by 4 mm spacing arranged in a row. Moreover, the results obtained with conical target holder not significantly depend on the target material or thickness. In addition, its great advantage is that the conical cavities are not destroyed by the laser pulse, so only the target foil have to be replaced. This target holder and whole experimental set-up can be seen in Fig. 1.9.
Numerous of hot electrons are emitted from the surface of the target holder during the laser pulse-holder interaction and leave the holder charged. A strong electric potential grows and enlarges over the surface with relativistic velocity. Then, created electric field has a component normal to the surface which finally leads to collimated protons with certain energies. The


Figure 1.8: Schematic view of the experimental setup. The proton beam produced by the interaction between the short pulse Ti:sapphire laser and the $12.5 \mu \mathrm{~m}$ polyimide tape target propagate into the PMQ devices. Those PMQs manipulate the orbit of the proton beam. The intensity profile of the focused proton beam is measured by the CR-39 nuclear track detector covered with the Al range filter. The proton spectrum is measured by the TOF spectrometer.; [28]
focusing strength of an electrostatic lens changes substantially with beam energy. As a result, a 7 MeV proton beam of more than $10^{16}$ particles have been collimated to 16 mrad by focusing $2 \mathrm{~J}, 60$ fs Ti:sapphire laser onto targets from different materials $\left(\mathrm{Al}, \mathrm{Si}_{3} \mathrm{~N}_{4}\right)$, [29]. Unfortunately, the obtained values are too low for hadron therapy treatment which requires a well collimated $\sim 200 \mathrm{MeV}$ proton beam. In theory, if ten times stronger collimating electric field will be applied within the volume of the conical cavity with the same size of the target but with a three times greater height, the well colimated 200 MeV proton beam will be obtain at 5 cm away from the target [29].

### 1.4.3 Decreasing beam divergence in the ultra-intense short pulse regime

It was shown experimentally that divergence of proton beams accelerated during ultra-intense laser irradiation of thin foils can be influenced by varying laser contrast. The laser contrast is the ratio of the main pulse intensity to that of the nanosecond amplified spontaneous emission (pre-pulse). Thus, the careful control of the laser contrast is crucial in laser-driven ion applications. A surprising decrease from $20^{\circ}$ to $10^{\circ}$ is observed when the increasing laser contrast using a double plasma mirror system is used (contrast was increased by a factor of $\sim 10^{3}$ ). Moreover, the improved collimation persisted over a various thickness of targets (from 50 nm to $6 \mu \mathrm{~m}$ ); the increased flux was measured with thinner targets [14].
Naturaly, the properties of laser-driven ion beams are driven by the parameters of the laser such as pulse duration, intensity or energy. With increasing laser intensity, the effect of prepulses and amplified spontaneous emission become more significant. The aim of experiments is to have the pre-pulse as low as it is possible in contrast to peak of laser intensity, because the pre-pulse may form preformed-plasma on the front surface of the target and, thus, ionize the target before the main pulse will come. This causes serious problems - for instance, the sheath acceleration mechanism is suppressed by reducing the peak accelerating electric field due to the pre-plasma existence.


Figure 1.9: Experimental setup. Whole view of the target holder and cut away view of one of the conical cavities in the target holder arranged in a row are shown. The distribution of the static electric fields for acceleration ( $E_{\text {acc }}$ ) and collimating ( $E_{\text {coll }}$ ); [29]

Hydrodynamics and 2D PIC simulations demonstrate that the key factor in altering the proton beam emission profile is a change in the fast electron generation process due to the pre-plasma presence. In the case of low contrast (i.e. short scale length $\sim 1 / 4 \lambda$ ), fluctuations in divergence is observed with varying target thickness $(6-20 \mu \mathrm{~m})$, however, in high contrast (i.e. long scale length $\sim 5 \lambda$ ) case the divergence stays constant over two orders of magnitude in target thiskness. In Fig. 1.10 the spatial profile of the accelerating longitudinal field along the rear surface after the peak of the acceleration is demonstrated. The profile is clearly different in the case of high and low laser contrast. For the low contrast case, the curvature is significantly lower and the protons from a significantly larger transverse region on the rear surface are accelerated by the sheath. In the case of the high laser contrast, at the beginning there is a high electron density which, as time goes on, results in a on axis peaked field where only protons within a few focal spots are accelerated to the highest energies [14].

### 1.5 Applications

Laser-driven ion beams have a great importance in a number of technological applications since the high internsity pulsed lasers were developed. Nowdays, the research is focused on decreasing divergence and energy spread of such beams. They can be a very promising source in medicine, for example for short-lived isotope production (positron emission tomography, PET), radiotherapy or hadrontherapy for treating malign tumors. Nevertheless, applications do not only cover biophysics, but also ion-driven fast ignition inertial confinement fusion, accelerators injectors or isochoric heating of solid-dense matter etc.

This work is taking into accound the ion cancer therapy (hadrontherapy), but there is a long way to go. Currently, hadrontherapy systems does not fit with the strict radiological requirements (ion energy, ion dose, etc.). Moreover, beside technical aspects, the biological


Figure 1.10: a) and b) $E_{x}$ field spatial profiles along the rear surface showing the difference in sheath evolution between high and low contrast cases at ( $t_{\text {sim }}=320 \mathrm{fs}$ ); [14]
consequences of short ion bunches associated with ultrashort laser pulses have to be better understood [42]. One of the current limitations of laser driven ion sources is the characteristic large divergence of such beams. Thus, this is the reason why the various method for avoiding divergence are discussed in this paper.

## Chapter 2

## Particle in cell Simulations (PIC)

### 2.1 Plasma modelling

There are three main possible descriptions in plasma modelling:

- Kinetic description - Kinetic model deals with general distribution function $f_{\alpha}\left(t, x_{\alpha}, v_{\alpha}\right)$, where index $\alpha$ means particle species. Boltzmann transport equation (BTR) is the equation describing a time evolution of the general distribution function $f_{\alpha}\left(t, \vec{x}, \overrightarrow{v_{\alpha}}\right)$. It can be derived with assumption of $\alpha$-particles colissions with target from $\beta$-particles [21]:

$$
\begin{equation*}
\frac{\mathrm{d} f_{\alpha}\left(t, \vec{x}, \overrightarrow{v_{\alpha}}\right)}{\mathrm{d} t}=\sum_{\beta} S_{\alpha \beta}, \tag{2.1}
\end{equation*}
$$

where right side is called Boltzmann collision integral. The commonly used BTR equation has the form:

$$
\begin{equation*}
\frac{\partial f_{\alpha}}{\partial t}+\left(\vec{v}_{\alpha} \cdot \vec{\nabla}_{x}\right) f_{\alpha}+\frac{1}{m_{\alpha}}\left(\vec{F}_{\alpha} \cdot \vec{\nabla}_{v}\right) f_{\alpha}=\sum_{\beta} S_{\alpha \beta} . \tag{2.2}
\end{equation*}
$$

The right side express the collisional term which vary for different approaches to collisions. The resulting equations are called Fokker-Planck, Landau, Boltzman, BGK (Bhatnagar-Gross-Krook) or Vlasov equation [21]. The last case is suitable for collisionless plasma, i.e. the low temperature plasma where collisions are negliable. Thus, the collision term in BGK is zero:

$$
\begin{equation*}
\frac{\partial f_{\alpha}}{\partial t}+\left(\vec{v}_{\alpha} \cdot \vec{\nabla}_{x}\right) f_{\alpha}+\frac{1}{m_{\alpha}}\left(\vec{F}_{\alpha} \cdot \vec{\nabla}_{v}\right) f_{\alpha}=0 . \tag{2.3}
\end{equation*}
$$

- Particle description - Plasma is a system of single charged and neutral particles in vacuum. The plasma is described by electrons and ions moving under the influence of electric and magnetic field (due to their own charge) and of laser field [32]. Electromagnetic field is described via Maxwell equations for electric field $\vec{E}$ and magnetic field $\vec{B}$ :

$$
\begin{array}{rlr}
\nabla \times \vec{E}+\frac{\partial \vec{B}}{\partial t}=0, & \nabla \cdot \vec{B}=0, \\
\nabla \times \vec{B}-\varepsilon_{0} \mu_{0} \frac{\partial \vec{E}}{\partial t}=\mu_{0} \vec{j}, & \nabla \cdot \vec{E}=\frac{\rho}{\varepsilon_{0}}, \tag{2.5}
\end{array}
$$

where $\vec{j}$ is current density, $\varepsilon_{0}$ is permitivity, $\mu_{0}$ is permeability and $\rho$ is charge density. For practical reasons, computer simulations of plasma using particle codes are limited to $N \approx 10^{8}$ particles, but the typical value for laboratory laser-plasma is $N \approx 10^{15}$ [32]. Thus, something as "simulation particle" called macroparticle containing a large number of real particles is presented. However, the decreasing number of particles means increasing noise.
Particle-in-cell is an example of such particle plasma modelling.

- Hydrodynamic description - For hydrodynamic description not only Maxwell equations, conservation laws of mass, momentum and energy, but also equations of state are required. Moreover, a state of local thermodynamic equilibrium is assumed. For system with relatively low intensities ( $\approx 10^{15} \mathrm{~W} / \mathrm{cm}^{2}$ ) and relatively long laser pulses (ns) is taking plasma as a fluid a good approximation. Nevertheless, the model is not always valid because of an assumption of local thermodynamic equilibrium LTE (for instance, temperature and pressure can be defined only in LTE) [32].


### 2.2 Computational Approach difference between Vlasov equation and PIC code

Assume the Vlasov equation (2.3) with single-particle density $f(\vec{r}, \vec{p})$, where $\vec{r}$ and $\vec{p}$ are position vectors of the particle in phase space. Naturaly, each of them has three components, thus, we have to solve Vlasov equation in six-dimensional phase space, which is very computationaldemanding even for 1D. Usually, finite differences on the Eulerian grid is used for solving the partial differential eqauation of Vlasov.


Figure 2.1: (left) Vlasov method: distribution function on Eulerian grid in 2D phase space; (right) PIC method: numerical macroparticles sample the distribution function.

The reason of wasting so much computational effort and cost is clear from the Fig. 2.1, where one plane of phase space with distribution function is shown. This distribution function is non-zero in dashed cloud, which represents the amount of phase space occupied by plasma particles and conversely zero in clear white surrounding space, where any particle is present. Regardless of whether the particles are in the region or not, all cells of the grid are included in numerical solving, which explains so high demands to computational power. Moreover, the impropriety of this computational approach rises with each dimension, because the empty space become bigger and bigger. Thus, solving kinetic collisionless Vlasov equation in sixdimensional phase space is almost impossible. On the other hand, there is one indisputable advantage od Vlasov codes and so the possibility of producing smooth results. This is mostly the reason why this codes are still studied.

Fortunately, there is Particle-in-cell (PIC) method which can solve Vlasov equation more elegant. To clarifying, when we use the Fig. 2.1 again, we can see that the greatest advantage is approximation of distrubution function by a set of finite phase-fluid elements (FPEE). Then the equation for distribution function is:

$$
\begin{equation*}
f_{s}(\vec{r}, \vec{p})=\sum_{k} W_{k} S\left(\vec{r}-\vec{r}_{k}, \vec{p}-\vec{p}_{k}\right) \tag{2.6}
\end{equation*}
$$

where $W_{k}$ is the weight of $k$-th particle of species $s$ and $S\left(\vec{r}-\vec{r}_{k}, \vec{p}-\vec{p}_{k}\right)$ is the shape of particle in the phase space or the support function; $\vec{r}$ is coordinate of the particle and $\vec{r}_{k}$ is an observation point in phase space; for $\vec{p}$ the same notation is valid. In fact, the shape function is introduced, because real particles can occur anywhere in the space, but PIC simulation can compute the values of macro-quantities (i.e. particle density, current density) only in the node of the grid. Consequently, the real particles are assigned to simulation as macroparticles with specific shape (small squares in Fig. 2.1(b)). Moreover, the shape function has to satisfy the following conditions [37]:

- space isotropy,
- charge conservation,
- increasing accuracy (convergence) for higher-order terms.

Now, the evaluation of the shape function in 2D phase space is given by:

$$
\begin{equation*}
S\left(x, p_{x}\right)=1 \quad \text { for } \quad\left|x-x_{k}\right|<\frac{\Delta x}{2}, \quad\left|p-\left(p_{x}\right)_{k}\right|<\frac{\Delta p_{x}}{2} \tag{2.7}
\end{equation*}
$$

where $\Delta x$ is width along $x$ axis and $\Delta p$ is width along $p$ axis. In nutshell, when the real particle is inside examining cell with proportions $\Delta x \times \Delta t$, the shape function is equal to 1 . Vlasov equation can be substituted by the following set of relativistic equations of motion for macroparticles [32]:

$$
\begin{equation*}
\frac{\partial \vec{r}_{k}}{\partial \vec{t}}=\frac{\vec{p}_{k}}{\gamma m_{k}}, \quad \frac{\partial \vec{p}_{k}}{\partial \vec{t}}=q_{k}\left(\vec{E}_{k}-\frac{\vec{p}_{k}}{\gamma m_{k}} \times \vec{B}_{k}\right), \quad \gamma=\sqrt{1+\left(\frac{\vec{p}_{k}}{m_{k} c}\right)^{2}} \tag{2.8}
\end{equation*}
$$

where $\vec{B}_{k}$ is magnetic field at the position of $k$-th particle, similarly $\vec{E}_{k}$ is electric field in the same place, $\gamma$ is relativistic factor and $m_{k}$ is rest mass of $k$-th particle. In general, the greatest advantage of PIC code is that is not computed in the regions where any particle is present.

### 2.3 Basic four-step Particle-in-cell scheme (PIC)

For solving a certain class of partial differential equations a four-step PIC scheme can be used for each dimension cases. The former, a list of individual steps is presented here and the latter, we will give a detailed explanation of each of them in 2D. A brief cycled plan of 4-step PIC is demostrated in Fig. 2.2.


Figure 2.2: Basic cycled four-step scheme of Particle-in-cell method

## 1. Integration of equations of motion

An extraction of $i$-th particle velocity $\vec{v}_{i}$ and position $\vec{x}_{i}$ from the equation of motion is based on Lorentz force $\vec{F}_{i}$ :

$$
\begin{equation*}
\vec{F}_{i}=\frac{\mathrm{d}\left(\gamma \vec{v}_{i}\right)}{\mathrm{d} t}=\frac{q}{m_{i}}\left(\vec{E}_{i}+\vec{v}_{i} \times \vec{B}_{i}\right) . \tag{2.9}
\end{equation*}
$$

Firstly, we will get velocity $\vec{v}=\frac{\mathrm{d} \vec{x}}{\mathrm{~d} t}$ and then by integration with respect to time position $\vec{x}$. For better accurancy the leap-frog scheme [5] instead of Forward Difference method [5] is usually used to perform the integration. Therefore, velocities are evaluated at time $t=(n+1 / 2) \Delta t$ and positions at time $t=n \Delta t$.

Leap-frog scheme
The Leap-frog scheme is an improvement of numeric Euler method, which can be derived by replacing the forward difference in Euler method by central difference [5]. Its advantage is
mainly better accurancy, however it is unstable.


Figure 2.3: Leap-frog scheme; (a) positions are calculated at time $t=n \Delta t$; (b) velocities are calculated at time $t=(n+1 / 2) \Delta t$

## 2. Charge and current densities

Secondly, charge and current densities $\rho, \vec{J}$ are computed in the node of the grid, where continuity equation must be satisfied:

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\nabla \cdot \vec{J}=0 \tag{2.10}
\end{equation*}
$$

## 3. Integration of field (on grid)

From the previous step we obtain charge and current density. Subsequently, it is possible to solve the Maxwell equations (2.11) - (2.14) and get electric and magnetic field $\vec{E}, \vec{B}$ on the grid.

$$
\begin{align*}
\nabla \times \vec{E} & =-\frac{\partial \vec{B}}{t}  \tag{2.11}\\
\nabla \times \vec{B} & =\mu_{0} \vec{J}+\frac{1}{c^{2}} \frac{\partial \vec{E}}{\partial t}  \tag{2.12}\\
\nabla \cdot \vec{E} & =\frac{\rho}{\epsilon_{0}}  \tag{2.13}\\
\nabla \cdot \vec{B} & =0 \tag{2.14}
\end{align*}
$$

If the fields do not change much during one time step, they can be computed on the grid only from Poisson equation for potentials [21].

## 4. Interpolation of fields

In last step electric and magnetic fields are interpolated from the mesh to the particle positions.

### 2.4 Computational steps of 2D PIC code

### 2.4.1 STEP ONE: Integration of equations of motion

In PIC particle solver the leap-frog scheme is used, thus similarly as velocities are evaluated at time $t=(n+1 / 2) \Delta t$ and positions at time $t=n \Delta t$, magnetic filed is evaluated at $t=(n+1 / 2) \Delta t$ and electric field at time $t=n \Delta t$. Firstly, the second Newton law is used:

$$
\begin{equation*}
\vec{F}=\frac{\mathrm{d} \vec{p}}{\mathrm{~d} t}=m \cdot \frac{\mathrm{~d} \vec{v}}{\mathrm{~d} t}=q(\vec{E}+\vec{v} \times \vec{B}), \tag{2.15}
\end{equation*}
$$

where Lorentz force $\vec{F}=\mathrm{d} \vec{p} / \mathrm{d} t$ is substituted by time central difference with dimensionless momentum of the particle $\vec{u}=\vec{p} /(m c)$ :

$$
\begin{align*}
\frac{\vec{u}^{n+1 / 2}-\vec{u}^{n-1 / 2}}{\Delta t} & =\frac{q}{m}\left(\frac{\vec{E}^{n}}{c}+\frac{\vec{u}^{n}}{\gamma^{n}} \times \vec{B}^{n}\right),  \tag{2.16}\\
\frac{\vec{x}^{n+1}-\vec{x}^{n}}{\Delta t} & =\frac{\vec{u}^{n+1 / 2}}{\gamma^{n+1 / 2}}, \tag{2.12}
\end{align*}
$$

where $\vec{B}^{n}$ is approximated by arithmetic mean $\vec{B}^{n}=1 / 2 \cdot\left(\vec{B}^{n-1 / 2}+\vec{B}^{n+1 / 2}\right)$ and $\gamma^{n}$ is relastivistic factor satisfying an equation:

$$
\begin{equation*}
\gamma=\sqrt{\left(1+(\vec{u})^{2}\right)} . \tag{2.18}
\end{equation*}
$$

Equations (2.16), (2.17) and (2.18) are three main relations for moving particle in relativistic plasma [5], [32].
Now, approximations for dimensionless momentum $\vec{u}^{n}$ (2.25) and magnetic field $\vec{B}^{n}(2.24)$ will be prepared, because $\vec{u}^{n}, \vec{B}^{n}$ are not known yet. From Maxwell equation for $\nabla \times \vec{E}$ (2.11), central time difference and $\vec{B}^{n}$ we obtain:

$$
\begin{align*}
\nabla \times \vec{E} & =-\frac{\partial \vec{B}}{\partial t},  \tag{2.19}\\
\nabla \times \vec{E}^{n} & =-\frac{l \vec{B}^{n+1 / 2}-\vec{B}^{n-1 / 2}}{\Delta t},  \tag{2.20}\\
\vec{B}^{n-1 / 2}-\Delta t \nabla \times \vec{E}^{n} & =\vec{B}^{n+1 / 2},  \tag{2.2.2}\\
\vec{B}^{n} & =\frac{\vec{B}^{n+1 / 2}-\vec{B}^{n-1 / 2}}{2} \rightarrow \vec{B}^{n+1 / 2}=2 \vec{B}^{n}-\vec{B}^{n-1 / 2}  \tag{2.22}\\
\vec{B}^{n-1 / 2}-\Delta t \nabla \times \vec{E}^{n} & =2 \vec{B}^{n}-\vec{B}^{n-1 / 2}  \tag{2.23}\\
\vec{B}^{n} & =\vec{B}^{n-1 / 2}-\frac{\Delta t}{2} \nabla \times \vec{E}^{n} . \tag{2.24}
\end{align*}
$$

Approximation for dimensionless momentum is a simple arithemetic mean:

$$
\begin{equation*}
\vec{u}^{n}=\frac{\vec{u}^{n+1 / 2}+\vec{u}^{n-1 / 2}}{2} \tag{2.25}
\end{equation*}
$$

where $\vec{u}^{n+1 / 2}$ and $\vec{u}^{n-1 / 2}$ are substituted in agreement with Boris Method [5]. In fact, it is the standard for particle pushing in plasma simulation codes:

$$
\begin{equation*}
\vec{u}^{n-1 / 2}=\overrightarrow{u^{-}}-\frac{q \vec{E}^{n} \Delta t}{2 m c}, \quad \vec{u}^{n+1 / 2}=\overrightarrow{u^{+}}+\frac{q \vec{E}^{n} \Delta t}{2 m c} . \tag{2.26}
\end{equation*}
$$

Now, by substituting (2.25), (2.24) and (2.26) into (2.16):

$$
\begin{align*}
\frac{\vec{u}^{n+1 / 2}-\vec{u}^{n-1 / 2}}{\Delta t} & =\frac{\vec{u}^{+}+\frac{q \vec{E}^{n} \Delta t}{2 m c}-\overrightarrow{u^{-}}+\frac{q \vec{E}^{n} \Delta t}{2 m c}}{\Delta t}=\frac{q \vec{E}^{n}}{m c}+q \frac{\vec{u}^{n+1 / 2}+\vec{u}^{n-1 / 2}}{2 m \gamma^{n}} \times \vec{B}^{n}  \tag{2.27}\\
\frac{\overrightarrow{u^{+}}-\overrightarrow{u^{-}}}{\Delta t}+\frac{q \vec{E}^{n}}{m c} & =\frac{q \vec{E}^{n}}{m c}+q \frac{u^{+}+\overrightarrow{u^{-}}}{2 m \gamma^{n}} \times \vec{B}^{n} \tag{2.28}
\end{align*}
$$

the following relation is derived:

$$
\begin{equation*}
\frac{\overrightarrow{u^{+}}-\overrightarrow{u^{-}}}{\Delta t}=\frac{q}{2 m \gamma^{n}}\left(\overrightarrow{u^{+}}+\overrightarrow{u^{-}}\right) \times \vec{B}^{n} \tag{2.29}
\end{equation*}
$$

The factor $\gamma^{n}$ may be used to calculate a time-centered kinetic energy where the identity $(\gamma-1) m c^{2}=m u^{2}(\gamma+1)^{-1}$ is used.
Furthermore, the basic geometry in Fig. 2.4 is utilized to derive the expression for performing the rotation. Firstly, the vector $\vec{u}^{\prime}$ is find by bisecting the angle $\theta$ between $\vec{u}^{-}$and $\vec{u}^{+}$(pre and post rotation relativistic momentum; where $\vec{u}=\vec{v} \gamma$ ). Then, from geometry:

$$
\begin{equation*}
\tan \frac{\theta}{2}=-\frac{q B \Delta t}{2 \gamma^{n} m c} \tag{2.30}
\end{equation*}
$$



Figure 2.4: Boris method; velocity space showing the rotation from $v^{-}$to $v^{+}$. The velocities shown a projections of the total velocities onto the plane perpendicular to $\vec{B}$, dimensionless momentum $\vec{u}$ is used in text assuming the relation $\vec{u}=\gamma \vec{v} ;$ [5]

Because $\vec{B}$ is fixed and $\theta$ is not too large [5], approximationtan $\theta \simeq \theta$ can be used. Then, the following equation can be written:

$$
\begin{equation*}
\tan \frac{\theta}{2}=-\tan \left(\frac{q B \Delta t}{2 \gamma^{n} m c}\right) \tag{2.31}
\end{equation*}
$$

Moreover, assuming the substitution:

$$
\begin{equation*}
t=-\tan \frac{\theta}{2} \tag{2.32}
\end{equation*}
$$

the relations for $s$ and $r$ defined by $\sin \theta$ and $\cos \theta$ are:

$$
\begin{align*}
& s \equiv-\sin \theta=-2 \sin \frac{\theta}{2} \cos \frac{\theta}{2}=\frac{-2 \tan \frac{\theta}{2}}{1+\tan ^{2} \frac{\theta}{2}}=\frac{-2 t}{1+t^{2}}  \tag{2.33}\\
& c \equiv \cos \theta=\cos ^{2} \frac{\theta}{2}-\sin ^{2} \frac{\theta}{2}=\frac{\frac{\cos ^{2} \frac{\theta}{2}-\sin ^{2} \frac{\theta}{2}}{\cos ^{2} \frac{\theta}{2}}}{\frac{\cos ^{2} \frac{\theta}{2}+\sin ^{2} \frac{\theta}{2}}{\cos ^{2} \frac{\theta}{2}}}=\frac{1-t^{2}}{1+t^{2}} \tag{2.34}
\end{align*}
$$

Rotation in 2 D is given by the relations:

$$
\begin{align*}
x^{\prime} & =x \cos \theta-y \sin \theta  \tag{2.35}\\
y^{\prime} & =x \sin \theta+y \cos \theta \tag{2.36}
\end{align*}
$$

then the rotation from (2.29) could be estimated as:

$$
\begin{align*}
& u_{x}^{+}=c u_{x}^{-}+s u_{y}^{-}  \tag{2.37}\\
& u_{y}^{+}=-s u_{x}^{-}+c u_{y}^{-} . \tag{2.38}
\end{align*}
$$

In 1973 Buneman demonstrated that equations (2.33), (2.34), (2.37) and (2.38) can be reduced to [5]:

$$
\begin{align*}
u_{x}^{\prime} & =u_{x}^{-}+u_{y}^{-} t  \tag{2.39}\\
u_{y}^{+} & =u_{y}^{-}-u_{x}^{\prime} s  \tag{2.40}\\
u_{x}^{+} & =u_{x}^{\prime}+u_{y}^{+} t \tag{2.41}
\end{align*}
$$

From Fig. 2.4 (relations (2.39) and (2.41)):

$$
\begin{equation*}
\vec{u}^{\prime}=\overrightarrow{u^{-}}+\overrightarrow{u^{-}} \times t \tag{2.42}
\end{equation*}
$$

where $\vec{u}^{\prime} \perp \vec{B}$ and $\vec{u}^{\prime} \perp\left(\overrightarrow{u^{+}}-\overrightarrow{u^{-}}\right)$, as shown in Fig. 2.4. In addition, the directions of $\vec{B}$ and $\vec{v}$ are random and the angle between $\overrightarrow{u^{-}}$and $\vec{u}^{\prime}$ is $\theta / 2$ (as well as between $\overrightarrow{u^{+}}$and $\vec{u}^{\prime}$ is $\theta / 2$ ). By rewriting (2.30):

$$
\begin{equation*}
t \equiv-\hat{\vec{e}} \tan \frac{\theta}{2}=-\frac{q \vec{B} \Delta t}{2 \gamma^{n} m c} \tag{2.43}
\end{equation*}
$$

where $\hat{\vec{e}}$ is unit vector in the direction of $\vec{B}$.
And again from the Fig. 2.4 and (2.40):

$$
\begin{equation*}
\overrightarrow{u^{+}}=\overrightarrow{u^{-}}+\vec{u}^{\prime} \times s \tag{2.44}
\end{equation*}
$$

Thus, finally for dimensionless momentum:

$$
\begin{align*}
\overrightarrow{u^{\prime}} & =\overrightarrow{u^{-}}+\overrightarrow{u^{-}} \times t  \tag{2.45}\\
\overrightarrow{u^{+}} & =\overrightarrow{u^{-}}+\vec{u}^{\prime} \times s \tag{2.46}
\end{align*}
$$

And new position of the particle is given from (2.17) by:

$$
\begin{equation*}
\vec{x}^{n+1}=\vec{x}^{n}+\vec{v}^{n+1} \Delta t=\vec{x}^{n}+\frac{\vec{u}^{n+1 / 2} \Delta t}{\gamma^{n+1 / 2}} \tag{2.47}
\end{equation*}
$$

with $\gamma^{n+1 / 2}=\sqrt{1+\left(u^{n+1 / 2} / c\right)^{2}}$.

### 2.4.2 STEP TWO: Interpolation of charge and current source terms to the field mesh

At the beginning, a proof of following statement will be shown:
Firstly, equations (2.13) and (2.14) have to be fullfiled at the start of simulation and then if a conservation algorithm is used, the divergence is still valid. The current densities $\vec{J}$ have to satisfy the charge continuity equation.
A local Maxwell solver equivalent to Finite Difference Time Domain Method (FDTDM) [40] is considered:

$$
\begin{align*}
\frac{1}{c^{2}} \frac{\vec{E}^{n+1}-\vec{E}^{n}}{\Delta t} & =\nabla^{+} \times \vec{B}^{n+\frac{1}{2}}-\mu_{0} \vec{J}^{n+\frac{1}{2}},  \tag{2.48}\\
\frac{\vec{B}^{n+1 \overrightarrow{1}^{2}}-\vec{B}^{n-\frac{1}{2}}}{\Delta t} & =-\nabla^{-} \times \vec{E}^{n},  \tag{2.49}\\
\nabla^{+} \cdot \vec{E}^{n} & =\frac{\rho^{n}}{\epsilon_{0}},  \tag{2.50}\\
\nabla^{-} \cdot \vec{B}^{n+\frac{1}{2}} & =0, \tag{2.51}
\end{align*}
$$

where index $n$ means value of a quantity in time $n \Delta t$. Symbols $\nabla^{+}, \nabla^{-}$are shortened notations for $\nabla^{+} f_{i, j, k}, \nabla^{-} f_{i, j, k}$ (2.52), (2.53) and we will call them forward and backward gradient, respectively (similar to forward and backward difference in numerical schemes). Its definitions are:

$$
\begin{align*}
& \nabla^{+} f_{i, j, k}=\left(\frac{f_{i+1, j, k}-f_{i, j, k}}{\Delta x}, \frac{f_{i, j+1, k}-f_{i, j, k}}{\Delta y}, \frac{f_{i, j, k+1}-f_{i, j, k}}{\Delta z}\right),  \tag{2.52}\\
& \nabla^{-} f_{i, j, k}=\left(\frac{f_{i, j, k}-f_{i-1, j, k}}{\Delta x}, \frac{f_{i, j, k}-f_{i, j-1, k}}{\Delta y}, \frac{f_{i, j, k}-f_{i, j, k-1}}{\Delta z}\right), \tag{2.53}
\end{align*}
$$

where indexes $i, j, k$ mean grid points $x=i \Delta x, y=j \Delta y, z=k \Delta z$.
Now, the operator $\nabla^{+}$acts on (2.48) and the operator $\nabla^{-}$acts on $(2.49) ; \mu_{0}=\left(c^{2} \epsilon_{0}\right)^{-1}$; moreover the identities $\nabla^{-} \cdot \nabla^{-} \times \vec{f}=\nabla^{+} \cdot \nabla^{+} \times \vec{f}=\overrightarrow{0}$ and $\nabla^{+} \cdot\left(\nabla^{+} \times \vec{B}\right)=0$ are used:

$$
\begin{align*}
\frac{1}{c^{2}} \frac{\nabla^{+} \vec{E}^{n+1}-\nabla^{+} \vec{E}^{n}}{\Delta t} & =\nabla^{+}\left(\nabla^{+} \times \vec{B}^{n+\frac{1}{2}}\right)-\mu_{0} \nabla^{+} \cdot \vec{J}^{n+\frac{1}{2}}  \tag{2.54}\\
\frac{\rho^{n+1}-\rho^{n}}{\Delta t}+\nabla^{+} \cdot \vec{J}^{n+\frac{1}{2}} & =0  \tag{2.55}\\
\frac{\nabla^{-} \cdot \vec{B}^{n+\frac{1}{2}}-\nabla^{-} \cdot \vec{B}^{n-\frac{1}{2}}}{\Delta t} & =0 \tag{2.56}
\end{align*}
$$

where the equations (2.55) and (2.56) are the proof: when (2.55) is fullfiled, then the $\nabla \cdot \vec{E}$ is always equal to charge density and in addition if initial $\nabla \cdot \vec{B}$ is zero, then, according to (2.56), remains zero.

## Zigzag scheme

There are a several methods which assume the trajectory of a particle as a straight line (Villasenor-Buneman method [38] and Esirkepov method [10]), opossite of these, the Zigzag scheme assume this trajectory as a zigzag line. In fact, this approach has many advantages,
such as a computational speed and no substantial distortion of physics.
In this paper, Zigzag scheme for the first and the second order spline interpolation is derived and results for the third order spline interpolation is presented [41].

## Zigzag scheme for the first-order spline interpolation

The particle starts movement in point $\left(x_{1}, y_{1}\right)$ and travels to $\left(x_{2}, y_{2}\right)$ during one time step $\Delta t$. These initial and final coordinates can be expressed as follows:

$$
\begin{array}{cl}
x_{1} \equiv x^{n}, & y_{1} \equiv y^{n} \\
x_{2}=x_{1}+\Delta t=x^{n+1}=x^{n}+v_{x}^{n+\frac{1}{2}} \Delta t, & y_{2}=y_{1}+\Delta t=y^{n+1}=y^{n}+v_{y}^{n+\frac{1}{2}} \Delta t . \tag{2.58}
\end{array}
$$

Grid point indexes (that we will use in description of movement) are given by floor function with following relations:

$$
\begin{equation*}
i_{1}=\left\lfloor\frac{x_{1}}{\Delta x}\right\rfloor, \quad i_{2}=\left\lfloor\frac{x_{2}}{\Delta x}\right\rfloor, \quad j_{1}=\left\lfloor\frac{y_{1}}{\Delta y}\right\rfloor, \quad j_{2}=\left\lfloor\frac{y_{2}}{\Delta y}\right\rfloor . \tag{2.59}
\end{equation*}
$$

Moreover, very important Courant condition [5] have to be satisfied:

$$
\begin{equation*}
1>(c \Delta t)^{2}\left(\frac{1}{(\Delta x)^{2}}+\frac{1}{(\Delta y)^{2}}\right) \tag{2.60}
\end{equation*}
$$

In short, this condition ensures that no particle moves more than a cell proportion $(\Delta x$ and $\Delta y)$ during one time step. In other words $v_{x} \Delta t<\Delta x, v_{y} \Delta t<\Delta y$. Courant condition is a condition on numerical calculations, having its importance in hydrodynamics, and saying that if the wave or hydrograph can travel throught the subreach (of known length) in a time less that the computational interval $\Delta t$, then computational instabilities may envolve.

The basic cases of particle motion during one time step are demonstrated in Fig. 2.5 and described in Tab. 2.1.

| relation between init. | $i_{1}=i_{2}$ | $i_{1} \neq i_{2}$ | $i_{1} \neq i_{2} \quad$ or $\quad i_{1}=i_{2}$ |
| :--- | :--- | :--- | :--- |
| and final coordinate | $j_{1}=j_{2}$ | $j_{1} \neq j_{2}$ | $j_{1}=j_{2}$ |
| occurence of motion | the same cell | across 2 cell boundaries | across 1 cell boundary |
| shape of trajectory | straight line | zigzag line | zigzag line |
| $\#$ steps of movement | 2 steps | 2 steps | 2 steps |
| + description | $\left(x_{1}, y_{1}\right) \rightarrow\left(\frac{x_{1}+x_{2}}{2}\right)$ | $\left(x_{1}, y_{1}\right) \rightarrow\left(i_{2} \Delta x, j_{2} \Delta y\right)$ | $\left(x_{1}, y_{1}\right) \rightarrow\left(i_{2} \Delta x, \frac{y_{1}+y_{2}}{2}\right)$ |
| of the movement | $\left(\frac{x_{1}+x_{2}}{2}\right) \rightarrow\left(x_{2}, y_{2}\right)$ | $\left(i_{2} \Delta x, j_{2} \Delta y\right) \rightarrow\left(x_{2}, y_{2}\right)$ | $\left(i_{2} \Delta x, \frac{y_{1}+y_{2}}{2}\right) \rightarrow\left(x_{2}, y_{2}\right)$ |
|  |  |  | or |
|  |  |  | $\left(x_{1}, y_{1}\right) \rightarrow\left(\frac{x_{1}+x_{2}}{2}, j_{2} \Delta y\right)$ |
|  |  |  | $\left(\frac{x_{1}+x_{2}}{2}, j_{2} \Delta y\right) \rightarrow\left(x_{2}, y_{2}\right)$ |

Table 2.1: Zigzag scheme; Four basic cases of particle motion during one time step.

In the simplest case of movement existing in the same cell (see Tab. 2.1), a movement decomposition is only formal. Firstly, charge fluxes $F_{x}, F_{y}$ and the first-order shape factor $W$ are


Figure 2.5: (a) When $i_{1} \neq i_{2}$ and simultaneously $j_{1} \neq j_{2}$, the movement of particle from $A$ to $B$ is decomposed in two movements. (b) The decomposition of particle trajectory from $A$ to $B$ in the case when $i_{1} \neq i_{2}$ and $j_{1}=j_{2} ;[32]$
defined. The shape factor corresponds to the linear weighting function, which defined in the midpoint between $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ :

$$
\begin{array}{ll}
F_{x}=q v_{x}=q \frac{x_{2}-x_{1}}{\Delta t}, & F_{y}=q v_{y}=q \frac{y_{2}-y_{1}}{\Delta t}, \\
W_{x}=\frac{x_{1}+x_{2}}{2 \Delta x}-i_{1}, & W_{y}=\frac{y_{1}+y_{2}}{2 \Delta y}-j_{1} . \tag{2.62}
\end{array}
$$

For dimensionless current densities $J_{x}, J_{y}$ (normalized by $e n_{c} c$, where $n_{c}$ is critical density) [32]:

$$
\begin{array}{ll}
J_{x}\left(i_{1}+\frac{1}{2}, j_{1}\right)=\frac{1}{p p c} F_{x}\left(1-W_{y}\right) & J_{x}\left(i_{1}+\frac{1}{2}, j_{1}+1\right)=\frac{1}{p p c} F_{x} W_{y}, \\
J_{y}\left(i_{1}, j_{1}-\frac{1}{2}\right)=\frac{1}{p p c} F_{y}\left(1-W_{x}\right) & J_{y}\left(i_{1}+1, j_{1}-\frac{1}{2}\right)=\frac{1}{p p c} F_{y} W_{x}, \tag{2.64}
\end{array}
$$

where $p p c$ means the number of electrons per cell at critical density.
Now the charge fluxes $F_{x}, F_{y}$ given by (2.61) and weighting factors $W_{x}, W_{y}$ given by (2.62) are decomposed into $F_{x 1}, F_{x 2}, F_{y 1}, F_{y 2}$ and $W_{x 1}, W_{x 2}, W_{y 1}, W_{y 2}$ by using new point ( $x_{r}, y_{r}$ ) defined as:

$$
\begin{align*}
& x_{r}=\min \left(\min \left(i_{1} \Delta x, i_{2} \Delta x\right)+\Delta x\right), \max \left(\max \left(i_{1} \Delta x, i_{2} \Delta x\right), \frac{x_{1}+x_{2}}{2}\right)  \tag{2.65}\\
& y_{r}=\min \left(\min \left(j_{1} \Delta y, j_{2} \Delta y\right)+\Delta y\right), \max \left(\max \left(j_{1} \Delta y, j_{2} \Delta y\right), \frac{y_{1}+y_{2}}{2}\right) \tag{2.66}
\end{align*}
$$

Clearly, new point $\left(x_{r}, y_{r}\right)$ is situated between points $\left(x_{1}, y_{1}\right)$, i.e. initial position, and $\left(x_{2}, y_{2}\right)$, i.e. final position, during one time step $\Delta t$. The definition of $\left(x_{r}, y_{r}\right)$ follows the demand on the shortest possible distance from $\left(x_{1}, y_{1}\right)$ or $\left(x_{2}, y_{2}\right)$ to the border of considered cell [41]. Thus, charge fluxes and the first order-shape factors:

$$
\begin{array}{ll}
F_{x 1}=q \frac{x_{r}-x_{1}}{\Delta t}, & F_{y 1}=q \frac{y_{r}-y_{1}}{\Delta t}, \\
F_{x 2}=q \frac{x_{2}-x_{r}}{\Delta t}, & F_{y 2}=q \frac{y_{2}-y_{r}}{\Delta t}, \tag{2.68}
\end{array}
$$

$$
\begin{array}{ll}
W_{x 1}=\frac{x_{1}+x_{r}}{2 \Delta x}-i_{1}, & W_{y 1}=\frac{y_{1}+y_{r}}{2 \Delta y}-j_{1} \\
W_{x 2}=\frac{x_{r}+x_{2}}{2 \Delta x}-i_{2}, & W_{y 2}=\frac{y_{r}+y_{2}}{2 \Delta y}-j_{2} \tag{2.70}
\end{array}
$$

And finally, charge fluxes assigned to 8 grid points are defined as follows:

$$
\begin{array}{rlrl}
J_{x}\left(i_{1}+\frac{1}{2}, j_{1}\right) & =\frac{1}{p p c} F_{x 1}\left(1-W_{y 1}\right), & J_{x}\left(i_{1}+\frac{1}{2}, j_{1}+1\right) & =\frac{1}{p p c} F_{x 1} W_{y 1} \\
J_{y}\left(i_{1}, j_{1}+\frac{1}{2}\right) & =\frac{1}{p p c} F_{y 1}\left(1-W_{x 1}\right), & J_{y}\left(i_{1}+1, j_{1}+\frac{1}{2}\right) & =\frac{1}{p p c} F_{y 1} W_{x 1} \\
J_{x}\left(i_{2}+\frac{1}{2}, j_{2}\right) & =\frac{1}{p p c} F_{x 2}\left(1-W_{y 2}\right), & J_{x}\left(i_{2}+\frac{1}{2}, j_{2}+1\right) & =\frac{1}{p p c} F_{x 2} W_{y 2} \\
J_{y}\left(i_{2}, j_{2}+\frac{1}{2}\right) & =\frac{1}{p p c} F_{y 2}\left(1-W_{x 2}\right), & J_{y}\left(i_{2}+1, j_{2}+\frac{1}{2}\right)=\frac{1}{p p c} F_{y 2} W_{x 2} \tag{2.74}
\end{array}
$$

## Zigzag scheme for the second-order spline interpolation

Here a the second-order spline interpolation of Zigzag scheme will be derived; article [41] is mainly followed.
Firstly, the continuity equation is itemized:

$$
\begin{gather*}
\frac{\partial \rho}{\partial t}+\nabla \cdot \vec{J}=0  \tag{2.75}\\
\frac{\rho^{t+\Delta t}(i, j)+\rho^{t}(i, j)}{\Delta t}+\frac{J_{x}^{t+\frac{\Delta t}{2}}\left(i+\frac{1}{2}, j\right)+J_{x}^{t+\frac{\Delta t}{2}\left(i-\frac{1}{2}, j\right)}}{\Delta x}+ \\
+\frac{J_{y}^{t+\frac{\Delta t}{2}}\left(i, j+\frac{1}{2}\right)+J_{y}^{t+\frac{\Delta t}{2}\left(i, j-\frac{1}{2}\right)}}{\Delta y}=0 \tag{2.76}
\end{gather*}
$$

where $\mathrm{d} x$ and $\mathrm{d} y$ is grid proportions (divergence in 2D case) and $\mathrm{d} t$ means one time step; charge density $\rho$ can be expressed by charge $q_{m}$ and two-order shape-factor of $m$-th particle $S_{i, j}\left(x_{m}, y_{m}\right)$ as following:

$$
\begin{equation*}
\rho(i, j)=\sum_{m} q_{m} S_{i, j}\left(x_{m}, y_{m}\right) \tag{2.77}
\end{equation*}
$$

The initial and final particle coordinates of movement are expressed by (2.58), same as in the first-order spline interpolation case. Then, $x_{1}, x_{2}, y_{1}, y_{2}$ are normalized by $\Delta x$ and $\Delta y$ and denoted as $x_{\text {old }}, x_{\text {new }}, y_{\text {old }}$ and $y_{\text {new }}$, respectively. New grid points $i_{1}, i_{2}, j_{1}, j_{2}$, similarly to (2.59), are defined as follows:

$$
\begin{align*}
i_{1}=\left\lfloor\frac{x_{1}}{\Delta x}+1,5\right\rfloor=\left\lfloor x_{\text {old }}+1,5\right\rfloor, & j_{1}=\left\lfloor\frac{y_{1}}{\Delta y}+1,5\right\rfloor=\left\lfloor y_{o l d}+1,5\right\rfloor  \tag{2.78}\\
i_{2}=\left\lfloor\frac{x_{2}}{\Delta x}+1,5\right\rfloor=\left\lfloor x_{\text {new }}+1,5\right\rfloor, & j_{2}=\left\lfloor\frac{y_{2}}{\Delta y}+1,5\right\rfloor=\left\lfloor y_{\text {new }}+1,5\right\rfloor \tag{2.79}
\end{align*}
$$

In addition, the Courant condition (2.60) have to be satisfied. The motion progress can be divided into the moves in $x$-direction and $y$-direction. Here, we will discuss only movement in $x$-direction, because for $y$-direction is derivation analogous.

Likewise in the first-order case, the point $\left(x_{r}, y_{r}\right)$ is defined as a point locating between $\left(x_{\text {old }}, y_{\text {old }}\right)$ and $\left(x_{\text {new }}, y_{\text {new }}\right)$ :

$$
\begin{align*}
& x_{r}= \begin{cases}\frac{x_{1}+x_{2}}{2}, & \left(i_{1}=i_{2}\right) \\
\frac{\left(i_{1}+i_{2}\right) \Delta x}{2}, & \left(i_{1} \neq i_{2}\right)\end{cases}  \tag{2.80}\\
& y_{r}= \begin{cases}\frac{y_{1}+y_{2}}{2}, & \left(j_{1}=j_{2}\right) \\
\frac{\left(j_{1}+j_{2}\right) \Delta y}{2}, & \left(j_{1} \neq j_{2}\right)\end{cases} \tag{2.81}
\end{align*}
$$

For computing $\left(x_{r}, y_{r}\right)$ following equations are used:

$$
\begin{align*}
& x_{r}=\min \left[\min \left(i_{1}-0,5, i_{2}-0,5\right), \max \left(\max \left(i_{1}-1,5, i_{2}-1,5\right), \frac{x_{\text {old }}+x_{n e w}}{2}\right)\right]  \tag{2.82}\\
& y_{r}=\min \left[\min \left(j_{1}-0,5, j_{2}-0,5\right), \max \left(\max \left(j_{1}-1,5, j_{2}-1,5\right), \frac{y_{o l d}+y_{n e w}}{2}\right)\right] \tag{2.83}
\end{align*}
$$

Definitions $(2.78),(2.79),(2.80),(2.81)$ are demonstrated in Fig. 2.6:


Figure 2.6: Location of particle at times $t$ and $t+\Delta t$; ilustration of $x_{n e w}, x_{o l d}, x_{r}$ and definition of $i_{1}, i_{2}$.

The movement of the particle is decomposed again into two parts and follows the same rule as described in the first-order Zigzag scheme (see picture Fig. 2.5, but do not forget that notation of grid points is different).
After getting point $\left(x_{r}, y_{r}\right)$, a charge flux can be separated into $F_{1}=\left(F_{x 1}, F_{y 1}\right), F_{2}=\left(F_{x 2}, F_{y 2}\right)$ (analog to (2.67) and (2.68)) as follows:

$$
\begin{align*}
& F_{x 1}=q_{n}\left(x_{r}-x_{o l d}\right) \frac{\Delta x}{\Delta t}  \tag{2.84}\\
& F_{y 1}=q_{n}\left(y_{r}-y_{o l d}\right) \frac{\Delta y}{\Delta t}  \tag{2.85}\\
& F_{x 2}=q_{n}\left(x_{n e w}-x_{r}\right) \frac{\Delta x}{\Delta t}=q_{n}\left(x_{n e w}-x_{o l d}\right) \frac{\Delta x}{\Delta t}-q_{n}\left(x_{r}-x_{o l d}\right) \frac{\Delta x}{\Delta t}=q_{n} v_{x}-F_{x 1},  \tag{2.86}\\
& F_{y 2}=q_{n}\left(y_{n e w}-y_{r}\right) \frac{\Delta y}{\Delta t}=q_{n}\left(y_{n e w}-y_{o l d}\right) \frac{\Delta y}{\Delta t}-q_{n}\left(y_{r}-y_{o l d}\right) \frac{\Delta y}{\Delta t}=q_{n} v_{y}-F_{y 1} . \tag{2.87}
\end{align*}
$$

For obtaining the final results weighting functions $w_{x 1}, w_{x 2}, w_{x 3}, w_{y 1}, w_{y 2}, w_{y 3}$ (for the midpoint of $\left(x_{o l d}, y_{o l d}\right)$ ) are required. Similarly, $\left(x_{r}, y_{r}\right)$ and $w_{x 4}, w_{x 5}, w_{x 6}, w_{y 4}, w_{y 5}, w_{y 6}$ (for the
midpoint of $\left(x_{r}, y_{r}\right)$ and $\left.\left(x_{n e w}, y_{n e w}\right)\right)$ are required to getting the results. More detailed definition of these functions can be found in Ref. [41]. Further, we define:

$$
\begin{align*}
& i_{11}=\left[x_{\text {old }}+1\right],  \tag{2.88}\\
& i_{22}=\left[x_{\text {new }}+1\right]  \tag{2.89}\\
& j_{11}=\left[y_{\text {old }}+1\right],
\end{align*} \quad j_{22}=\left[y_{\text {new }}+1\right], ~ \$
$$

and we are finally obtaining:

$$
\begin{align*}
j_{x}\left(j_{1}-1, i_{11}+\frac{1}{2}\right) & =\frac{1}{\Delta x \Delta y} F_{x 1} W_{y 1}, & j_{x}\left(j_{2}-1, i_{22}+\frac{1}{2}\right) & =\frac{1}{\Delta x \Delta y} F_{x 2} W_{y 4}  \tag{2.90}\\
j_{x}\left(j_{1}, i_{11}+\frac{1}{2}\right) & =\frac{1}{\Delta x \Delta y} F_{x 1} W_{y 2}, & j_{x}\left(j_{2}, i_{22}+\frac{1}{2}\right) & =\frac{1}{\Delta x \Delta y} F_{x 2} W_{y 5}  \tag{2.91}\\
j_{x}\left(j_{1}+1, i_{11}+\frac{1}{2}\right) & =\frac{1}{\Delta x \Delta y} F_{x 1} W_{y 3}, & j_{x}\left(j_{2}+1, i_{22}+\frac{1}{2}\right) & =\frac{1}{\Delta x \Delta y} F_{x 2} W_{y 6}  \tag{2.92}\\
j_{y}\left(j_{11}+\frac{1}{2}, i_{1}-1\right) & =\frac{1}{\Delta x \Delta y} F_{y 1} W_{x 1}, & j_{y}\left(j_{22}+\frac{1}{2}, i_{2}-1\right) & =\frac{1}{\Delta x \Delta y} F_{y 2} W_{x 4}  \tag{2.93}\\
j_{y}\left(j_{11}+\frac{1}{2}, i_{1}\right) & =\frac{1}{\Delta x \Delta y} F_{y 1} W_{x 2}, & j_{y}\left(j_{22}+\frac{1}{2}, i_{2}\right) & =\frac{1}{\Delta x \Delta y} F_{y 2} W_{x 5}  \tag{2.94}\\
j_{y}\left(j_{11}+\frac{1}{2}, i_{1}+1\right) & =\frac{1}{\Delta x \Delta y} F_{y 1} W_{x 3}, & j_{y}\left(j_{22}+\frac{1}{2}, i_{2}+1\right) & =\frac{1}{\Delta x \Delta y} F_{y 2} W_{x 6} \tag{2.95}
\end{align*}
$$

## Zigzag scheme for the third-order spline interpolation

Only a result is presented here. For more details see [41].

$$
\begin{align*}
j_{x}\left(j_{1}-1, i_{1}+\frac{1}{2}\right) & =\frac{1}{\Delta x \Delta y} F_{x 1} W_{y 1}, & j_{x}\left(j_{2}-1, i_{2}+\frac{1}{2}\right) & =\frac{1}{\Delta x \Delta y} F_{x 2} W_{y 5}  \tag{2.96}\\
j_{y}\left(j_{1}, i_{1}+\frac{1}{2}\right) & =\frac{1}{\Delta x \Delta y} F_{x 1} W_{x 2}, & j_{x}\left(j_{2}, i_{2}+\frac{1}{2}\right) & =\frac{1}{\Delta x \Delta y} F_{x 2} W_{x 6}  \tag{2.97}\\
j_{x}\left(j_{1}+1, i_{1}+\frac{3}{2}\right) & =\frac{1}{\Delta x \Delta y} F_{x 1} W_{y 3}, & j_{x}\left(j_{2}+1, i_{2}+\frac{3}{2}\right) & =\frac{1}{\Delta x \Delta y} F_{x 2} W_{y 7}  \tag{2.98}\\
j_{x}\left(j_{1}+1, i_{1}+\frac{3}{2}\right) & =\frac{1}{\Delta x \Delta y} F_{x 1} W_{y 4}, & j_{x}\left(j_{2}+2, i_{2}+\frac{3}{2}\right) & =\frac{1}{\Delta x \Delta y} F_{x 2} W_{y 8}  \tag{2.99}\\
j_{y}\left(j_{1}+\frac{3}{2}, i_{1}-1\right) & =\frac{1}{\Delta x \Delta y} F_{y 1} W_{x 1}, & j_{y}\left(j_{2}+\frac{3}{2}, i_{2}-1\right) & =\frac{1}{\Delta x \Delta y} F_{y 2} W_{x 5}  \tag{2.100}\\
j_{y}\left(j_{1}+\frac{3}{2}, i_{1}\right) & =\frac{1}{\Delta x \Delta y} F_{y 1} W_{x 2}, & j_{y}\left(j_{2}+\frac{3}{2}, i_{2}\right) & =\frac{1}{\Delta x \Delta y} F_{y 2} W_{x 6}  \tag{2.101}\\
j_{y}\left(j_{1}+\frac{3}{2}, i_{1}+1\right) & =\frac{1}{\Delta x \Delta y} F_{y 1} W_{x 3}, & j_{y}\left(j_{2}+\frac{3}{2}, i_{2}+1\right) & =\frac{1}{\Delta x \Delta y} F_{y 2} W_{x 7}  \tag{2.102}\\
j_{y}\left(j_{1}+\frac{3}{2}, i_{1}+2\right) & =\frac{1}{\Delta x \Delta y} F_{y 1} W_{x 4}, & j_{y}\left(j_{2}+\frac{3}{2}, i_{2}+2\right) & =\frac{1}{\Delta x \Delta y} F_{y 2} W_{x 8} \tag{2.103}
\end{align*}
$$

### 2.4.3 STEP THREE: Integration of electric and magnetic field on mesh points

In short, the goal in this step is to compute the electric and magnetic field on mesh points. For better clarity picture of one cell $(\Delta x \times \Delta y)$ is shown in Fig. 2.7, where arrangement of defined components of $\vec{J}, \vec{E}$ and $\vec{B}$ is clearly organized.


Figure 2.7: Positions of $x, y$ and $z$ component of $\vec{J}, \vec{E}, \vec{B}$ on the grid; [32]
Firstly, the assumption of trans-magnetic case is used, meaning that there is no magnetic field in the direction of propagation (which can be along $x$ or $y$ axis), thus the only non-zero component of magnetic field $\vec{B}$ is $B_{z}$. Secondly, the Maxwell equation for rotations (2.11) and (2.12) are taken and modified according to the components position oĂŻn Fig. 2.7 and relation for rotation:

$$
\begin{equation*}
\operatorname{rot} \vec{A}=\nabla \times \vec{A}=\left(\frac{\partial A_{z}}{\partial y}-\frac{\partial A_{y}}{\partial z}, \frac{\partial A_{x}}{\partial z}-\frac{\partial A_{z}}{\partial x}, \frac{\partial A_{y}}{\partial x}-\frac{\partial A_{x}}{\partial y}\right) \tag{2.104}
\end{equation*}
$$

where $\vec{A}=\left(A_{x}, A_{y}, A_{z}\right)$ is a vector having three components.
Now, the equation (2.12) will be modified to get a basic for deriving equations (2.113) and (2.114):

$$
\begin{gather*}
\nabla \times \vec{B}=\mu_{0} \vec{J}+\frac{1}{c^{2}} \frac{\partial \vec{E}}{\partial t}  \tag{2.105}\\
\nabla \times \vec{B}=\left(\frac{\partial B_{z}}{\partial y}-\frac{\partial B_{y}}{\partial z}, \frac{\partial B_{x}}{\partial z}-\frac{\partial B_{z}}{\partial x}, \frac{\partial B_{x}}{\partial y}-\frac{\partial B_{y}}{\partial x}\right)=\left(\frac{\partial B_{z}}{\partial y},-\frac{\partial B_{z}}{\partial x}, 0\right)  \tag{2.106}\\
\frac{1}{c^{2}} \frac{\Delta E_{x}}{\Delta t}=\frac{\Delta B_{z}}{\Delta y}-\mu_{0} J_{x}  \tag{2.107}\\
\frac{1}{c^{2}} \frac{\Delta E_{y}}{\Delta t}=-\frac{\Delta B_{z}}{\Delta x}-\mu_{0} J_{y} \tag{2.108}
\end{gather*}
$$

Similarly, the equation (2.11) is used for deriving the relation needed for (2.112):

$$
\begin{equation*}
\nabla \times \vec{E}=-\frac{\partial \vec{B}}{\partial t} \tag{2.109}
\end{equation*}
$$

because only $\Delta B_{z}$ is non-zero, we will get only one equation with z-component of rotation $\vec{E}$ on the left side:

$$
\begin{gather*}
\frac{\partial E_{y}}{\partial x}-\frac{\partial E_{y}}{\partial x}=-\frac{\partial B_{z}}{\partial t}  \tag{2.110}\\
\frac{\Delta E_{y}}{\Delta x}-\frac{\Delta E_{y}}{\Delta x}=-\frac{\Delta B_{z}}{\Delta t} . \tag{2.111}
\end{gather*}
$$

Finally, from (2.111), (2.107) and (2.108) according to the components position in Fig. 2.7 these three equations are obtained:

$$
\begin{gather*}
\frac{\left(B_{z}\right)_{i+\frac{1}{2}, j+\frac{1}{2}}^{n+\frac{1}{2}}-\left(B_{z}\right)_{i+\frac{1}{2}, j+\frac{1}{2}}^{n-\frac{1}{2}}}{\Delta t}=-\frac{\left(E_{y}\right)_{i+1, j+\frac{1}{2}}^{n}-\left(E_{y}\right)_{i, j+\frac{1}{2}}^{n}}{\Delta x}+\frac{\left(E_{x}\right)_{i+\frac{1}{2}, j+1}^{n}-\left(E_{x}\right)_{i+\frac{1}{2}, j}^{n}}{\Delta y},  \tag{2.112}\\
\frac{\left(E_{x}\right)_{i+\frac{1}{2}, j}^{n+1}-\left(E_{x}\right)_{i+\frac{1}{2}, j}^{n}}{\Delta t}=\frac{\left(B_{z}\right)_{i+\frac{1}{2}, j+\frac{1}{2}}^{n+\frac{1}{2}}-\left(B_{z}\right)_{i+\frac{1}{2}, j-\frac{1}{2}}^{n+\frac{1}{2}}}{\Delta y}-2 \pi\left(J_{x}\right)_{i+\frac{1}{2}, j}^{n+\frac{1}{2}},  \tag{2.113}\\
\frac{\left(E_{y}\right)_{i, j+\frac{1}{2}}^{n+1}-\left(E_{y}\right)_{i, j+\frac{1}{2}}^{n}}{\Delta t}=-\frac{\left(B_{z}\right)_{i+\frac{1}{2}, j+\frac{1}{2}}^{n+\left(B_{z}\right)_{i-\frac{1}{2}, j+\frac{1}{2}}^{n+\frac{1}{2}}}}{\Delta x}-2 \pi\left(J_{y}\right)_{i, j+\frac{1}{2}}^{n+\frac{1}{2}}, \tag{2.114}
\end{gather*}
$$

where $2 \pi$ is dimensionless normalisation.

### 2.4.4 STEP FOUR: Interpolation of the fields from the mesh to the particle locations

Finally, the last step of PIC scheme is interpolation of fields. In nutshell, each field is weighted from the grid point to theparticles positions. For achieving it the first-order weighting represented by the first-order shape factor $S(\xi, \eta)$ is used. These shape factors can be evaluated according to if or if not $\xi$ or $\eta$ is located in the cell containing the particle (see also Fig. 2.8):

$$
S_{i}(\xi)= \begin{cases}1-|\xi-i| & \text { for }|\xi-i| \leq 1  \tag{2.115}\\ 0 & \text { for }|\xi-i|>1\end{cases}
$$

where $\xi=\frac{x_{p}}{\Delta x}$ and $p$ means index of the particle;

$$
S_{j}(\eta)= \begin{cases}1-|\eta-j| & \text { for }|\eta-j| \leq 1  \tag{2.116}\\ 0 & \text { for }|\eta-j|>1\end{cases}
$$

where $\eta=\frac{y_{p}}{\Delta y}$ and $p$ means index of particle.

Now, the four particle closest apperances of $E_{x}, E_{y}$ and $B_{z}$ in Fig. 2.8 is summed into $\left(E_{x}\right)_{p},\left(E_{y}\right)_{p},\left(B_{z}\right)_{p}$, respectively:

$$
\begin{align*}
\left(E_{x}\right)_{p} & =S_{i+\frac{1}{2}}(\xi) S_{j}(\eta)\left(E_{x}\right)_{i+\frac{1}{2}, j}+S_{i+\frac{1}{2}}(\xi) S_{j+1}(\eta)\left(E_{x}\right)_{i+\frac{1}{2}, j+1} \\
& +S_{i+\frac{3}{2}}(\xi) S_{j}(\eta)\left(E_{x}\right)_{i+\frac{3}{2}, j}+S_{i+\frac{3}{2}}(\xi) S_{j+1}(\eta)\left(E_{x}\right)_{i+\frac{3}{2}, j+1} \tag{2.117}
\end{align*}
$$



Figure 2.8: Positions of components of $\vec{E}, \vec{B}$ and position of the particle. Four particle closest appearances of $E_{x}, E_{y}$ and $B_{z}$ are depicted by red, blue and green color, respectively.

$$
\begin{align*}
\left(E_{y}\right)_{p}= & S_{i}(\xi) S_{j-\frac{1}{2}}(\eta)\left(E_{y}\right)_{i, j-\frac{1}{2}}+S_{i+1}(\xi) S_{j-\frac{1}{2}}(\eta)\left(E_{y}\right)_{i+1, j-\frac{1}{2}} \\
& +S_{i}(\xi) S_{j+\frac{1}{2}}(\eta)\left(E_{y}\right)_{i, j+\frac{1}{2}}+S_{i+1}(\xi) S_{j+\frac{1}{2}}(\eta)\left(E_{y}\right)_{i+1, j+\frac{1}{2}}  \tag{2.118}\\
\left(B_{z}\right)_{p}= & S_{i+\frac{1}{2}}(\xi) S_{j-\frac{1}{2}}(\eta)\left(B_{z}\right)_{i+\frac{1}{2}, j-\frac{1}{2}}+S_{i+\frac{1}{2}}(\xi) S_{j+\frac{1}{2}}(\eta)\left(B_{z}\right)_{i+\frac{1}{2}, j+\frac{1}{2}} \\
+ & S_{i+\frac{3}{2}}(\xi) S_{j-\frac{1}{2}}(\eta)\left(B_{z}\right)_{i+\frac{3}{2}, j-\frac{1}{2}}+S_{i+\frac{3}{2}}(\xi) S_{j+\frac{1}{2}}(\eta)\left(B_{z}\right)_{i+\frac{3}{2}, j+\frac{1}{2}} \tag{2.119}
\end{align*}
$$

## Zero, the first and higher order weighting for field and density

## Zero order weighting

Common name for this weighting is nearest grid point (NGP) [4]. The main idea is that the electric field is same as in $x_{i}$ for all particles in the $i^{\text {th }}$ cell; the total number of particles in one cell width $\Delta x$ is simply counted and then assigned to the $i^{t h}$ grid point. Charge density is obtained by putting the charge and mass of a particle at the nearest $i^{\text {th }}$ grid point. These choices produce zero self-force, as desired. Zero order weighting produce rectangular particle shape $S$ with width $\Delta x$, thus we have finite-size particles. However this atitude does not need so much computational power, we have to choose better weighting, because zero-order weighting hardly alters the basic plasma effects which have to be studied [5]. Moreover the shape jumps up and down as the particle passes through the cell boundaries, so resulting field and density are too noisy.

The first-order weighting smooths the density and field fluctuations, thus, relative to zeroorder weighting, reduces noise but needs more computational power because of accesing two grid points for each particle twice per step. Used model is called cloud-in-cell (CIC) [4]. For variable i.e. electric field[5]:

$$
\begin{equation*}
E(x)=\left[\frac{X_{i+1}-x}{\Delta x}\right] E_{j}+\left[\frac{x-X_{j}}{\Delta x}\right] E_{j+1} \tag{2.120}
\end{equation*}
$$

the part assigned to $i$ is $\left[\frac{X_{i+1}-x}{\Delta x}\right] E_{j}$ and the part assigned to $i+1$ is $\left[\frac{x-X_{j}}{\Delta x}\right] E_{j+1}$. Moreover terms $\left[\frac{X_{i+1}-x}{\Delta x}\right]$ and $\left[\frac{x-X_{j}}{\Delta x}\right]$ is more/less the shape-factor $S(\xi)$ given by (2.115). The first order weighting produces triangular particle shape $S$ with width $2 \Delta x$.
For charge density is process similar. For total cloud charge $q_{c}$, the part assigned to $j$ is:

$$
\begin{equation*}
q_{j}=q_{c}\left[\frac{\Delta x-\left(x-X_{j}\right)}{\Delta x}\right]=q_{c}\left[\frac{X_{j+1}-x}{\Delta x}\right] \tag{2.121}
\end{equation*}
$$

and part assignet to $j+1$ is:

$$
\begin{equation*}
q_{j}=q_{c}\left[\frac{\Delta x-\left(X_{j+1}-x\right)}{\Delta x}\right]=q_{c}\left[\frac{x-X_{j}}{\Delta x}\right] \tag{2.122}
\end{equation*}
$$

In this case CIC can be the same as Particle-in-cell simulation, because assignment of a field at $x$ to its nearest points by linear interpolation would produce the same result.

The second and higher order weighting
Apparently, quadratic, cubic and higher order weighting leads to bigger roughness in particle shape and reduce density and field noise, but costs a lot of computation. In addition, higherorder weighting and smoothing tent to reduce non-physical effects [5].

Finally, it is really important to use the same weighting in both density and force calculations in order to avoid a self-forces (i.e. particles accelerate themselves) [5].


Figure 2.9: Zero, the first and the second order weighting functions.

### 2.5 Computational background

### 2.5.1 Extendable PIC Open Collaboration (EPOCH)

# EPOCH 

## University of Warwick

Figure 2.10: EPOCH logo

EPOCH is a project to develop a UK community advance relativistic EM PIC code written in Fortran. The code was published under the University of Warwick as a free full source code available for students and academic workers as CCP-project http://ccpforge.cse.rl.ac. $\mathrm{uk} / \mathrm{gf} / \mathrm{project} / \mathrm{epoch} /$ (signup is required). Moreover, there is a possibility to download wellwritten users or developers manual or share with others your helping comments \& problems via discussion forum, which is actually one of the reasons why we decided to use EPOCH.

The second reason was very user-friendly platform for setting input parameters. EPOCH is able to provide not only 1D and 2D simulations, but also 3D simulations as well. For parallel computing code needs MPI library (e.g. OpenMPI).

## Development of the code

The core algorithm is developed by Dr. Chris Brandy and Dr. Keith Bennett at University of Warwick and based on the particle pusher and field update from Hartmut Ruhl's PSC code. The QED/semi-classical photon emission and pair production routines were developed by Dr. Christopher Ridgers and Dr. Roland Duclous and incorporated into EPOCH by Dr. Ridgers [6].

## Input of parameters

Controlling of EPOCH code is user-friendly. With each new simulation a new input.deck file is created. In this file the parameters of simulation are inserted and organized into different blocks. Most of them use The International System of Units (SI) (the exception is particle charge or mass which is set in multiples of electron charge or mass, respectively). Each block serves its own purpose - proportions of simulation area, laser parameters, particle species, fields, boundary conditions, output options, etc. In EPOCH user manual a very detailed interpretation of different parameters and their possibilities are reported. Moreover, together with starting package (code + manual) also a few examples are downloaded for better understanding.

## Output files and Visualization

Output data are saved in every time-step (which can be set as a parameter in input.deck file) of simulation into .sdf files (self-describing file). Then, these files can be loaded/plotted/visualized in Matlab or VisIt studio. VisIT studio allows to create time evolution (moving) images very easily, but works badly with big data files. Thus, it would be appropriate for 1D simulations only. In distribution of EPOCH code there are also the .sdf Matlab functions for working user's own scripts correctly.

### 2.5.2 MetaCentrum

## 渌 MetaCentrum

Figure 2.11: MetaCentrum logo

2D or 3D PIC simulations is too computational-demanded for PCs. Thus, the simulation is prepared in personal computer and sent to the computing infrastructure (in our case called MetaCentrum) when it is accesed. Then, users are able to download computed data to their own computer.

Catch-all MetaCentrum Virtual Organization operates and manages distributed computing infrastructure consisting of computing and storage resources owned by CESNET as well as those of co-operative academic centers within the Czech Republic. The project tries to construct a virtual super-computer on which the tasks whose memory and/or CPU requirement are too severe could be solved. MetaCentrum membership is free for researchers and students of academic institutions in the Czech Republic, the members of the CESNET association, but including of the official appreciation formula to theirs publications is obliged [7].
Metacentrum is used by different users doing their reseach in various areas such as computational chemistry, material and structural simulation, simulation of flow of gases and liquids, recognition and speech generation, physical geodesy, ecological modelling, video processing, data mining or analysis of medical images [7].

## How it works in few steps:

1. Use your name and password to login via .ssh client into MetaCentrum
2. Copy your simulation files that you prepared to your MetaCentrum account
3. Plan your job using the specification of requirements for computational resources
4. Wait until the job will not be done
5. Download the computed results into your computer
6. Visualize them by any tool, for instance Matlab or VisIt

To run simulations in MetaCentrum we must create a job and run it through the planning system PBS (Portable Batch System) (point (3)), which classifies jobs into queues according to the expected run time and to release the necessary computing resources for running the job. Simplified task could be defined in .sh script, e.g. soubor.sh as follows:

Listing 2.1: soubor.sh

```
#!/bin / sh
#PBS -N curvedfoil
#PBS -q short
#PBS -l nodes=1:ppn=12:cl_minos
#PBS - l mem=1gb
#PBS - j oe
cd ./ curvedfoil
module add openmpi-1.6-intel
echo Data | mpirun -np 12 ./ bin/epoch 2d
```

On the second line we set name of the job, on the third row we choose the queue (-short specifies maximum run time in the length of 1 hour), the fourth line is requesting 1 node (computer) having 12 processors (Minos cluster) and 1 GB of memory (row 5). Then, we have to specify what next have to happen. We move to the folder curvedfoil (line 8), which contains the file with epoch2d code and our input parameters file. Library for parallel computing is loaded on line 9. The job is added into MetaCentrum planning system by -qsub command in linux terminal.

Through specifying requirements for computational resources we can set many parameters such as [1]:

- maximal amount of CPU time exhausted by all processes belonging to a job
- maximal amount of real time during which a job can be running
- number and/or typ of nodes that should be reserved for a job
- used amount of physical memory

Detailed description not only for setting these parameters can be found on official MetaCentrum wiki page:
https://wiki.metacentrum.cz/wiki/Scheduling_system_-_detailed_description.

## Chapter 3

## Obtained results from PIC simulations

In this work two types of targets - flat foil and curved foil section - are studied in order to decrease divergence of accelerated proton beam. For this purpose 2D Particle-in-cell EPOCH code is used and obtained results are visualized by Matlab. Specifically, we are interested primarily in energy and angular distribution of accelerated ions and energy balance. For simplicity and potentional control we decided to use simulation parameters used in Ref. [31]. Moreover, the output data are used in Matlab program for computing particle trajectories in magnetic solenoid and calculating emittances of the beam in chapter 4.

### 3.1 Implementation of energy balance

In current version of EPOCH code (4.3.4), same as in the previous ones, energy balance and computing of absorption coefficient do not work well. Actually, energy balance is essential for initial check-up of simulation progress and both for results interpretation. Thus, the procedure how to get dimensionless energy balance [23] is described bellow in section 3.1.1.

### 3.1.1 Dimensionless energy balance

To obtain dimensionless equivalents $\vec{E}^{\prime}, \overrightarrow{B^{\prime}}(3.3)$ of electric and magnetic field $\vec{E}, \vec{B}$ we have to specify its units and then multiply them by appropriate variables (electron charge $e$, electron mass $m_{e}$, laser angular frequency $\omega$ and speed of light $c$ ):

$$
\begin{align*}
{[E]=\frac{k g \cdot m}{A \cdot s^{3}}, } & {[B]=\frac{k g}{A \cdot s^{2}} }  \tag{3.1}\\
{[e]=A \cdot s, } & {\left[m_{e}\right]=k g, }  \tag{3.2}\\
\frac{e \vec{E}}{m_{e} \omega c}=: \overrightarrow{E^{\prime}}, & \frac{e \vec{B}}{m_{e} \omega}=: \overrightarrow{B^{\prime}},  \tag{3.3}\\
{\left[E^{\prime}\right]=[-], } & {\left[B^{\prime}\right]=[-] . } \tag{3.4}
\end{align*}
$$

Then, dimensionless mass and charge is given by:

$$
\begin{equation*}
\frac{m}{m_{e}}=: m^{\prime}, \quad \frac{n}{n_{c}}=: n^{\prime} \tag{3.5}
\end{equation*}
$$

where $n_{c}$ is critical density.

Total energy can be obtained by the sum of its particles and field part:

$$
\begin{align*}
W_{\text {field }} & =\frac{1}{2} \sum_{\text {cell }}\left(\left(E^{\prime}\right)^{2}+\left(B^{\prime}\right)^{2}\right),  \tag{3.6}\\
W_{\text {particles }}^{i} & =\sum_{\text {particles }} m_{i}^{\prime} \cdot n_{i}^{\prime} \cdot(\gamma-1),  \tag{3.7}\\
W_{\text {particles }} & =\sum_{i} W_{\text {particles }}^{i},  \tag{3.8}\\
W_{\text {total }} & =W_{\text {field }}+W_{\text {particles }}, \tag{3.9}
\end{align*}
$$

where $\gamma$ is relativistic factor given by:

$$
\begin{equation*}
\gamma=\sqrt{1+\frac{p_{i}}{m_{i} c}} \tag{3.10}
\end{equation*}
$$

Transformation to dimensionless equivalents of $\vec{E}, \vec{B}$ can be implemented in Matlab very easily, for example:

Listing 3.1: Dimensionless energy balance

```
e= -1.6021766e-19;
m_e=9.10938e-31;
c=299792458;
omega=2*\mathbf{pi}*c/(lambda *1e-9);
l=GetDataSDF (number.SDF);
Ex=l. Electric_Field.Ex.data.*e./(m_e*omega*c);
Ey=l.Electric_Field.Ey.data.*e./(m_e*omega*c);
Ez=l.Electric_Field.Ez.data.*e./(m_e*omega*c);
Bx=l.Magnetic_Field.Bx.data.*e./(m_e*omega);
By=l.Magnetic_Field.By.data.*e./(m_e*omega);
Bz=l.Magnetic_Field.Bz.data.*e./(m_e*omega);
```

This approach is used in energy balance script (see section 3.4) which allows us to get time evolution of energy (e.g. $W_{\text {field }}(3.6), W_{\text {particles }}(3.8)$ and $W_{\text {total }}(3.9)$ ).

### 3.2 Flat foil section

### 3.2.1 Setting input.deck file

Firstly, the simulation for a flat foil section was run. I have used 2D version of EPOCH PIC code. Here, the input. deck file is demonstrated and explained in detail.

## Blocks

As it is explained in the EPOCH section 2.5.1, the input. deck file is composed from different "blocks". The parameters essential for the simulation are explained here. Meaning of other aspects (usually related to properties of Gaussian beam) which are not discussed here could be found in Ref. [2].

Listing 3.2: Control block

```
begin:control
    nx = 4400
    ny = 4000
    t_end = 300 * femto
    #\overline{t}_end = 6 * femto # short test simulation
    x_min = -12.8 * micron
    x_max =22.4 * micron
    y_min = -16 * micron
    y_max = - y_min
    stdout_frequency = 10
end:control
```

In control block the global number of gridpoits in $x$ and $y$ direction ( nx and ny, respectively) and size of the domain (line $6-9$ ) were set. The reason of non-symetric area around $x=0$ is that more space behind the target is needed to study the physical phenomenas of proton acceleration from foil rear side (which is situated in the centre of the coordinate system). The simulation were running for 300 fs (row 4).

Listing 3.3: Boundaries block

```
begin: boundaries
    cpml_thickness = 16
    cpml_kappa_max = 20
    cpml_a_max = 0.2
    cpml_sigma_max = 0.7
    bc_x_min = cpml_laser
    bc_x_max = cpml_outflow
    bc_y_min = cpml_outflow
    bc_y_max = cpml_outflow
end:boundaries
```

CPML is Convolutional Perfectly Matched Layer boundary conditions and they are set as default values from EPOCH. For more information see [2].

Listing 3.4: Constant block

```
begin:constant
    las_lambda0 = 800 * nano // laser wavelength
    foil_thickness = 3 *las_lambda0 // thickness of the foil
    foil_width = 4 *las_lambda0 // foil width
    cell_xsize = las_lambda0/100
    nx_\overline{foil = foil_-thickness / cell_xsize // number of cells in foil}
    cel\overline{l}_ysize= las__lambda0/100
    ny_foil = foil_width / cell_ysize // number of cells in foil
    las_omega = 2.0- * pi * c / las_lambda0 // angular laser frequency
    las_time = 2.0 * pi / las_omega // laser wave period
    theta = 0.0 // incidence angle (in rad)
    fwhm0 = 2.5* las_lambda0 // laser beam width (FWHM)
    w0 = fwhm0 / (2.0*sqrt(loge(2.0))) // laser beam waist
    f_duration= 30 * femto // full laser pulse duration
    x
    yc}=-xfocus * tan(theta) // distance of laser beam axis from central axi
    zR = pi * w0^2 / las_lambda0 // rayleigh range
    lfocus = xfocus / cos(theta) // along laser propagation direction
    wl = w0 * sqrt(1.0+(lfocus^2)/(zR^2)) // spot size at distance lfocus
    w_y = wl / cos(theta) // spot size in the projection on y-axis
```

```
    r_curv = lfocus * (1.0+(zR^2)/(lfocus^2)) // radius of beam curvature
```



```
    n_crit = critical(las_omega) // electron critical density
    n_max =20* n_crit // maximum initial electron density
end:constant
```

In Constant block a various constants and parameters needed in others blocks are prepared. The foil is 2400 nm thick and 3200 nm wide, these dimensions are specified on lines 3,4 . Then, number of cells occupying by plasma created from the ionized foil are computed on lines 6,8 . For setting intensity in laser block the factor intensity_fac2d is needed and its meaning is demonstrated in Fig. 3.1. Critical density and maximum initial electron density are set on lines 25 and 26 , respectively. Other constants are shortly described in the code and usually are related to the properties of Gaussian beam.


Figure 3.1: Graphically demonstrated meaning of intensity_fac2d parameter used in Constant block.

Listing 3.5: Particle species block

```
begin:species
    name = electron
    charge = -1.0
    mass}=1.
    npart = 150 * nx_foil * ny_foil
    density = if((x l\overline{t}}\mathrm{ foil_thickness) and (x gt 0), n_max, 0.0)
    density = if(()}\mathbf{abs}(y) lt (foil_width/2.0)), density(electron), 0.0
    temp_ev = 1000
    identify:electron
end:species
begin:species
    name = proton
    charge = 1.0
    mass = 1836.0
    npart = 30 * nx_foil * ny_foil
    density = density(electron) * 1.0/5.0
    temp_ev = 1000
end:species
begin:species
    name = carbon
    charge = 4.0
```

```
    \(\operatorname{mass}=22032.0\)
    npart \(=30 * \mathrm{nx}_{\text {_ }}\) foil \(* \mathrm{ny}_{\mathrm{n}}\) foil
    density \(=\) density \((\) electron \(\overline{)} * 1.0 / 5.0\)
    temp_ev \(=1000\)
end:species
```

Species block defines all particles participating in the simulation. Here, electrons are taken as a base (with mass 1) and other species are formulated as its multiple. Actually, it is the exception in SI units in EPOCH code. Density of electrons is defined only in the space where the foil is present (see "if" conditions on lines 6 and 7 ). $\mathrm{C}^{4+}$ ions are at ratio to protons 1:1. Because of charge-neutrality of the system, carbon ions as same as protons have to be one fifth of electrons amount (defined as density on lines 17 and 26). This is also the reason of coefficients 150, 30, 30 in npart on lines 5, 16 and 25 , respectively.

Listing 3.6: Laser block

```
begin:laser
    boundary = x_min
    intensity_w_cm2 = 4.5e19 * intensity _fac2d
    lambda = las_lambda0 * \boldsymbol{cos(theta)}
    pol_angle = 0 // normal incidence
    phase = - 2.0*\mathbf{pi}*(y-yc)*\boldsymbol{sin}(\mathrm{ theta )/las_lambda0 + pi/(las_lambda 0* cos(theta))})
            *((y-yc)/ cos(theta) )^ 2*1.0/r_curv - - atan (((y-yc)*\boldsymbol{sin}(theta) +lfocus)/zR)
    profile = gauss(y,yc,sqrt(2)*w_y)
    t_profile = (sin}(\mathrm{ time /(f_duration )}*\mathbf{pi})\mp@subsup{)}{}{\wedge}
    t_start = 0.0
    t_end = 30*femto
end:laser
```

In the simulation, the laser of wavelegth $\lambda=800 \mathrm{~nm}$, full duration of the laser pulse 30 fs and intensity $\sim 10^{19} \mathrm{~W} \cdot \mathrm{~cm}^{-2}$ (computed on line 3 ) was used. Laser beam has normal incidence to the target and comes along the x -axis in the positive direction. Spatial profile of the laser pulse is Gaussian and time-profile has sinusoidal shape.

Listing 3.7: Output block

```
begin:output
    // number of timesteps between output dumps
    dt_snapshot = 15* femto
    restart_dump_every = 8
    // properties at particle positions
    particles = always + species + single
    px = always + single
    py = always + single
    pz = always + single
    // properties on grid
    grid = always + single
    ex = always + single
    ey = always + single
    ez = always + single
    bx = always + single
    by = always}+\mathrm{ single
    bz = always + single
    number_density = always + species + single
end : outpu\overline{t}
```

In Output settings we want to save data about all spatial components of momentum (at particle positions), magnetic and electric field (on grid) every 15 fs . Moreover particle positions and densities are written down for each species separately. We get 20 .sdf files with needed data for visualisation, as the simulation calculates 300 fs of plasma evolution.

### 3.3 Curved Foil

Curved foil, as already discussed in theoretical part 1.4.1, could be very effective in the question of decreasing beam divergence because of its geometry, which is exactly the reason why this shape was picked for further examination.

In the curved foil simulation, the Control, Boundaries, Laser and Output block stay the same as in flat foil 3.2 case. Thus, only Constant (most of the parameters were already described) and Species block are discussed bellow. Demonstrated are only those parameters which are different from flat foil section. Continuation of the block in same way as in flat foil input. deck is indicated by dots.
The curved foil was described in Species block via non-zero density inside the blue target (see Fig. 3.2) created by two same circles with two common intersection points. As demonstrated in Fig. 3.2, the final $3 \lambda \times 4 \lambda$ target curvature radius is set to $4 \lambda$ and his middle axis lies on $x$-axis, thus, coordinates $y 1, y 2$ are equal to zero.

Listing 3.8: Constant block

```
begin: constant
    las_lambda0 = 800 * nano
    x1=4 *las_lambda0
    R1=4 *las_lambda0
    x 2= 7 *las_lambda0
    R2= 4 *las_lambda0
end:constant
```

Constant block is nearly the same like that in flat foil case. In addition to the parameters defined for flat foil case (see listing 3.4), we have to determine parameters $x 1, x 2, R 1, R 2$ because they are necessary for the definiton of the shape of curved foil in Species block according to the Fig. 3.2.

Listing 3.9: Species block

```
begin:species
    name = electron
    charge = -1.0
    mass}=1.
    npart = 150 * nx_foil * ny_foil
    density=if((x-x1)`^2+y^2 lt - R1^2, n_max, 0.0)
    density=iff((x-x2)^2+y^2 lt R2^2,0.\overline{0}, density(electron))
    density=if(\mathbf{abs}(y) lt 2*las_lambda0, density(electron))
    temp_ev = 1000
    identify:electron
end:species
.
```



Figure 3.2: putting parameters of the foil in PIC input.deck file: Creating curved foil by two circles and its parameters

### 3.4 Results from PIC simulations

## Energy spectrum

Comparison between energy spectrum of protons and $\mathrm{C}^{4+}$ ions for flat foil and curved foil section is shown in Fig. 3.3. Energy spectrum is created for last .sdf files, i.e. at the end of the simulations at the time 300 fs . Maximum energies per atomic mass unit $u$ of each species (protons and carbon ions) are following:

Flat foil section:

$$
\begin{align*}
E_{\max }^{p_{f}+} / u & =3.4495 \mathrm{MeV} / \mathrm{u}  \tag{3.11}\\
E_{\max }^{C_{f}^{4+}} / u & =0.5369 \mathrm{MeV} / \mathrm{u} \tag{3.12}
\end{align*}
$$

Curved foil section:

$$
\begin{align*}
& E_{\max }^{p_{c}+} / u=4.0471 \mathrm{MeV} / \mathrm{u}  \tag{3.13}\\
& E_{\max }^{C_{c}^{4+}} / u=0.5519 \mathrm{MeV} / \mathrm{u} \tag{3.14}
\end{align*}
$$

Higher maximum proton energy (as well as maximum energy of carbon ions) $E_{\text {max }}^{p+}$ were obtained in the case of curved foil section simulation. In explanation, we have to start with
absorption. For curved foil case, laser pulse is incident on target surface at various angles in the contrast to flat foil case in which laser pulse is incident perpendicularly to the target surface, e.g. comes to the front side at zero angle. Electrons heating mechanisms, such as Brunel vacuum heating (described in section 1.3.1), are often inefficient when laser pulse is incident at zero angle; see Fig. 1.3. On the other hand, some of heating mechanisms (for example $\vec{j} \times \vec{B}$ heating described in section 1.3 .2 ) apply also for normal incidence. In other words, curved foil case has bigger absorption coefficient $\kappa$ (because angles of incidence are varying), which means that more energy from incident laser pulse is transformed into kinetic energy of particles. Obviously, the highest theoretical value of total energy which particles can gain is equal to the energy of electromagnetic field given by the laser pulse. Absorption coefficients for both targets are evaluated in Energy balance results (section 3.4), Tab. 3.3.


Figure 3.3: Energy spectrum of protons and carbon ions $\mathrm{C}^{4+}$ for the cases of flat foil section and curved foil section at the end of simulation at $t=300 \mathrm{fs}$.

Breakpoints where the number of protons is suddenly steeply increased are equal to $0.48 \mathrm{MeV} / \mathrm{u}$ and $0.7 \mathrm{MeV} / \mathrm{u}$ (flat foil section), $0.62 \mathrm{MeV} / \mathrm{u}$ and $0.96 \mathrm{MeV} / \mathrm{u}$ (curved foil section); see Fig.
3.3. This thresholds are given by transverse dimensions of the target relative to the direction of propagation of the incident laser pulse. If the target had infinite transverse dimension (a situation similar to experiments), the increase in the number of protons would be never appeared. Breakpoints in energies of protons are created on high-energy carbon impurities locations as demonstrated of Fig. 3.4.


Figure 3.4: Accelerated protons and $\mathrm{C}^{4+}$ ions; the most accelerated carbon ions are reason why breakpoints in proton energy spectrum are present.

Fig. 3.4 also demonstrates that protons are accelerated more than $\mathrm{C}^{4+}$ ions because of their more favorable $q / m$ ratio. Furthermore, protons are shielding the field before carbon ions, thus, these ions cannot be accelerated to such high energies (per atomic mass unit) as the protons. Actually, the possibility of easy comparison of accelerating energies is the reason why we use division by atomic mass unit $u$. The resulting energy we give in $[\mathrm{MeV} / \mathrm{u}]$.
(Note: Visualisation matlab script is shown in Appendix 5.)

## Angular spectrum

Comparison between angular distributions of accelerated protons from flat and curved foil section is plotted in Fig. 3.5. Both distributions are nearly Gaussian and they are plotted at time 300 fs , i.e. at the end of simulations. In both cases, only protons with energies above 0.5 MeV are taken into account.

In Fig. 3.5 we can observe that protons accelerated from curved foil have less divergence, only $-4.2^{\circ}$ to $4.2^{\circ}$ in FWHM than protons accelerated from flat foil collimated between $-5.1^{\circ}$ to $5.1^{\circ}$ in FWHM. All half angle divergences obtained in each energy interval are summarized in Tab. 3.1 and Tab. 3.2 for flat foil and curved foil section, respectively. In reality, divergence decreases with increasing particle energy [15]. In Tab. 3.1, this statement is broken for the second and the fourth interval, i.e. intervals where breakpoints in energy spectrum (see Fig. 3.3) are present. Similarly for curved foil (see Tab. 3.2), divergence statement is broken for the second interval and in the fourth interval the drop in half angle is smaller than usual. For both target shapes divergence values for wide energy interval are close to typical thin foil divergence $\left(2-4.6^{\circ}\right)$ [3] obtained from 2D modeling; see section 1.4.1. In fact, standart values of divergence for flat foils acquire values from $0^{\circ}$ to $25^{\circ}$ in half angle as discussed in chapter 1.4. In shortl, the protons are accelerated perpendicularly to the target from its rear side which is exactly the reason why the more collimated protons are observed in the case of curved foil (see chapter. 1.4.1).
(Note: Matlab code for obtaining these distributions is presented in Appendix 5.)

| $E_{\min }[\mathrm{MeV} / \mathrm{u}]$ | $E_{\max }[\mathrm{MeV} / \mathrm{u}]$ | half angle divergence $\left[{ }^{\circ}\right]$ |
| ---: | ---: | ---: |
| 0.00 | 0.69 | 40.2 |
| 0.69 | 1.38 | 4.7 |
| 1.38 | 2.07 | 6.6 |
| 2.07 | 2.76 | 9.5 |
| 2.76 | 3.45 | 5.9 |
| 0.50 | 3.45 | 5.1 |

Table 3.1: Summary: half angle divergence in each energy interval for flat foil section (values of energy are rounded, but they were taken precisely in the calculations)


Figure 3.5: Angular distributions of accelerated protons at 300 fs for flat foil section (blue) and curved foil section (red); Only protons accelerated to energies above $0.5 \mathrm{MeV} / \mathrm{u}$ are taken into account.

| $E_{\min }[\mathrm{MeV} / \mathrm{u}]$ | $E_{\max }[\mathrm{MeV} / \mathrm{u}]$ | half angle divergence $\left.{ }^{\circ}{ }^{\circ}\right]$ |
| ---: | ---: | ---: |
| 0.00 | 0.81 | 45.6 |
| 0.81 | 1.62 | 3.8 |
| 1.62 | 2.43 | 4.1 |
| 2.43 | 3.24 | 4.0 |
| 3.24 | 4.05 | 2.7 |
| 0.50 | 4.05 | 4.2 |

Table 3.2: Sumarry: half angle divergence in each energy interval for curved foil section (values of energy are rounded, but they were taken precisely in the calculations)

## Energy balance

Absorption coefficient is equal to maximum kinetic energy after the interaction divided by the maximum energy of the electromagnetic field in the simulation domain before the interaction. It is important to take the value of maximum field energy at time when the whole laser pulse is present in the simulation area. Our conditions are satisfied for times $t_{b e f o r e}=30 \mathrm{fs}$ and $t_{a f t e r}=300$ fs. Finally, the relation for absorption coefficient $\kappa$ is then:

$$
\begin{equation*}
\kappa=\frac{W_{\text {max }}^{\text {kin }}\left(t_{\text {after }}\right)}{W_{\text {max }}^{\text {field }}\left(t_{\text {before }}\right)}, \tag{3.15}
\end{equation*}
$$

where $W_{\max }^{k i n}$ is maximum kinetic energy and $W_{\max }^{\text {field }}$ is maximum energy of laser (EM) field, same notations are used in Energy balance section 3.1.
Values of absorption coefficient $\kappa$ for both targets are listed in Tab. 3.3. Curved foil has bigger absorption coefficient (more energy from incident laser pulse is transformed into kinetic energy of particles), because incident angle of laser pulse hitting the target is varying (target is curved), thus, more electron heating mechanisms are efficient. Further explanation can be found in section 3.4.

|  | curved foil | flat foil |
| ---: | ---: | ---: |
| $\kappa[\%]$ | 21.4 | 15.6 |

Table 3.3: Values of absorption coefficient $\kappa$ (3.15) for flat foil and curved foil cases.

Moreover, energy balance displaying progress of total energy $W_{t o t}$, total kinetic energy $W_{k i n}$, field energy $W_{\text {field }}$ and kinetic energies of protons $W_{k i n}^{p+}$, carbon ions $W_{k i n}^{C^{4+}}$ and electrons $W_{k i n}^{e-}$ in time is depicted in Fig. 3.6 for the flat foil section. Due to the fact that the energy balance graph for curved foil section is very similar, it is not shown here, only absorption coefficient is computed in Tab. 3.3. Energy variables are computed according to equations in section 3.1 and all of them use dimensionless magnetic and electric field $\vec{B}^{\prime}, \vec{E}^{\prime}$ (3.3).

In Fig. 3.6, we can observe that laser energy $W_{\text {_ }}$ field starts decreasing from 50 fs to 100 fs when energy of laser pulse is absorbed by electrons ( $W_{\_} k i n_{-} e$ rises). The most of the pulse is reflected from the target and from the time 100 fs is absorbed on the edge of simulation area. Then, kinetic energy of electrons $W_{\_} k i n_{-} e$ is gradually transfered into ion energy $W{ }_{-} k i n \_p$ and $W \_k i n \_p$ till the end of the simulation.


Figure 3.6: Energy balance for flat foil section; total energy $W$ _tot, kinetic energy of all particles $W_{-} k i n$, field energy $W_{\_}$field, kinetic energy of protons $W_{\_} k i n \_p$, kinetic energy of electrons $W_{-} k i n \_e$ and kinetic energy of $\mathrm{C}^{4+}$ ions $W_{-} k i n \_c$.

## Chapter 4

## Input for BT program (Matlab)

The goal was to connect data from PIC simulations with the Matlab program created for the purpose of my bachelor thesis [42]. The code I have developed in Matlab can compute the trajectory coordinates of a charged particle beam in a solenoid with given starting conditions for the position and the velocity coordinates. The charged particle motion through the solenoidal field was written in a cylindrical coordinate system, thus, the transformation into Cartesian coordinates is used only for plotting. Moreover, the program contains also the file for solving differential equation of motion and the file for generating the particle beam emittance. By changing parameters I have studied the behaviour of charged particles (or a single particle) in the solenoidal field - for example a fringing field effect. In this work, our goal was to take the output from PIC simulations as input to the Matlab code and see if our results correspond to reality.
There were a few problems:

- Firstly, the PIC simulations were computed using 2D EPOCH code in contrast to Matlab program which computes particles trajectories in 3D. As a solution of this problem, the $\theta$-component of velocity $v_{\theta}$ was set to 0 and angular position coordinate $\theta$ we obtain from PIC simulation as an angle between velocities $v_{x}$ and $v_{y}$ ( $v_{r}$ and $v_{z}$, respectively); directions can be seen in Fig. 3.2.
- Secondly, to obtain emittance the equation for the RMS emittance (4.1) from [15] is used instead of the equation of emittance ellipse in phase space characterized by Twiss parameters $\alpha, \beta, \gamma$ (this approach is applied in Ref. [42]).

$$
\begin{equation*}
\varepsilon_{R M S}=4 \sqrt{\sum_{i=1}^{N} \frac{1}{N}\left(y_{i}-\langle y\rangle\right)^{2}} \times \sqrt{\frac{1}{N} \sum_{i=1}^{N}\left(\theta_{i}-\langle\theta\rangle\right)^{2}} \tag{4.1}
\end{equation*}
$$

Actually, the Twiss parameters $\beta, \gamma$ can be computed as follows [42]:

$$
\begin{align*}
& \sigma_{y}=\sqrt{\frac{1}{N} \cdot \sum_{i=1}^{N}\left(y_{i}-\langle y\rangle\right)^{2}}=\sqrt{\varepsilon_{R M S} \cdot \beta} \quad \rightarrow \quad \beta=\frac{\frac{1}{N} \cdot \sum_{i=1}^{N}\left(y_{i}-\langle y\rangle\right)^{2}}{\varepsilon_{R M S}}  \tag{4.2}\\
& \sigma_{\theta}=\sqrt{\frac{1}{N} \cdot \sum_{i=1}^{N}\left(\theta_{i}-\langle\theta\rangle\right)^{2}}=\sqrt{\varepsilon_{R M S} \cdot \gamma} \quad \rightarrow \quad \gamma=\frac{\frac{1}{N} \cdot \sum_{i=1}^{N}\left(\theta_{i}-\langle\theta\rangle\right)^{2}}{\varepsilon_{R M S}} \tag{4.3}
\end{align*}
$$

More detailed description can be found in my bachelor thesis [42].

- Then, the kinetic proton energy was set to a constant in a matlab program. It has to be changed manually, if needed.
- Non-solved problem is also the diferent numbers of particles - thousands or milions in PIC and only hundreds in matlab, which is computationaly very limited.


### 4.1 Beam Emittance correction (demonstrated in flat foil section case)

In the case of flat foil we have used as a data source the last .sdf file (20.sdf). This file contains information about accelerated protons at the end of the simulation, i.e. at 300 fs from the start. Firstly, we have to check that the accelerated protons are still in the simulation area. Thus, the plotted protons density at the end of simulation is shown as an example in Fig. 4.1. None of particles come close to the edge of the simulation area. This process were aplied also on curved foil section with the same result (at the end of simulation none of particles come close to the edge of simulation area).


Figure 4.1: Expansion of the target at $t=300 \mathrm{fs}$; none of the protons come close to the edge of the simulation area; color scale shows protons density

### 4.1.1 Calculation of Emittance and Twiss parameters

Based on the data from PIC simulations, we determine emittance (see (4.1)) and Twiss parameters $\beta, \gamma$ (obtained from (4.2), (4.3)). The spectrum of accelerated protons in time 300 fs was divided in 5 energy intervals between $E_{\text {min }}^{p+}=0 \mathrm{MeV}$ and $E_{\text {max }}^{p+}=3.4495 \mathrm{MeV}$ (3.11) for flat foil section and between $E_{\text {min }}^{p+}=0 \mathrm{MeV}$ and $E_{\text {max }}^{p+}=4.0471 \mathrm{MeV} 3.13$, thus, 5 sets of emittance plus Twiss parameters for each foil are received. Data for flat foil section are summarized in Tab. 4.1 and for curved foil section in Tab. 4.2, where eps_y and eps_theta are square roots in relation (4.1).

| $E_{\min }[\mathrm{MeV}]$ | $E_{\max }[\mathrm{MeV}]$ | $\varepsilon[\mathrm{mm} \times \mathrm{mrad}]$ | eps_y $[\mathrm{mm}]$ | eps_ $\theta[\mathrm{rad}]$ | $\beta[\mathrm{m} / \mathrm{rad}]$ | $\gamma[\mathrm{rad} / \mathrm{m}]$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0.00 | 0.69 | 1.54 | $8.36 \mathrm{E}-007$ | 0.46 | $4.54 \mathrm{E}-007$ | $1.38 \mathrm{E}+005$ |
| 0.69 | 1.38 | 0.79 | $1.09 \mathrm{E}-003$ | 0.18 | $1.50 \mathrm{E}-006$ | $4.16 \mathrm{E}+004$ |
| 1.38 | 2.07 | 2.17 | $1.81 \mathrm{E}-003$ | 0.30 | $1.52 \mathrm{E}-006$ | $4.13 \mathrm{E}+004$ |
| 2.07 | 2.76 | 1.23 | $1.53 \mathrm{E}-003$ | 0.20 | $1.92 \mathrm{E}-006$ | $3.26 \mathrm{E}+004$ |
| 2.76 | 3.45 | 0.27 | $8.22 \mathrm{E}-004$ | 0.08 | $2.54 \mathrm{E}-006$ | $2.46 \mathrm{E}+004$ |

Table 4.1: Flat foil section: Results of computed emittances and Twiss parameters $\beta$ (4.2) and $\gamma$ (4.3) from last output .sdf file of PIC simulation for flat foil section in time $t=300 \mathrm{fs}$; results are divided between five energy intervals (see $E_{\min }$ and $E_{\text {max }}$ ); eps_y and eps_theta are square roots in equation (4.1).

| $E_{\min }[\mathrm{MeV}]$ | $E_{\max }[\mathrm{MeV}]$ | $\varepsilon[\mathrm{mm} \times \mathrm{mrad}]$ | eps_y $[\mathrm{mm}]$ | eps_ $\theta[\mathrm{rad}]$ | $\beta[\mathrm{m} / \mathrm{rad}]$ | $\gamma[\mathrm{rad} / \mathrm{m}]$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0.00 | 0.81 | 1.48 | $8,10 \mathrm{E}-004$ | 0.46 | $4,43 \mathrm{E}-007$ | $1.41 \mathrm{E}+005$ |
| 0.81 | 1.62 | 0.46 | $8.27 \mathrm{E}-004$ | 0.14 | $1.47 \mathrm{E}-006$ | $4.24 \mathrm{E}+004$ |
| 1.62 | 2.43 | 1.45 | $1.54 \mathrm{E}-003$ | 0.23 | $1.64 \mathrm{E}-006$ | $3.81 \mathrm{E}+004$ |
| 2.43 | 3.24 | 0.06 | $3.27 \mathrm{E}-004$ | 0.05 | $1.66 \mathrm{E}-006$ | $3.76 \mathrm{E}+004$ |
| 3.24 | 4.05 | 0.02 | $1.90 \mathrm{E}-004$ | 0.03 | $1.58 \mathrm{E}-006$ | $3.96 \mathrm{E}+004$ |

Table 4.2: Curved foil section: Results of computed emittances and Twiss parameters $\beta$ (4.2) and $\gamma(4.3)$ from last output .sdf file of PIC simulation for curved foil section in time $t=300 \mathrm{fs}$; results are divided between five energy intervals (see $E_{\min }$ and $E_{\max }$ ); eps_y and eps_theta are square roots in equation (4.1).

The emittance eps (in tables noted as $\varepsilon$ ) reaches ones or tenths of [ $\mathrm{mm} \times \mathrm{mrad}$ ] for flat foil section (see Tab. 4.1) which is in agreement with theoretical articles based on particle-simulations, e.g. [15]. Emittance and standard deviation of divergence is lower for the curved foil section than for the flat foil case (see Tab. 4.2). Moreover, the angular deviation eps_theta for both cases has the lowest value for the higher energy intervals which is in agreement with statement that the most energetic particles have the less angular divergence [15]. In fact, eps_theta has a a decreasing trend except the second interval for flat foil as same as for curved foil. This mis-values may be explained by two breakpoints in proton energy spectrum (see Fig.3.3) given by transverse dimension of target (more detailed explanation in section 3.4).

### 4.1.2 Modification in the Matlab code (from bachelor thesis) for the purposes of the new input data from PIC simulations (flat foil section only)

In previous section 4.1 .1 we obtain Twiss parameters $\beta, \gamma$ which are used as input in beam emittance Matlab file. All needed Matlab files can be found in Appendix 5. The corrected files are following:

1. Main code - new saving of velocity coordinates; input of new starting energy ( 2.5 MeV ); moving of the solenoid closer to the particle-source (zini is 0.001 m ) to catch more particles (when divergence is huge).
2. Beam emittance - input of new "typical" values of Twiss parameters (see Tab. 4.1):

- $\beta=1.5 \cdot 10^{-6} \mathrm{~m} / \mathrm{rad}$,
- $\gamma=3 \cdot 10^{4} \mathrm{rad} / \mathrm{m}$;

Emittance is not calcaluted from emittance elipse equation [42].
3. Plot emittances - nearly all new file.

New Plot emittances Matlab file in the contrast to the old one uses only one 2D plane in phase space as an input, because of problematic transition between 3D (the code in Ref. [42]) and 2D (PIC simulations). As we can observe in Fig. 4.2 b ), d) the second plane of phase space is set to zero at the beginning of the simulation, but does not remain zero at the end. In other words, particles do not stay in one plane after passing their paths through the solenoid.

Plot emittances file plots the emittance at the start and at the end of Matlab simulation and takes into account only those particles that are propagating through the solenoid (not the particles which are reflected back), Fig. 4.2. Simulated data can be found in Tab. 4.3. Emittance eps is bigger at the end which is unfortunately not expected result and it is caused by non-physical situation connected to solenoid dimensions and its position. The solenoid is very closed to the particle source, becase those from PIC simulation have a large divergence from the start, thus, only way how to catch them into the magnetic device is to put the solenoid closer to the source. Even if this situation differs from reality (solenoid is usually located in distance of few cm ), the possibility of connecting Matlab code with PIC simulations is demonstrated. In addition, we are planning to focus on this problem more in the future together with optimization of solenoid field in order to achieve the improvement in ion beam divergence by the solenoid.

|  | eps_y $[\mathrm{mm}]$ | eps_theta $[\mathrm{mrad}]$ | eps $[\mathrm{mm} \mathrm{x} \mathrm{mrad}]$ |
| :--- | ---: | ---: | ---: |
| at the start | 0.002 | 309.019 | 0.618 |
| at the end | 0.153 | 883.009 | 135.100 |

Table 4.3: Comparison of emittances at the start and at the end of Matlab simulation.


Figure 4.2: Plot emittances output; two planes in phase space $x-x^{\prime}$ and $y-y^{\prime}$ are plotted, notation is in agreement with [42]; a) emittance in plane $x-x^{\prime}$ at the beginning of the Matlab simulation, xrms $=0.002 \mathrm{~mm}$, xprms $=309.019 \mathrm{mrad} ; \mathrm{b})$ emittance in plane $y-y^{\prime}$ at the beginning of the Matlab simulation is set to zero because of the reason discussed in text; c) emittance in plane $x-x^{\prime}$ at the end of the Matlab simulation in the time $t \_\max 0=5.1160 \cdot 10^{-8} \mathrm{~s}$, eps $y=0.153 \mathrm{~mm}$, eps_theta $=883.009 \mathrm{mrad} ;$ d) emittance in plane $y-y^{\prime}$ at the end of simulation - particles do not remain in one plane.

Plotted particles trajectories can be found in Fig. 4.3 with detailed view of focusing process in solenoid in Fig. 4.4. In Fig. 4.3 a ), b), d) also negative part of $x$-axis is plotted because some of the particles are reflected back from the solenoid. For our simulated case it is namely 3 particles from 100, i.e. $3 \%$ of the beam. Other particles are passing through the solenoid (which is located from 0.001 m to 0.25 m ) and they are periodically focused by mechanisms roughly explained in 1.4.2 (see Fig. 1.5) and more detailed in Ref. [42]. The periodical focusing mechanism in the solenoid is demonstrated on more detailed views in Fig. 4.4.


Figure 4.3: a) z-y plane, b) z-x plane, c) cross section and projection of beam trajectories to the y -x plane, d) simple 3D graph; solenoid is located from 0.001 m to 0.25 m , $\beta=1.5 \cdot 10^{-6} \mathrm{~m} / \mathrm{rad}, \gamma=3 \cdot 10^{4} \mathrm{rad} / \mathrm{m}, B=10.72 \mathrm{~T}$ (magnetic field in the solenoid centre; see Main code in the section 5.4), eps $\_y=0.153 \mathrm{~mm}$, eps $\_$theta $=883.009 \mathrm{mrad}$


Figure 4.4: Detailed view on focusing mechanism inside the solenoid as explained in chapter 1.4.2 and demonstrated in Fig. 1.5; solenoid is located from 0.001 m to 0.25 m , $\beta=1.5 \cdot 10^{-6} \mathrm{~m} / \mathrm{rad}, \gamma=3 \cdot 10^{4} \mathrm{rad} / \mathrm{m}, B=10.72 \mathrm{~T}$ (magnetic field in the solenoid centre; see Main code in the section 5.4), eps $\_y=0.153 \mathrm{~mm}$, eps_theta $=884.7715 \mathrm{mrad}$.

## Summary and Conclusion


#### Abstract

Apart from conventional acceleration techniques there is also a possibility to produce particle beams by ion acceleration based on high intensity laser interaction with matter. Due to their parameters (e.g. energy, divergence, ...) they can be used for various applications including fast ignition, proton radiography, development of compact facilities for laser-driven ion beam radiotherapy, hadrontherapy (a healing of radiation-resistant tumors), nuclear research and so on [29]. The main problem the laser accelerators have to face is producing of divergent proton beams with high energy spread, which caused a big decrease in the number of particles delivered for therapy or other applications. Thus, the main goal is to avoid this divergence which is exactly the topic on which this work is focused on. Actually, the theoretical background of the interaction of ultra intense laser pulses with solid ionized targets are discussed in this text. In addition, a brief description of basic ion-accelerating mechanisms and obtained experimental results focusing on decreasing divergence of accelerated particle beams are discussed. There are many ways how to avoid divergence, for example by various magnetic beam devices [13], [28], [29], using ultra-intense short pulse regimes [14] or by applying different targets (thin foils [3], curved foils [8], foils with microstructures on their rear side [25] etc.), see chapter 1.4. In the second chapter, possibilities of numerical modeling in laser plasma physics are reported, especially the particle-in-cell method (PIC), whose basic algorithms are explained in very detailed way. For our calculations open souce Warwick's EPOCH PIC code was chosen mainly because of its user-friendly input parameters platform and great users manual. Particle-in-cell simulations for two types of targets (flat foil and curved foil sections) were performed. Outputs are series of commented figures (energy spectrum, angular distribution, energy balance...) and tables summarising the results of done simulations. The paper contains computing and visualising scripts as same as the code of modified Matlab program. This code can be used for calculating the movements of accelerated particles in the magnetic field of the solenoid as well as for evaluating its emittances. Even if the connection between Matlab program created under the bachelor degree project with PIC simulation were problematic, mainly because of different used dimension (3D for Matlab and 2D for EPOCH), the possibility to link together these two approaches were demonstrated. In summary, the output parameters from PIC simulations were used for calculations of initial values of Twiss parameters and emittance, which were employed as an input to Matlab program. The resulting particle trajectories and particle emittances are demonstrated on the attached figures. According to our simulations particle beams have decreasing divergence with increasing energy; this result is with agreement with previous theoretical and experimental research [15]. Less divergent protons were obtained from curved foil. In short, the protons are accelerated perpendicularly to the target from its rear side which is exactly the reason why more collimated protons are observed in the case of curved foil and not in the case of flat foil section. Higher maximum proton energy (as


well as maximum energy of carbon ions) was obtained from curved foil section simulation because of bigger absorption coefficient caused for example by Brunel vacuum heating. In other words, more energy from incident laser pulse is transformed into kinetic energy of particles.
This work is important for the implementation and optimization of future experiments at the ELI-Beamlines and also experiments carried out in the Institute of GIST in Gwangju, Korea. Future plans are focused on the use of a solenoid to optimize accelerated ion-beam and of more realistic parameters in the simulations as same as on studying further possibilities of decreasing beam divergence such as structures on the target rear side or using of the second target focusing a proton beam.
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## Chapter 5

## Appendix

### 5.1 Matlab script for drawing Energy spectrum

Listing 5.1: Energy spectrum

```
clear all;
l=GetDataSDF('0020.sdf');
px=l. Particles.Px.proton.data;
py=l. Particles.Py.proton.data;
mass_p=1836;
mass_c=22032;
mass_e=1;
```



```
py1=py./( 9.11e-31*mass_p*3.0e+8);
i=find (abs (px1)>0.0);
px2=px1(i) ;
py2=py1(i);
gamma=sqrt(1.0+px2.^2+py2.^ 2);
energy =0.511*mass_p *(gamma-1.0);
estep=0.02;
ei=0.0: estep : 5.0;
h=hist(energy, ei );
// hist(data,nbins) sorts data into the number of bins specified by the scalar
    nbins.
%figure(1);
hold on;
semilogy(ei ,h, 'g-', 'LineWidth', 2);
hold on;
%plot(ei,h,'r-','LineWidth', 2);
gg=gca;
grid on;
set(gg,'GridLineStyle', '--');
set(gg,'MinorGridLineStyle','__') ;
set(gg,'Fontsize',14);
xlabel('energy (MeV)','Fontsize', 14, 'Fontweight', 'bold');
ylabel('N(a.u.)','Fontsize',14,'Fontweight','bold');
maxenergy=max(energy)
%fileID=fopen('momentum.txt', 'w');
%A=[px2;py2];
%fprintf(fileID ,'%6.1e %E \r\n',A);
%fclose(fileID);
```


### 5.2 Matlab script for drawing Angular distributions and for calculation of Emittance and Twiss parameters

Listing 5.2: Angular distribution + Emittance + Twiss parameters

```
clear all;
l=GetDataSDF('0020.sdf'); // load the last file of the simulation
px0=l. Particles.Px.proton.data;
py0=l. Particles.Py.proton.data;
x0=l. Particles.Px.proton.grid.x;
y0=l. Particles.Px.proton.grid.y;
px=px0./(9.11e-31*1836*3.0e+8); // p/(mc)
py=py0./(9.11e-31*1836*3.0e+8);
x=x0;
y=y0;
x1=-100.0; // setting the simulation box
x2=100.0;
y1=-25.0;
y2=25.0;
%%%%%%%%% flat foil protons %%%%%%%%%%
energymin =0.0;
energymax =0.6899;
%energymin =0.6899;
%energymax =1.3798;
%energymin=1.37980;
%energymax = 2.0697;
%energymin =2.0697;
%energymax =2.7596;
%energymin =2.7596;
%energymax =3.4495;
energymin =0.5;
energymax =3.4495;
%%%%%%%%% curved foil protons %%%%%%%%%%
%energymin}=0.0
%energymax =0.80942;
%energymin =0.80942;
%energymax =1.61884;
%energymin =1.61884;
%energymax =2.42826;
%energymin =2.42826;
%energymax = 3.23768;
%energymin=3.23768;
%energymax =4.0471;
```

```
%energymin=0.5;
%energymax =4.0471;
j=find ((y>y1)&(y<y2)&(x>x1)&(x<x2)); // index for the simulation area
xx1=x(j);
yy1=y(j);
px1=px(j);
py1=py(j);
i=find (px1>0.0); // take only x+ axis
px2=px1(i);
py2=py1(i);
yy2=yy1(i);
gamma=sqrt(1.0+px2.^2+py2.^2); // relativistic factor gamma
energy =0.511*1836*(gamma-1.0);
index=find ((energy>energymin)&(energy<energymax)); // index for
    energy interval between (Emin, Emax)
px3=px2(index);
py3=py2(index);
yy3=yy2(index);
gamma3=gamma(index);
vx=px3 ./ gamma3;
vy=py3 . / gamma3;
alfa=atan(vy./vx);
index 2=find(abs(alfa)<50.0/180.0*\mathbf{pi}); // angular cut of particles
    comimng from the sides of the target
yy4=yy3(index2);
alfa2=alfa(index2);
alfai=-pi:pi/100:pi;
halfa=hist(alfa2, alfai); //histogram
hold on;
plot(alfai, halfa,'g-','LineWidth',2);
hold on;
gg=gca;
grid on;
set(gg,'GridLineStyle','--');
set(gg,'MinorGridLineStyle','-_');
set(gg,'Fontsize',14);
xlabel(',','Fontsize',14,'Fontweight','bold');
ylabel(',','Fontsize',14,'Fontweight','bold');
fileID=fopen('theta.txt','w'); // save all thetas into a file
A=alfa2;
fprintf(fileID,'%6.1e \n',A);
fclose(fileID);
Theta_mean=mean(A) ; // mean value of theta
e=zeros(size(A,1),1);
e=(A(:,1)-Theta_mean).^2;
ee=sum(e); // sigma_x,
eps_theta=sqrt(ee/N)
file\}\overline{I}=\mathrm{ =fopen('y.txt','w');
B=yy4;
fprintf(fileID,'%6.1e \n',B);
fclose(fileID);
N=size(B,1);
y_mean=mean(B);
i=zeros(size(B,1),1);
i=(B(:,1)-y_mean).^2; // sigma_x
ii=sum(i);
```

```
eps_y=sqrt(ii / N)
08 eps=4*eps_y*eps_theta //RMS emittance
09 twiss beta}=eps \overline{y}^2/ep
twiss__gamma=ep\overline{s}_theta^2/eps // Twiss parameter Gamma
```


### 5.3 Matlab script for drawing Energy balance

Listing 5.3: Energy balance

```
= -1.6021766e-19;
m_e=9.10938e-31;
c=299792458;
lambda=800;
omega=2*\mathbf{pi}*c/(lambda *1e-9);
mass particle p=1836;
mass_particle_e=1;
mass_particle_c=22032;
numberSDF = 21; // how many .sdf files in folder + 1
time=zeros(numberSDF,1);
W_kin_p=zeros(numberSDF,1);
W_kin_e=zeros(numberSDF,1);
W_kin_c=zeros(numberSDF,1);
W_kin=zeros(numberSDF ,1);
W_field=zeros(numberSDF,1);
W_total=zeros(numberSDF,1);
for j=0:(numberSDF-1) // starting from zero
    currentSDF=sprintf(`'000%d.sdf', j) ;
        if j>9
            currentSDF=sprintf('00%d.sdf', j);
        end
l=GetDataSDF (currentSDF )
Ex=l.Electric Field.Ex.data;
Ey=l.Electric_Field.Ey.data;
Ez=l.Electric_Field.Ez.data;
Bx=l.Magnetic Field.Bx.data;
By=l.Magnetic_Field.By.data;
Bz=l.Magnetic_Field.Bz.data;
%dimensionless
Ex2=Ex.*e./(m_e*omega*c);
Ey2=Ey.*e./(m_e*omega*c);
Ez2=Ez.*e./(m_e*omega*c);
Bx2=Bx.*e./(m_e*omega);
By2=By.*e./(m_e*omega);
Bz2=Bz.*e./(m_e*omega);
    n=150/20; // number of particles on critical density
    px_p=l.Particles.Px.proton.data;
    px_e=l.Particles.Px.electron.data;
    px_c=l.Particles.Px.carbon.data;
    py_p=l.Particles.Py.proton.data;
    py_e=l.Particles.Py.electron.data;
```

```
    py_c=l.Particles.Py.carbon.data;
    pz_p=l.Particles.Pz.proton.data;
    pz_e=l.Particles.Pz.electron.data;
    pz_c=l.Particles.Pz.carbon.data;
    px1
    px1_e=px_e./(m_e*mass__particle_e e*c);
    px1_c=px_c./(m_e*mass_particle_c*c);
    py1_p=py_p./(m_e*mass_particle_p*c);
    py1_e=py_e./(m_e*mass__particle_e e*c);
    py1_c=py_c./(m_e*mass_particle_c*c);
    pz1_p=pz_p./(m_e*mass_particle__p*c);
    pz1_e=pz_e./(m_e*mass__particle_e e*c);
    pz1_c=pz__c./(m_e e*mass__particle__c*c);
    gamma_p=sqrt(1.0+px1_p.^2+py1_p.^2+pz1_p.^ 2);
    gamma_e=sqrt(1.0+px1_e.^2+py1_e.^2+pz1_e.^2);
    gamma_c=sqrt(1.0+px1_c.^2+py1_c.^ 2+pz1_c..^2);
    W_kin_p(j+1)=sum(mass_particle_p/n*(gamma_p-1))
    W
    W_kin_c(j+1)=sum(mass_particle_c/n*(gamma_c-1))
    W_
W_field =0.5*sum(sum ((Ex2.^2+Ey2.^2+Ez2.^2) ))+0.5*sum(sum((Bx2.^2+By2.^2+Bz2.^ 2)
        )) //2D matrix (sum twice)
W_total=W_kin+W_field
time(1,j+1)=1.time*1e15; //in [fs ]
end
kappa=max(W_kin)/max(W_field)
plot(time(1,:),W_field,'r-','LineWidth ',2);
hold on
plot(time(1,:),W_total, 'b-' ,'LineWidth', 2) ;
hold on
plot(time(1,:),W_kin,'g-','LineWidth',2);
hold on
plot(time(1,:),W_kin_p, 'k-','LineWidth ',2);
hold on
plot(time(1,:),W_kin_e,'c-', 'LineWidth',2);
hold on
plot(time(1,:),W_kin_c,'m-','LineWidth', 2);
hold on
```


### 5.4 Modified Matlab program from bachelor thesis

```
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
clf
time=cputime;
%
% set solenoid parameters
%
i = 1800; % wire current [A]
N = 1200; % number of wire turns
zini = 0.001; % z position of the left end of the solenoid [m]
zfin = 0.25; % z position of the right end of the solenoid [m]
r = 0.025; % solenoid radius [m]
bo=(1.26E-6*i*N) /sqrt((zfin-zini)^2+4*r^2) % mag. field in the sol. centre
%
% set beam parameters
%
energy= 2.5e6; % kinetic energy [eV]
EO=938e6; % proton rest energy [eV]
gamma=1+energy/Eo; % gamma relativistic factor
beta=sqrt(1-1/gamma^2); % beta velocity
velmod=beta*(2.998e+8); % total velocity
%
% ODE time set
%
Ltot=1; % maximum length of total path, from this calculation we
    % can get the total time tmax for the particle motion
tmin0=0;
tmax0=Ltot/velmod; % [s]
tmax0
tspan0=[tmin0:tmax0/1000:tmax0];
%
% convert Cartesian coordinates (generated from the beam_emittance
% function) to cylindrical ones
%
[ttheta,rr,zz]=cart2pol(posx(:,1)/1000,posx(:, 2)/1000,0); %transformation
% from Cartesian to cylindrical coordinates (ttheta,rr,zz)
r0=[rr,ttheta];
velr=sqrt((posxp(:,1)*velmod/1000).^2+(posxp(:, 2)*velmod/1000).^2);
% realistic approach also possible:
%[ttheta,rr,zz]=cart2pol(posx(:,1)/10000,posx(:, 2)/10000,0);
%r0=[rr,ttheta];
%velr=sqrt((posxp (:,1)*velmod/100).^2+(posxp (:, 2)*velmod/100).^2);
k=1;
%
% differential equations (solving)
%
for row=1:1:Np; % for Np particles with 1-particle step
y0=[r0(row, 1), velr(row),r0(row, 2),0,0,sqrt (velmod^2-velr(row)^2)];
% velmod is total velocity, v_theta is 0
options=odeset('reltol',1e-7);
[t0, y]=ode45('solutionODEcylind3D',tspan0,y0,options,i,N,zini,zfin,r);
```

```
cylcoord(:,:,k)=y; % saving information form ODEs for each k-th particle
k=k+1;
end
%
% convert cylindrical coordinates to Cartesian ones because of plotting
%
for kk=1:1:(k-1)
[xx,yy,zz]=pol2cart (cylcoord(:, 3,kk),cylcoord(:, 1,kk),cylcoord(:,5,kk));
end
for kk=1:1:(k-1)
[xx(:,kk),Yy(:,kk),zz(:,kk)]=pol2cart(cylcoord(:, 3,kk),cylcoord(:, 1,kk),
                                    cylcoord(:,5,kk));
end
for kk=1:1:(k-1)
coord(:,:,kk)=[xx(:,kk),yy(:,kk), zz(:,kk)]; % saving in coord
end
for kk=1:1:(k-1)
[vxx,vyy,vzz]=pol2cart (cylcoord(:,4,kk), cylcoord(:,2,kk),cylcoord(:,6,kk));
end
for kk=1:1:(k-1)
[vxx(:,kk),vyy(:,kk),vzz(:,kk)]=pol2cart(cylcoord(:,4,kk),cylcoord(:, 2,kk),
                                    cylcoord(:,6,kk));
end
for kk=1:1:(k-1)
vcoord(:,:,kk)=[vxx(:,kk),vyy(:,kk),vzz(:,kk)]; % saving in vcoord
end
%
plot trajectories
%
%
for k=1:1:Np % for each of Np particles
    hold on
    subplot (2,2,1);
    plot(coord(:,3,k),coord(:,2,k)); %zy plane
    hold off
    hold on
    subplot (2,2,2);
    plot(coord(:, 3,k), coord(:,1,k)); %zx plane
    hold off
    hold on
    subplot (2,2,3);
    plot(coord(:,2,k),coord(:,1,k)); %yx plane
    hold off
    hold on
    subplot (2,2,4);
    plot3(coord(:,3,k),\operatorname{coord(:,2,k),coord(:,1,k)); %simple 3D}
    hold off
end
```

```
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%% SOLUTION OF CYLINDRICAL ODES % % % % % % % % % % % % % %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function [dydt]=f(t,y,nothing,i,N,zini,zfin,r)
amu=1.66053886e-27; % atomic mass unit [kg]
charge = 1.60217653e-19; % elementary charge [C]
Ap=1.00727647; % mass number proton (= mass of proton
    % divided by 1u (atomic mass unit)
Q = 1; % charge state
mu_0=1.26E-6; % permeability constant [H/m]
L = (zfin - zini); % length of solenoid [m]
z2 = y(5) - zini;
z1 = y(5) - zfin;
bz=(mu_0*i*N)/(2*L)*(z2/sqrt (z2*z2+r*r) -z1/sqrt(z1*z1+r*r)); %[T]
btheta=0;
br=-0.5*y(1)* (mu_0*i*N)/(2*L)*(1/sqrt(z2*z2+r*r)-1/sqrt(z1*z1+r*r) -
    -z2*z2/(z2*z2+r*r)^(1.5)+z1*z1/(z1*z1+r*r)^(1.5));
ratio_QA=Q/Ap* charge/amu;
    dydt=[y(2)
        ratio_QA*y(1)*y(4)*bz+y(1)*y(4)^2 % focusing
        y(4)
            (ratio_QA* (y (6)*br-y (2)*bz) -2*y(2)*y(4))/y(1) % rotation
        y(6)
            -ratio_QA*y(1)*y(4)*br]; % acceleration
```
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```
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%% BEAM EMITTANCE % % % % % % % % % % % % % % % % % % % % % % % % %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
clear all;
time=cputime;
% twiss parameters
gamma=6e4 %typical value from PIC simulations
beta=8e-7 %tzpical value from PIC simulations
alpha=sqrt(beta*gamma-1)
%
eps0=10/pi; % RMS emittance [mm*mrad]
Np=100; % particles number
xrms=sqrt (eps0*beta) % [mm]
xprms=sqrt(eps0*gamma) % [mrad]
count=0;
posx=zeros(Np,2); % allocate memory array for x and y plane;
    % Np-by-2 array of zeros
    % a storage for coordinates
posxp=zeros(Np,2); % allocate memory array for x' and y' plane
% a storage for divergences
emittance=zeros(Np,2); % allocate memory array
while count<Np
    x=normrnd(0,xrms,1,2); % Gaussian distribution with sigma=xrms(x,y),
    % mu=0; generates an 1-by-2-by random array
    xp=normrnd(0,xprms,1,2); % Gaussian distribution with sigma=xprms(x', y')
    % eps= gamma*x.^2+2*alpha*x.*xp+beta*xp.^2; % calculate the emittance
                                    % considering twiss par.
    %if eps<9*eps0 & sqrt(x(1,1)^2+x(1,2)^2)<3*xrms;
            count=count+1;
            posx(count,:)=x; % here coordinates are stored,
                                    % posx(count,1) and posx(count,2)
            posx(count, 2)=0.0;
            posxp(count,:)=xp; % here divergences are stored
            posxp (count, 2) = 0.0;
            %emittance(count, :)=eps;
    %end % from this we have x, x', y, y', x=(x,y), xp=(x', y') and emittance
end
posxp
plot(posx(:,1),posxp(:,1),'.'); axis equal; %x-x' plane
e_time=cputime-time
```


## Published with MATLAB® R2013b

## 

 $\% \% \% \% \% \% \% \% \% \% \% \% \% \% \% \% \%$ PLOTTING EMITTANCES $\% \% \% \% \% \% \% \% \% \% \% \% \% \% \% \% \% \% \% \%$ subplot (2,2,1);
plot (posx(:,1), posxp(:,1),'.'); \%emittance $x-x^{\prime}$ at the beginning;
axis square;
subplot (2,2,2);
plot (posx $(:, 2), \operatorname{posxp}(:, 2), ' . ') ;$ \%emittance $y-y^{\prime}$ (set as zero
\% because of 3D,2D problem)
axis square;
s_coord=size (coord) ;
s_vcoord=size(vcoord);
t_coord=s_coord (1);
t_vcoord=s_vcoord(1);
index=find (coord(t_coord, 3, :)>zfin); \%only particles which went through \% solenoid
x_coord=coord (t_coord, 1, : ) ;
y_coord=coord (t_coord, 2, : ) ;
z_coord=coord (t_coord, 3, : ) ;
vx_vcoord=zeros (Np,1);
vx_vcoord=vcoord(t_vcoord, 1, :);
vy_vcoord=vcoord(t_vcoord, 2, :) ;
vz_vcoord=vcoord(t_vcoord, 3, :) ;
x_coord1=x_coord(index);
y_coordl=y_coord(index);
z_coordl=z_coord(index);
vx_vcoordl=vx_vcoord (index);
vy_vcoordl=vy_vcoord (index);
vz_vcoordl=vz_vcoord (index) ;
angle=atan(vy_vcoord1(1,1,:)./vx_vcoord1 (1, 1,:))*1000; \%in [mrad]
posx1=zeros(length(index), 1);
pospx1=zeros (length(index), 1);
for il=1:length(index)
posx1 (i1)=x_coord1 (1,1,i1);
posxp1 (i1)=angle(1,1,i1);
end
posy1=zeros(length(index), 1);
pospy1=zeros(length(index), 1);
for i1=1:length (index)
posy1 (i1)=y_coord1 (1,1,i1);
posyp1 (i1)=angle(1,1,i1);
end
mean_y=mean (posx1) ;
mean_theta=mean (posxp1);
sigma_y=(posx1-mean_y).^2;
sigma_theta=(posxp1-mean_theta) .^2;
eps_yy=sum(sigma_y);
eps_theta2=sum(sigma_theta);
eps_y=sqrt (eps_yy/length(sigma_y)) $\quad$ o eps_y same as from PIC data eps_theta=sqrt (eps_theta2/length(sigma_theta)) \%eps_theta -//-
subplot (2,2,3);
plot (posx1,posxp1,'.'); \%emittance $x-x^{\prime}$ at the end;

```
axis square;
subplot (2,2,4);
plot(posy1,posyp1,'.'); %emittance y-y' at the end;
axis square;
```
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