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ABSTRACT

Based on the maximization of entropy, microwave sensors are becoming standard approaches for

converting point surface velocity measurements into discharge. Unfortunately, this conversion is

conditioned by cross-section regularity and by the need to take the surface measures above the

vertical where the maximum velocity occurs. Cross-section irregularities and the presence of

floodplains, vegetation and/or local bed depressions can change the theoretical applicability

conditions of the proposed methods and, due to the wandering of the current, the microwave sensor

must be continuously moved to track the maximum velocity. We describe the theoretical

development and practical application of a new approach to operationally convert surface velocity

and water level, measured using a fixed installation, into discharge. The resulting equation that links

the surface point velocity measurement to the discharge is a function of two parameters describing

the velocity distribution within the cross-section plus an additional correction factor which describes

the non-homogeneity of the different vertical slices into which the cross-section is divided.

Interesting results of the approach are shown for the gauging section of Tavagnasco on the Dora

Baltea River in Italy with high performances both in terms of calibration and validation.
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INTRODUCTION

The instantaneous value of discharge in a canal or river

cross-section of known geometrical characteristics can be

represented as a function of the time-varying water depth y

and average velocity v, namely Q¼Q(y, v). This implies

both the water depth and the average cross-section velocity

should be measured to correctly estimate the time-varying

discharge. Today, apart from small rivers and canals where

current meters are still used, flow measurements are gener-

ally made using Acoustic Doppler Velocity Profilers

(ADCP), which allow the integration of the flow over the

entire cross-section. Unfortunately, for safety reasons,

ADCPs cannot be used during high flows and are mostly

used to perform reference measurements. Discharge is still

traditionally estimated as Q ≅ Q yð Þ by means of a para-

metric function of the sole water depth which is known as

the steady flow rating curve, or more simply the rating

curve. Rating curves are generally represented by monomial

relationships such as Q¼ α(y�β)γ where α, β and γ are the

parameters to be estimated on the basis of couples of y

and Q, obtained via contemporaneous measurements of

water depth and water velocity in the cross-section of

interest.

These values are seldom measured during high flows,

implying that the estimation of the parameters will only cap-

ture the low- and medium-flow values while the rating curve

will be extended beyond the range of measurements. This

‘extrapolation’ beyond the range of measurements causes

one of the major discharge estimation errors (Di Baldassarre

& Montanari ), mainly dependent on parameter γ

which controls the curvature of the rating curve. While

smaller impacts on the flow estimation can be induced by

other phenomena such as the seasonality in the vegetation,
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another large cause of errors affecting discharge estimates

using rating curves lies in the neglected unsteady flow

effects. The combination of all these errors, particularly in

large mild slope rivers, may easily reach 30% as shown by

Di Baldassarre & Montanari ().

Driven by the emergence of new technologies and sen-

sors, as well as by the interest of being able to describe

unsteady flow discharges, in recent decades various meth-

odological approaches have been proposed and tested to

overcome the limitations induced by the use of steady-state

rating curves. An example is the recent dynamic rating

curve (DyRaC) (Dottori et al. ) approach, based on

pairs of contemporaneous measures of water level in adja-

cent cross-sections of a river. DyRaC assumes a parabolic

approximation of the Saint Venant equations and, by

taking advantage of the link between the water surface

slope and the average velocity, produces an estimate of

discharge as a function of water depth and water surface

slope, i.e.

Q ≅ Q y,
@v
@x

� �

DyRaC requires two contemporary water depth

measurements instead of the single measurement required

by a traditional rating curve.

The advantage of DyRaC over the conventional mono-

mial equations representing the steady-state rating curves

is twofold. First of all, it directly allows estimation of the

unsteady flow discharge, thus eliminating one of the major

sources of errors. It offers another advantage in relation to

the effect of extrapolation beyond the measurement range

given that it exploits all the geometrical information of the

two cross-sections where the water levels are measured

and of an approximation of the energy losses in the reach

in between.

The availability of new sensors based on microwaves

has provided new opportunities of estimating the average

cross-section velocity starting from the measurement of the

surface velocity. The method was provided by the entropy

theory such as that proposed by Chiu (, ) for open

channels who established a bridge between the probability

domain, where a probability distribution of the velocity is

assumed, and the physical space, by deriving the cumulative

probability distribution function. The work of Chiu was fol-

lowed by many authors (Yamaguchi & Niizato ;

Moramarco & Singh , ; Costa et al. ; Fulton

& Ostrowski ; Moramarco et al. , ; Ammari

& Remini ; Brocca et al. ; Zasso ) who

employed and tested the probabilistic approach under sev-

eral conditions.

The advantage of the approach lies in the possibility of

reliably converting a continuous time measure of surface vel-

ocity into an average cross-section velocity and into

discharge, if associated with a simultaneous water level

measurement. Unfortunately, the probabilistic approach

was developed and tested on rather regular cross-sections

and requires the surface velocity to be measured over the

vertical where the maximum velocity in the cross-section

occurs. This is certainly feasible using a movable microwave

sensor when, for instance, performing reference measure-

ments for calibrating a rating curve, but it is not possible

in operational gauges. In the latter case, a fixed sensor is

installed and cannot be moved to follow the continuous

changes of the vertical where the maximum flow velocity

occurs, which varies continuously due to the cross-section

shape and the flow conditions.

This paper aims to tackle the above-mentioned problems

and to demonstrate a potential use of the microwave sensors

in combination with Chiu’s probabilistic approach in oper-

ational practice.

METHODOLOGY

The probabilistic approach

The probabilistic approach stems from the principle of

entropy maximization that has been used in several fields

of research as a technique for deriving the probability den-

sity function of a random variable. The key concept is the

principle that, in a physical system with certain assigned

constraints, the entropy tends towards a maximum value

as random events tend to occur in the greatest possible

disorder.

Chiu (, , , ), Chiu & Murray () and

Chiu & Said () formulated a probabilistic model based

on the maximization of entropy in a cross-section of a
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water course, deriving a two-dimensional velocity distri-

bution of the form:

u ¼ umax

M
ln 1þ eM � 1

� � ξ� ξ0
ξmax � ξ0

� �
(1)

where u is velocity in the longitudinal direction (orthogonal

to the plane of the cross-section);M is a parameter measuring

the entropy of the section; ξ� ξ0ð Þ= ξmax � ξ0ð Þ represents the
spatial cumulative distribution of probability; ξmax is the value

of ξ at the point ofmaximumvelocity, i.e. whereu¼ umax; and

ξ0 is the value of ξ at the point where u¼ 0.

The coordinate ξ, defined

ξ ¼ Y 1� Zð Þβiexp βiZ� Y þ 1ð Þ, (2)

is given as a function of two transformed coordinates Y and

Z. Y and Z depend on the spatial coordinates y (vertical) and

z (horizontal) by:

Y ¼ y� δy
D� δy � h

; Z ¼ zj j
Bi � δi

(3)

through appropriate parameters which take into account the

water depth D; the depth h at which the maximum speed

occurs (positive if below the free surface or negative if

above); the width of the section B; and the eventual pres-

ence of elements that may modify the position of the zero

reference plane (i.e. the point at which the velocity becomes

zero). The parameters βi, Bi and δi where i¼ 1,2 are respect-

ively the exponent, the width at the surface and the

displacement of the zero plane that apply to the left (i¼ 1)

and right (i¼ 2) of the vertical at which the maximum vel-

ocity in the section is located. δy is the displacement of the

zero plane from the bottom. The need to introduce the dis-

placement of the zero plane is strongly linked to the

presence of local depressions, plants and vegetation or

large rough elements in the river bed, which tend to signifi-

cantly change the spatial distribution of the velocity field.

Note how the application of Equation (1) requires the

calibration of up to 7 parameters: M, h, δy, δ1, δ2, β1, β2.

Such requirements are reduced to just two parameters. (M,

h) if δy can be assumed to be sufficiently small to be assumed

null, i.e. δy ≅ 0, if ξ0 ¼ 0 when velocity u¼ 0, if ξmax¼ 1;

when velocity u¼ umax and if Equation (1) is specified in

the vertical corresponding to the point where the maximum

speed occurs in the section. This is identified by the vertical

coordinate, z¼ 0 from which Equation (2) becomes:

ξ� ξ0
ξmax � ξ0

¼
y=D

1� h=D
exp 1� y=D

1� h=D

� �
for h � 0

y
D
exp

1� y=D
1� h=D

� �
for h< 0

8>><
>>: (4)

where y is the vertical coordinate from the bottom of the sec-

tion; D is water depth; and h is the depth of the point where

the maximum speed is measured. The double expression for

Equation (4) is because if h� 0, the maximum speed falls

within the wet section and ξmax¼ 1; when h< 0 however

the maximum speed falls above the wet section, and then

ξmax ¼
D=D

1� h=D
exp 1� D=D

1� h=D

� �

¼ 1
1� h=D

exp � h=D
1� h=D

� �
(5)

Combining Equations (1) and (5), we obtain the result:

u¼
umax

M
ln 1þ eM�1

� � y=D
1�h=D

exp 1� y=D
1�h=D

� �� �
forh�0

umax

M
ln 1þ eM�1

� � y
D
exp

1�y=D
1�h=D

� �� �
for <0

8>><
>>:

(6)

which describes the vertical profile of velocity and applies

strictly only to the vertical in which the maximum in the sec-

tion occurs.

Starting from the maximization of entropy Chiu ()

and Chiu & Said () show that, for the vertical in

which the maximum velocity occurs, the following proper-

ties are true.

1. The average velocity (U) in the section is strictly

proportional to the maximum speed recorded:

U ¼ u�
max Φ Mð Þ (7)

in which u�
max is the maximum value of velocity over the

vertical at which this maximum occurs (which therefore
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corresponds to the maximum velocity in the entire cross-

section). The value of the function Φ Mð Þ, defined:

Φ Mð Þ ¼ eM

eM � 1
� 1
M

(8)

where the parameter M is a measure of the entropy of the

section, and is constant for fixed M.

2. The average velocity (U) in the section can also be

expressed as a function of the average velocity (u�) of

the vertical in which the maximum velocity u�
max lies,

defined:

u� ¼ u�
max

M
I M, h=Dð Þ (9)

which depends not only on the parameter M but also on

the normalized distance h/D of the point where the speed

is maximum from the free surface, which implies that the

mean velocity along a vertical u� is not constant with

respect to the water depth D. The function I(M,h/D) in

Equation (9) is defined:

I M,h=Dð Þ¼Ð 1
0 ln 1þ eM�1

� � y=D
1�h=D

exp 1� y=D
1�h=D

� �� �
d y=Dð Þ

forh�0Ð 1
0 ln 1þ eM�1

� � y
D
exp

1�y=D
1�h=D

� �� �
d y=Dð Þ forh<0:

8>>>><
>>>>:

(10)

Substituting Equation (9) into Equation (7), we obtain:

U¼u� MΦ Mð Þ
I M,h=Dð Þ (11)

from which it can be noted that the ratio of the average

speed of the overall section U and that of the vertical

where the maximum velocity occurs u� is not constant

but varies as a function of the water depth D, unless h is

proportional to D h∝Dð Þ, i.e. the ratio h/D¼ constant.

In this case, for given values of M and h/D, the value of

I(M, h/D)will be a constant independent of the value ofD.

3. Finally, the average velocity of the section U can also

be expressed as a function of the surface velocity u�
D

along the vertical where the maximum velocity occurs:

U¼
u�
D

MΦ Mð Þ
ln 1þ eM �1ð Þ 1

1�h=D
exp 1� 1

1�h=D

� �� �h� 0

u�
D

MΦ Mð Þ
ln 1þeM �1½ �h< 0

8>>>>><
>>>>>:

(12)

since the relation between maximum speed u�
max along

the vertical and the surface velocity u�
D is given by:

u�
max ¼
u�
D

M

ln 1þ eM�1ð Þ 1
1�h=D

exp 1� 1
1�h=D

� �� � forh�0

u�
D

M
ln 1þ eM�1ð Þ½ � forh<0

8>>>><
>>>>:

(13)

which, upon substitution into Equation (7), yields

Equation (12).

Equation (12) allows the point velocity u�
D recorded on

the water surface over the vertical where the maximum vel-

ocity occurs, to be converted to the average flow velocity U

relevant to the entire cross-section. The average flow vel-

ocity can then be directly converted into the discharge

Q ¼ UA Dð Þ, knowing the wetted area A(D)[L2] which is a

function of the measured water depth D.

Many authors (Xia ; Moramarco & Singh ,

; Barbetta et al. ; Moramarco & Saltalippi ;

Moramarco et al. , , ; Yamaguchi & Niizato

; Ammari & Remini ; Brocca et al. ; Zasso

) have shown that in a significant number of cases this

characteristic is actually confirmed. However, the sections

used by these authors tend to be quite regular and do not

take into account abrupt variations in section, such as the

berms, which tend to generate strong discontinuities in

steady-state rating curve and require appropriate corrections

(de Araùjo Chaudhry ; Ardiclioglu et al. ).

Moreover, although the estimated discharge can be

effectively used for establishing and calibrating a rating

curve in the cross-section, it is hardly usable for operational

online measurements because of the need to continuously
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adjust the surface flow sensor in order to follow the position

of the vertical where the maximum flow velocity occurs

(which varies continuously due to the cross-section shape

and the flow conditions).

It is therefore necessary to find an alternative to

Equation (12) to determine the average velocity (as well as

the discharge) from the velocity now measured at a generic

point over the water surface, possibly close to but not

necessarily exactly, over the continuously wandering pos-

ition of the vertical where the maximum velocity occurs.

First of all, it is interesting to note the relationship

between the average velocity along the vertical where the

maximum velocity u� occurs and the surface velocity u�
D

measured above the same vertical. This can be obtained by

substituting Equation (13) into Equation (9):

u� ¼
u�
D

I M,h=Dð Þ
ln 1þ eM�1ð Þ 1

1�h=D
exp 1� 1

1�h=D

� �� � forh�0

u�
D

I M,h=Dð Þ
ln 1þ eM�1ð Þ½ � forh<0

8>>>>><
>>>>>:

(14)

Many authors have suggested and verified the possibility

of locally extending the validity of Equation (14) to other

verticals characterized by a constant but not necessarily

null Z coordinate (Greco ; Greco & Mirauda ;

Moramarco et al. ; Burnelli et al. ; Zasso ).

This implies that it is possible to write:

ui ¼

ui
Di

I M;h=Dið Þ
ln 1þ eM�1ð Þ 1

1�h=Di
exp 1� 1

1�h=Di

� �� � forh� 0

ui
Di

I M;h=Dið Þ
ln 1þ eM�1ð Þ½ � forh<0

8>>>>><
>>>>>:

(15)

Equation (15) shows how it is possible to convert the

velocity ui
Di

measured at the surface into the average

speed along the corresponding ith vertical above which

the measurement was taken. Note that in general the ratio

of surface to average velocity will not be a constant but

will vary as a function of the water depth Di. However,

under the reasonable assumption that the distance from

the free surface h at which the maximum velocity occurs

is proportional to the water depth (namely h/Di¼ constant),

it is easy to verify that the value of I(M,h/Di) will also be a

constant independent of Di. Consequently, the ratio of

average to surface velocities ui=ui
Di

will also be constant,

confirming the validity of one of the classic methods

described by the US Geological Survey (Rantz et al. ).

Extension of the equations to partialized cross-sections

Often it is necessary to take account of the presence of local

depressions or vegetation at the bottom (Stephan & Gut-

knecht ) or, more generally, of the presence of rough

elements of substantial size which effectively reduce the

convective free area (Ferro & Baiamonte ; Ferro

). In these cases, the parameter δy is no longer negligible

and can no longer be regarded as null.

As shown in Figure 1, the velocity of flow in the lower

part of the cross-section of depth δy is almost zero, i.e.

ui ≅ 0 for 0 � y � δy while for δy � y � Di;ui grows along

the vertical with a law that follows Equation (6), rewritten

Figure 1 | The qualitative velocity profile due to bottom irregularities such as large rough

elements, bottom depressions and underwater vegetation. δy represents the

‘displacement of the zero plane’ and D the water depth.
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to account for parameter δy, usually referred to as the ‘displa-

cement of the zero plane’:

ui¼

ui
D

ln 1þ eM�1
� � y�δy

� �
=ðD�δyÞ

1�h= D�δy
� � exp 1�ðy�δy

�
= D�δy
� �

1�h=D D�δy
� �

" #( )

ln 1þ eM�1ð Þ 1
1�h= D�δy

� �exp 1� 1
1�h= D�δy

� �
" #( )

forh�0

ui
D

ln 1þ eM�1
� � y�δy

� �
(D�δy)

exp
1� y�δy

� �
= D�δy
� �

1�h= D�δy
� �

" #( )

ln 1þ eM�1ð Þ½ �
forh<0

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

(16)

The average velocity along the vertical will therefore be

the combination of the average velocity over the partition

0 � y � δy, ui
0�δy ≅ 0 which is practically null, and the aver-

age velocity over the partition δy� y�Di which is given by:

ui
δy�Di

¼

ui
Di

I M, h= Di � δy
� �� 	

ln 1þ eM � 1ð Þ 1
1� h=Di

exp 1� 1
1� h= Di � δy

� �
" #( )

for h � 0

ui
Di

I M, h= Di � δy
� �� 	

ln 1þ eM � 1ð Þ½ � for h< 0:

8>>>>>>>><
>>>>>>>>:

(17)

The average velocity is therefore:

ui ¼ ui
0�δy

δy
Di

þ ui
δy�Di

Di � δy
Di

≅ ui
δy�Di

Di � δy
Di

: (18)

Consequently, the relationship between surface velocity

and its average along the vertical is:

ui¼Di�δy
Di

ui
Di

I M,h= Di�δy
� �� 	

ln 1þ eM�1ð Þ 1
1�h=Di

exp 1� 1
1�h= Di�δy

� �
" #( )

forh�0

ui
Di

I M,h= Di�δy
� �� 	

ln 1þ eM�1ð Þ½ � forh<0:

8>>>>>>>><
>>>>>>>>:

(19)

Similarly to the case where δy≅0, if h is assumed pro-

portional to the height of the active section (Di�δy)

namely h∝ Di�δy
� �

the value of I[M, h/(Di�δy)] is indepen-

dent of Di for given values of M and h/(Di¼ δy) We can

therefore conclude that the average velocity along a vertical

below the point of measurement is proportional to the sur-

face velocity measurement according to:

ui¼Di�δy
Di

Ψui
Di

(20)

where the value of the function Ψ¼Ψ M;h= Di�δy
� �� 	

does

not depend on Di once the values of parameter M and h/

(Di�δy) are known.

Extension of the equations to irregular cross-sections

Equation (20) allows the calculation of the average velocity

ui on a strip around the ith generic vertical where the sur-

face velocity is measured which, as previously stated, does

not necessarily coincide with the vertical in which the maxi-

mum velocity occurs.

The problem now is to extend the local mean velocity

along the ith vertical to the overall average velocity for the

entire cross-section in order to calculate the discharge.

This problem can be addressed using the same technique

and assumptions generally used for the computation of the

hydraulic conveyance in a cross-section.

To do so, the cross-section is divided into a number s of

subsections (Figure 2) for which the head loss gradient J

(also called friction slope) can be written:

J1=2 ¼ nu
R2=3 nð Þ (21)

according to Manning’s equation. In Equation (21) R is the

hydraulic radius of the cross-section and a function of the

water depth D, and n (m�1/3 s) is the Manning’s roughness

coefficient.

Following Chow (), we can make the reasonable

assumption that the friction slope is the same in all the ver-

tical stripes, i.e.

Jj ¼ J∀j ¼ 1, ::, s (22)
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Subsequently, we can: (1) measure the surface velocity

ui
Di

over the ith subsection; (2) estimate the corresponding

average velocity ui from Equation (20); and (3) compute

the relevant friction slope J.

J1=2 ¼ niui

R2=3
i Dið Þ

(23)

At this point, we can deduce the average velocity in all

the other subsections based on the Chow () assumption

that the friction slope remains constant over all other verti-

cal subsections in which the overall section was divided, i.e.

uj ¼ J1=2
R2=3

j Dj
� �
nj

(24)

Computation of the overall discharge Q is then straight-

forward as the sum of all the subsection discharges:

Q ¼
Xs

j¼1
Aj Dj

� �
uj (25)

where Aj is the wetted area of the jth subsection, dependent

upon the local water depth Dj. Substituting for uj from

Equations (20) and (24) into Equation (25), we obtain:

Q ¼ J1=2
Xs

j¼1
Aj Dj

� �R2=3
j Dj

� �
nj

¼
ni

Di � δy
Di

ΨuiDi

R2=3
i Dið Þ

Xs

j¼1

Aj Dj
� �

R2=3
j Dj

� �
nj

(26)

The dependence of overall discharge on the measured

velocity ui
Di

is evident from Equation (26). The ratio of the

discharge Q to the velocity ui
Di

measured at the surface of

the ith subsection will not only vary linearly as a function

of the water depth Di of the measurement subsection, but

also as a function of the hydromorphologic characteristics

of all the other vertical subsections in which the original sec-

tion has been divided.

From Equation (26) it is possible to analyse the effect

of the non-homogeneity of the cross-section over the

result of Equation (12) which, under the usual hypotheses,

links the average velocity in the cross-section to the surface

maximum velocity measurement through a constant. In the

case of the new proposed approach, the average velocity

can be written:

U ¼ Q=A Dð Þ

¼ Di � δy
Di

Ψui
Di

Xs

j¼1

Aj Dj
� �

A Dð Þ
R2=3

j Dj
� �

R2=3
i Dið Þ

nj

ni

� ��1

(27)

where Ψ is a constant as discussed above. The term

[Di � δy=Di] accounts for the eventual cross-section partia-

lization, while the summation represents the additional

correction factor which accounts for the non-homogeneity

of the cross-section. This correction factor is a weighted

sum, with weights Aj Dj
� �

=A Dð Þ� 	
of the ratio raised to

2/3 of the individual subsection hydraulic radius to that

of the subsection where the measurement is taken, i.e.

[R2=3
j Dj

� �
=R2=3

i Dið Þ] times the inverse of the analogous

ratio of roughness coefficients [ nj=ni
� ��1]. While the

Figure 2 | Example of subdivision of a cross-section into s subsections. In the figure, Aj indicate the wetted areas while Bj indicate the corresponding surface widths.
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weights and the hydraulic radius ratios can be determined

from the geometrical description of the cross-section, the

roughness coefficients have to be determined from the

analysis of the rough elements characterizing the cross-

section: silt, gravels, rocks, concrete, vegetation, etc. In

principle the number of these parameters, the Manning’s

n coefficients, could be large as s, the number of subsec-

tions. In reality, the number can be very small: for

instance one value describing the river bed and one

describing the berms. Following a common practice in

hydraulic 1D/2D modelling, the roughness coefficients

can be attributed according to tables (Chow ) follow-

ing a physical interpretation of rough elements instead

of being estimated as parameters, which would increase

the degrees of freedom and the indetermination of the

final results. Note that it is not the actual friction value

that matters but a relative value expressing how rough the

subsection is with respect to the one where the measure-

ment is taken. This clearly reduces the relevance of the

roughness coefficient values to the overall correction

factor, as experienced by the authors.

The two correcting effects are clearly fundamental in

order to reproduce the low flows, while their effect will

tend to vanish as soon as the water levels will be

sufficiently high that the overall cross-section will contribute

to the flow.

TEST SITE AND DATA

The validity of the proposed methodology was tested at the

gauging section of Tavagnasco (Figure 3) of the Dora Baltea,

a river in north Italy. The gauging station traditionally

includes a water level gauge and a steady-flow rating

curve. Figure 4 shows the measurement cross-section and

the location of the surface velocity sensor over the second

arch of the bridge.

The calibration of equations was performed using

couples of values of level and surface discharge recorded

every half hour during the period 20 June–19 October

2010 when the discharge never exceeded 320 m3 s�1. Verifi-

cation of results was performed on data from the period

22 October–21 November 2011, in which the maximum dis-

charge exceeded 600 m3 s�1.

RESULTS AND DISCUSSION

Calibrationwasperformed as follows. Values of theManning’s

roughness coefficients for the different subsections were

initially established on the basis of values suggested in the lit-

erature (Chow ; Barnes ). Two basic values of

Manning’s roughness coefficient were used: the value of n¼
0.045 was used to represent the presence of rough material in

the lowerpart of the cross-section and the vegetationon the lat-

eral sides, while the value of n¼ 0.035 was used elsewhere.

Calibration was performed by setting δy¼ 0 and by

adjusting the proportionality coefficient Ψ (Equation (21))

in order to match the computed discharge values to the

steady-flow rating curve values. The resulting parameter

values of M¼ 8 and h¼ 0 led to the value of Ψ ¼ 0:82 as

Figure 3 | The cross-section of Tavagnasco on the Dora Baltea in Italy where the sensor

was installed (top) and a detail of water level and surface velocity sensors

(bottom) used for flow measurements.
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well as to a good agreement for higher values, but all the

lower discharge values were increasingly overestimated.

This was found to be caused by the presence of a local

river bed depression as typically occurs in the proximity of

bridge piers. The lowest point at 260.40 metres above sea

level (m.a.s.l.) was far below 262.90 m.a.s.l., the bed

elevation at a nearby downstream cross-section. This dis-

torts the relationship between surface velocity measure

and average cross-section velocity, thus requiring the intro-

duction and the estimation of a variable displacement of

the zero plane δy. When the water level falls below the

downstream higher bed elevation the flow vanishes because,

regardless of the surface velocity measurement, the active

cross-section is zero (δy¼D). When water level and flow

increase, δy rapidly tends to zero following the increase in

active cross-section. Consequently, the displacement of the

zero plane δy was assumed to be represented by δy¼D exp

(�αD); the results shown in Figure 5 were obtained from

the estimated value for α¼ 3.

Apart from modest differences due to the unsteady flow

induced by the daily releases of an upstream reservoir as

opposed to the steady-flow nature of the discharge obtained

using the rating curve, the match can be considered satisfac-

tory. Figure 6, which provides a comparison of discharge

Figure 4 | The Tavagnasco measurement cross-section in the Dora Baltea also showing the bridge. The arrow indicates the position of the microwave sensor.

Figure 5 | The measured water level and discharge couples, estimated after calibrating

the proposed approach in the period 20 June–19 October 2010, are plotted

against the available steady-flow rating curve.

Figure 6 | Comparison of the discharge estimates based on the steady-flow rating curve available at Tavagnasco gauging station on the Dora Baltea in Italy and the corresponding values

estimated on the basis of the proposed approach in the calibration period of 20 June–19 October 2010.
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estimated using the proposed approach and the discharge

obtained using the steady-state rating curve, confirms the

quality of the discharge estimates.

The resulting ratio of the observed surface velocity to

the average cross-section velocity is depicted in Figure 7

which demonstrates that it is more or less constant

at around 0.73 at higher water level values, while

rapidly dropping when the water level approaches

262.90 m.a.s.l.

As can also be seen in Figures 8–10, the validation

results are more than satisfactory. Figure 8 shows that

there is noticeable agreement between the steady-flow

rating curve values and the values obtained using the cali-

brated Equation (26). Note that the minor differences

mostly arise from the fact that the proposed approach, as

opposed to the steady-flow rating curve, produces a mild

loop rating curve. The same quality of results in terms of dis-

charge matching can be observed in Figures 9 and 10, the

latter providing a more detailed view of the behaviour

during high flows.

CONCLUSIONS

Additional extensive testing of the approach to determine

any potential problems and pitfalls is needed. It can how-

ever be concluded from the application example that the

original algorithm, which assumed a constant ratio of

maximum velocity in one river cross-section to average

velocity, can be extended with simple changes to complex

river sections including floodplains (where irregularities

of the riverbed exist in the form of large rough elements,

submerged vegetation and local depressions). This work

also demonstrates the possibility of installing operational

Figure 7 | Ratio of the surface point velocity measurements to the overall average cross-section velocity. It can be seen that the value lies at c. 0.72–0.73 for the higher water levels values,

while drops rapidly when the water level is below 263.7 m.a.s.l. which corresponds to the lower part of the cross-section (Figure 4).

Figure 8 | The measured water level and discharge couples obtained with the proposed

approach are plotted for the verification period 22 October–21 November 2011

against those obtained using the available steady-flow rating curve. There is a

noticeable agreement between the two. Note that the minor differences arise

from the fact that the proposed approach, as opposed to the steady-flow

rating curve, produces a mild loop rating curve.
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systems for continuous-time unsteady-flow discharge

measurements based on fixed instrument position, which

will not necessarily correspond to the vertical at which

the maximum velocity in a cross-section occurs.

This overcomes the problem due to the fact that the

maximum velocity continuously modifies its position in

time with changing cross-section shape and current

characteristics.

As a final remark, it must be stated that the gauging site

of Tavagnasco was selected as a test case for the evaluation

of the proposed approach because a steady-flow rating curve

was already available. When establishing a new gauging site,

several measurements of discharge using conventional

approaches such as current meters or ADCPs will be

required in order to develop an initial steady-state rating

curve to calibrate the proposed approach.
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