
Calibration of a Multichannel Water Vapor Raman Lidar through Noncollocated
Operational Soundings: Optimization and Characterization of

Accuracy and Variability

DAVIDE DIONISI

INFOCOM Department, Sapienza University of Rome, and Istituto di Scienze dell’atmosfera e del

Clima (ISAC-CNR), Rome, Italy

FERNANDO CONGEDUTI, GIAN LUIGI LIBERTI, AND FRANCESCO CARDILLO

Istituto di Scienze dell’atmosfera e del Clima (ISAC-CNR), Rome, Italy

(Manuscript received 30 April 2009, in final form 23 July 2009)

ABSTRACT

This paper presents a parametric automatic procedure to calibrate the multichannel Rayleigh–Mie–Raman

lidar at the Institute for Atmospheric Science and Climate of the Italian National Research Council (ISAC-

CNR) in Tor Vergata, Rome, Italy, using as a reference the operational 0000 UTC soundings at the WMO

station 16245 (Pratica di Mare) located about 25 km southwest of the lidar site. The procedure, which is

applied to both channels of the system, first identifies portions of the lidar and radiosonde profiles that are

assumed to sample the same features of the water vapor profile, taking into account the different time and

space sampling. Then, it computes the calibration coefficient with a best-fit procedure, weighted by the in-

strumental errors of both radiosounding and lidar. The parameters to be set in the procedure are described,

and values adopted are discussed. The procedure was applied to a set of 57 sessions of nighttime 1-min-

sampling lidar profiles (roughly about 300 h of measurements) covering the whole annual cycle (February

2007–September 2008). A calibration coefficient is computed for each measurement session. The variability of

the calibration coefficients (;10%) over periods with the same instrumental setting is reduced compared to

the values obtained with the previously adopted, operator-assisted, and time-consuming calibration pro-

cedure. Reduction of variability, as well as the absence of evident trends, gives confidence both on system

stability as well as on the developed procedure. Because of the definition of the calibration coefficient and of

the different sampling between lidar and radiosonde, a contribution to the variability resulting from aerosol

extinction and to the spatial and temporal variability of the water vapor mixing ratio is expected. A pre-

liminary analysis aimed at identifying the contribution to the variability from these factors is presented. The

parametric nature of the procedure makes it suitable for application to similar Raman lidar systems.

1. Introduction

Raman-scattering-based lidar is a well-established ob-

servational technique that allows for a good vertical and

temporal sampling of water vapor (WV) mixing ratio

(WVMR) from near the ground to the upper tropo-

sphere by analyzing the Raman-backscattering radiation

from the water vapor molecules (e.g., Melfi 1972; Melfi

et al. 1989; Whiteman et al. 1992; Goldsmith et al. 1998;

Sherlock et al. 1999a). A multichannel Rayleigh–Mie–

Raman (RMR) lidar has been developed (Congeduti

et al. 2002) as part of the experimental site of the In-

stitute for Atmospheric Science and Climate of the

Italian National Research Council (ISAC-CNR) in Tor

Vergata, Rome, Italy (41.88N, 12.68E, 107 m ASL). In its

current configuration (section 2), the system has been

working since 2005. At present, around 50 nighttime

measurement sessions, each lasting 3–7 h, are performed

per year.

To convert the measured profiles of backscattered

radiation into a useful geophysical variable (i.e., water

vapor mixing ratio), a calibration procedure is needed.

In principle, the calibration should be fully character-

ized in terms of accuracy and associated uncertainties

and relatively simple such that can be easily repeated
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routinely while also monitoring the stability of the in-

strumental setup.

Raman lidar calibration represents a well-known issue

that still limits systematic and operational employment

of this technique in water vapor measurements. Rele-

vant literature on the subject can be grouped according

with the approach used to determine the calibration

coefficient:

d independent estimation that requires the knowledge

of the optical transmission and detection characteris-

tics of the system and of the Raman-scattering cross

sections of water vapor relative to that of nitrogen or

oxygen (Vaughan et al. 1988; Sherlock et al. 1999b;

Whiteman 2003b);
d comparisons with coincident measurements of at-

mospheric water vapor (e.g., soundings from collo-

cated radiosonde or microwave radiometer; Ferrare

et al. 1995; Turner and Goldsmith 1999; Sakai et al.

2007); and
d atmospheric calibration, assuming water vapor satura-

tion at the base of clouds (Evans et al. 2000; Whiteman

et al. 2001).

For the independent calibration method, even if the

efficiency ratio jN2/jH2O of the nitrogen and water vapor

channels can be determined with high accuracy using

a blackbody lamp, the knowledge of the ratio of their

cross section sN2/sH2O is still limited by an uncertainty

of 610% affecting the cross-sectional measurements of

water vapor (Penney and Lapp 1976). Moreover, al-

though this method retrieves the value of the calibration

constant due to the instrumental setup, it ignores the

contribution of atmospheric aerosols that can affect the

retrieved calibration value.

Atmospheric calibration assuming saturation at the

cloud base is complicated by the fact that it needs co-

incident and independent measurements of the temper-

ature at the cloud base as well as the not always likely

assumption of water vapor saturation for cloud formation.

Calibration by comparison against independently mea-

sured water vapor profile is the most frequently used ap-

proach. Atmospheric profiles from radiosounding are

often used as a calibration reference, because of wide

availability, relative ease to use, better accuracy in the

results compared to other sounding techniques, and a

relatively wide vertical range of valid measurements. In

addition, radiosounding represents a reference instru-

ment for measuring vertical distribution of significant

atmospheric quantities in meteorology and climatology.

For these considerations and for the additional reason

that an operational sounding site of the Italian Meteo-

rological Service [Pratica di Mare World Meteorological

Organization (WMO) station 16245] is available about

25 km southwest from the lidar site, calibration of the

RMR system is performed through comparison with

soundings.

The object of this study is to develop and optimize

an automatic procedure to calibrate the Raman lidar

measurements through comparison with ‘‘nearly’’ coin-

cident operational soundings. Such a technique takes

into account the different characteristics of radiosound-

ing and lidar (time and space sampling, instrumental er-

rors) by defining a set of parameters; the value associated

to each parameter is chosen by minimizing the variabil-

ity of the calibration coefficient along the entire set of

analyzed sessions and by taking into account site and

instrument-specific characteristics. The parametric na-

ture of the technique in principle allows its use for dif-

ferent systems or sites through the definition of new sets

of parameter values.

A set of 57 measurement sessions, lasting typically

3–7 h and covering the whole seasonal cycle (February

2007–September 2008), has been used to test the cali-

bration procedure. The variability of the estimated cal-

ibration coefficient has been investigated in detail to

evaluate quantitatively the uncertainty in the results and

to identify the related sources. Section 2 contains a short

description of relevant features of the RMR system. The

developed calibration technique is described in section 3.

Results are shown in section 4.

2. Rayleigh–Mie–Raman lidar and radiosonde
data description

The Rayleigh–Mie–Raman (RMR) lidar of ISAC-

CNR is part of the experimental site in the suburban hilly

area of Tor Vergata (41.88N, 12.68E, 107 m ASL). The

whole system is mounted in two 20-ft standard super-

imposed containers and can be moved to different loca-

tions for special measurement campaigns (D’Aulerio et al.

2005).

The transmitter is based on an Nd:YAG laser with

second (532 nm: green) and third (355 nm: UV) har-

monic generators (Congeduti et al. 2002). The green

beam is used for the elastic backscatter (aerosol and

Rayleigh temperature profiles), whereas the UV beam is

used to acquire Raman-backscattering signals from H2O

and N2 molecules to retrieve the WVMR profile.

Backscattered radiation is collected and analyzed at

three wavelengths of interest: 532 nm for the elastic

backscatter and 386.7 and 407.5 nm for Raman scatter-

ing of N2 and H2O molecules, respectively. The receiver

is based on a multiple-telescope configuration, allowing

the sensing of a wide-altitude atmospheric interval

(Congeduti et al. 1999). For the Raman backscatter, two

different collection channels are employed: one for the

JANUARY 2010 D I O N I S I E T A L . 109



lower range (0.1–5-km altitude, using a 30-cm tele-

scope and an optical fiber) and one for the upper range

(2–13-km altitude, using an array of nine 50-cm aperture

telescopes and an optical fiber bundle) called ‘‘lower

channels’’ and ‘‘upper channels,’’ respectively. It must

be noted that the use of optical fibers in both the lower

and upper channels minimizes the overlap function

problems after the ratio of H2O and N2 channels is taken

[see Eq. (1)]; thus, the WVMR profile should be reliable

from the beginning of the beam–field of view (FOV)

overlap. For elastic backscatter, an additional 15-cm

telescope is used to sense the lower atmosphere (0.5–

8 km), whereas the above-mentioned lower and upper

channels are used for sensing the ranges of 6–40 and

25–80 km, respectively.

A laser synchronous chopper system modulates the

incoming radiation in the three channels for the upper

layers to prevent photomultiplier blinding by the strong

return from low altitudes. The acquisition vertical res-

olution is 75 m, and the signals are generally integrated

over 60 s (600 laser pulses) before recording. The pro-

cedure reported here refers to nighttime operation. The

lidar can also operate in daytime, limiting the Raman

observations to the lower atmosphere with the 30-cm

telescope receiver. Indeed, a slide allows changing the

field diaphragm in the focal position of this telescope,

reducing its FOV in daytime; the associated higher

overlap altitude actually suggests not using the smaller

diaphragm in nighttime. The high background signal

due to the 25-fold larger collecting area and the larger

FOV of the nine telescopes of the array make it impos-

sible to use the largest receiver in daytime. The field

diaphragm position along the three directions, X, Y, Z,

in all 11 telescopes, as well as the azimuth–zenith ori-

entation of the two laser beam–pointing mirrors are

computer controlled through stepping motors; however,

no automated operation has been attempted to date.

Tables 1 and 2 summarize, respectively, the characteris-

tics of the system and the spectral response of the in-

terference filters used to select the Raman backscattering.

The calibration method presented in the next sec-

tion is based on the comparison between lidar profiles

and mixing ratio profiles obtained from radiosounding

launched from Pratica di Mare (WMO station 16245;

41.678N, 12.458E, 35 m ASL) by the Italian Meteoro-

logical Service. The sounding site is in a coastal position

(2–3 km from the shore), about 25 km southwest from

the lidar site. Soundings are performed routinely at the

synoptic hours 0000 and 1200 UTC, less frequently at

0600 UTC, and rarely at 1800 UTC with Vaisala RS92

sondes. Data are recorded with a 10-s acquisition time,

corresponding to a vertical sampling ’40–60 m.

TABLE 1. Transmitter and receiver characteristics of the RMR lidar system.

Transmitter

Laser type Nd:YAG, Continuum Powerlite, 8010

Wavelength (nm) 532–355

Energy per pulse (mJ) 200–400

Pulse duration 7 ns

Pulse repetition rate 10 Hz

Beam diameter 45 mm (with a 5 3 beam expander)

Beam divergence 0.1 mrad (nominal)

Receiver and data acquisition

Collector 1 Collector 2 Collector 3

Type of telescope 9 Newtonian arrays Single Newtonian Single Newtonian

Diameter (mm) 500 (each) 300 150

f number F3 F3 F3

FOV (full angle) (mrad) 0.5 0.9 (0.4 daytime) 1.8

Optic fiber Yes Yes Yes

Sounding range (km) 2–15 (Raman) 0.1–5 (Raman)

25–80 (elastic) 6–40 (elastic) 0.5–8 (elastic)

Time resolution (min) 1 1 1

Height resolution (m) 75 75 75

TABLE 2. Interference filter characteristics of the Raman channels.

N2 low H2O low N2 high H2O high

Central

wavelength (nm)

386.7 407.52 386.7 407.44

Passband width,

FWHM (nm)

0.33 0.38 0.33 0.38

Peak transmission (%) 50 50 50 50
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RS92 sondes are equipped with double humidity sen-

sors and a new reconditioning procedure that removes

all contaminants from its surface (Hirvensalo et al. 2002).

For this sensor, the manufacturer states a 5% relative

humidity (RH) absolute accuracy for the range 1%–100%.

The water vapor mixing ratio profile Wcal, which is needed

for the calibration, is computed through the Goff and

Gratch equation for water vapor saturation pressure

over liquid water (Goff and Gratch 1946) using temper-

ature, pressure, and RH values reported in the sounding.

The corresponding error DWcal is computed, through the

error propagation formula, using the accuracy as reported

by the manufacturer, except for the RH, for which the

altitude-dependent standard deviation values reported in

Table 3 of Miloshevich et al. (2006) are used.

3. Calibration methodology

a. Definitions and data preprocessing

The methodology to retrieve WVMR from Raman

lidar signals has been amply described in the literature

(e.g., Whiteman et al. 1992). According to the literature,

the expression relating WVMR and recorded signals can

be written as

W 5 CG
a
G

m

S
H2O

S
N2

, (1)

where W is the actual WVMR profile; C (g kg21) is a

constant depending on (i) all instrumental factors af-

fecting the signal intensities, (ii) the ratio between N2

and H2O Raman-backscattering cross sections, and

(iii) N2 mixing ratio value (assumed constant in the entire

homosphere); Ga and Gm are the ratios of the transmissions

at the Raman wavelengths of N2 and H2O resulting from

the extinction from aerosols and air molecules, respec-

tively; and Sx 5 Nx 2 Bx is the recorded (counting dead

time corrected) signal Nx, at the Raman wavelength of

the atmospheric component x (N2 or H2O), deducted by

the associated background Bx that is computed by av-

eraging the signal return from above 135–150 km.

Because of the system characteristics, any dependence

on the beam overlap factor and variations of the Raman

cross sections from temperature has been omitted in

Eq. (1). Indeed, the first effect, in the useful ranges, is

cancelled by performing the ratio of the signals (owing

to the luminous signal mixing in the optical fibers); the

second, given the spectral characteristics of the inter-

ference filters adopted (see Table 2), is negligible ac-

cording to Whiteman (2003a). Because the molecular

fractional transmission Gm can be calculated with neg-

ligible error using the air density profile from radio-

sounding, Eq. (1) can be rewritten by separating the

unknown and known terms in the second member:

W 5 C*W
rel

, (2)

where C* 5 CGa represents the effective calibration

value that must be estimated through the calibration

procedure and Wrel 5 GmSH2O/SN2 represents the non-

calibrated WVMR profile that is achievable from the

lidar data.

In the calibration procedure, the radiosonde-derived

WVMR profile Wcal is adopted as an estimate of the real

WVMR profile W. Then, the effective calibration con-

stant C* is estimated through a statistical procedure

(described in the following) that compares Wcal with Wrel.

The uncertainties associated are expected to depend on

the contributions of three terms: the lidar instrumental

error DWrel, the radiosonde instrumental error DWcal

(defined in the previous section), and a term Datm that

takes into account the different time and volume sam-

pling to which the compared terms really refer. More-

over, because C* still contains the effect of aerosol

extinction, an additional variability is expected when

comparing C* values obtained from different measure-

ment sessions.

The statistical procedure described in the following

aims at minimizing the effect of the atmospheric sam-

pling term Datm by searching within a given range of

possible vertical and temporal intervals a subset of mea-

surements that best correlates. This corresponds to relax

the assumption that both profiles sample the same air

column within the whole useful range. The technique

assumes that, within a reasonable time delay, portions of

the atmosphere are likely to be representative of the

same air mass in both profiles and therefore are suitable

for comparison.

Before applying the calibration procedure, original

measurements from the lidar and the radiosonde are

preprocessed to obtain comparable profiles with the as-

sociated errors. The lidar profile Wrel is estimated from

each single-channel photon-counting signal by estimat-

ing and subtracting the background contribution Bx, by

estimating the Rayleigh extinction Gm, and by integrat-

ing over a time interval nt (see below). Finally, the asso-

ciated relative error is computed by the error propagation

expression,

DW
rel

W
rel

5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2
H2O 1 s2

BH2O

(N
H2O
� B

H2O
)2

1
s2

N2 1 s2
BN2

(N
N2
� B

N2
)2

v

u

u

t , (3)

where sx and sBx are the errors associated to the signal

counts and the estimated background for each channel,
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respectively. Errors are estimated by assuming a Poisson

distribution for the signal (s2
x 5 Nx) and taking the root-

mean-square deviation of the average for the back-

ground estimation, respectively. The radiosonde profile

Wcal is interpolated from the original vertical resolution

(;50 m) at the levels of the lidar sampling, taking into

account the different altitudes of the sites.

b. Calibration procedure description

Following the preprocessing, the calibration of the

Raman lidar consists of two steps:

d A segment of the lidar profile that best correlates with

the corresponding segment of the radiosonde profile is

selected.
d A least squares regression between the selected seg-

ment of lidar and radiosonde profiles, weighted by

both the estimated errors (DWrel and DWcal), is made

to compute the calibration constant. The iterative

process adopted to solve the resulting nonlinear equa-

tion is described in the appendix.

This automatic procedure depends on a set of parame-

ters to be defined and kept constant in order to apply the

same calibration to different sessions of measurements

and to analyze the temporal variability of the results,

detecting possible variations in the instrumental state as

well. The identified parameters are as follows:

d Number of summed profiles nt: the duration of the

time integration of the lidar profiles must be large

enough to reduce noise and possible effects of turbu-

lence but not so large that it smoothes real features in

the water vapor vertical distribution.
d Maximum time lag Dt allowed for the correlation tests

between radiosonde launch t0 and lidar profile acqui-

sition times: this parameter takes into account the time

resulting from advection of air masses from one site to

the other.
d Extent of the vertical interval DZ for the segments of

the profiles to be correlated: given the reference lidar

vertical sampling of 75 m, DZ corresponds to an nl

number of elements in the two arrays used for the

computation of the correlation coefficient. Such an

interval should be large enough to include a statisti-

cally meaningful number of elements in the correla-

tion coefficient computation. However, large intervals

are likely to increase the probability of unrelated

similar patterns (i.e., noise-generated gradients) not

really representing the same atmospheric feature but

driving the value of the correlation coefficient.
d Total vertical range ZB–ZT: the nl data points of the

lidar and radiosonde profiles must be selected inside

a portion of the sensed vertical range that is defined by

the bottom ZB and top ZT height values. The defini-

tion of such boundaries depends on the considered

lidar channel. For both channels, the upper boundary

(5.5 and 9 km for lower and upper channels, re-

spectively) is limited by the low signal-to-noise ratio

above such levels. The lower boundary of the upper

channel is fixed at 3 km because of evident effects of

the chopper below this altitude. The lower boundary

of the lower channel is fixed at 1 km to avoid any

possible residual effect of the beam–FOV overlap re-

gion at lower altitudes, despite the cancellation effects

resulting from the optical fiber utilization. As an ex-

ample, Fig. 1 shows the profiles of the estimated relative

error for both channels.

In a preliminary version of the calibration procedure,

an additional parameter was considered to take into

account possible displacement in altitude of an air mass

during advection between the two sites: correlating lidar

and radiosonde segments were allowed to be shifted,

relatively to each other, up to 350 m. Larger (smaller)

C* values were systematically obtained when the se-

lected lidar segment was higher (lower) than the radio-

sonde segment. This is probably because a relatively

FIG. 1. Example (23 Jul 2007) of instrumental relative error

profiles [Eq. (3)] on 10-min-integrated WVMR profiles. Data from

upper (dotted line) and lower (dashed line) channels.
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large value of correlation can be obtained from a local

pattern, whereas the value of the calibration constant

depends on the amount of WV in the entire range of the

selected segments. In this case, the bias can be explained

with the general decrease of WV with altitude. Because

of this bias, the displacement parameter was excluded

from the optimization procedure.

In summary, the lidar segment to be used in the least

squares regression is chosen by searching the maximum

correlation among all possible segments of nl data points,

within the range ZB–ZT, for all nt-integrated lidar profiles

acquired within a time interval t0 6 Dt and the corre-

sponding radiosonde segment (i.e., coinciding in size and

altitude). Specifically, the correlation analysis results

in a two-dimensional matrix of correlation coefficients

where the maximum value is found. The regression pro-

cedure is then applied between the lidar and the corre-

sponding radiosonde segments that had produced such

a maximum-correlation value.

c. Evaluation of the optimum values of the
parameters

The calibration procedure has been applied to a set

of measurement sessions with no significant changes in

the instrumentation (i.e., no instrumental changes ex-

pected in calibration value) to test the procedure and to

define the values for the above-mentioned parameters.

From this set of sessions, a corresponding set of values of

the calibration constant C*, one for each session, was

computed.

For the total vertical range, the values ZB–ZT were

determined by a priori knowledge of the measurement

errors. The values to be associated to each of the re-

maining parameters were computed based on a crite-

rion of minimization of the standard deviation of the

obtained calibration coefficients in the entire set of ses-

sions. The rationale is that, with no instrumental changes,

no changes in the calibration should be expected but the

ones attributable to signal random noise and atmo-

spheric variability. Thus, the diminishing in the result

spread (i.e., diminishing in their standard deviation) by

varying the values of the three parameters should mean

smaller sensitivity to both noise and atmospheric vari-

ability and consequently a choice of more effective values

for the parameters. Additional variability in the calibra-

tion value C* is expected from changes in the aerosol

extinction below the calibration altitude [Eq. (2)]. How-

ever, the effect of the aerosol extinction is not correlated

with the variations in C* produced by different values of

the interesting parameters; therefore, it should not con-

tribute coherently in the selection of the final values for

the parameters. Effects of the aerosol extinction will be

analyzed in the next section.

The minimization of the spread of C* was searched for

by varying the time of integration with a step of 5 min,

the number of data points in the profile segments with

a step of 10, and the time window with a step of 30 min.

For the upper channel, the following values for the pa-

rameters were obtained: nt 5 10 (number of integrated

1-min profiles), nl 5 40 (number of data points used for

the correlation tests), and Dt 5 120 min. These values

correspond to a 10-min integration time, a 3-km altitude

interval, and an absolute maximum time lag of 2 h be-

tween radiosonde and lidar acquisition, respectively.

Having used relatively coarse steps of variation for the

three parameters, identical values were obtained for the

lower channels; it is likely that using finer steps could

produce different parameter values for the two channels.

A possible a posteriori interpretation for these em-

pirical results was searched. To explain the obtained

integration time interval nt 5 10 min, single 1-min lidar

profiles were integrated with varying the time integra-

tion length from 1 to 100 min for each session of mea-

surement. Each integrated profile was correlated with

the subsequent one (i.e., the closest in time not con-

taining any of the single profiles used for the integration)

obtaining a set of correlation coefficient values for each

session. Inside each set, the 10th percentile value (i.e.,

90% of the values higher than the selected one) was

selected; these values are reported in Fig. 2 for all ses-

sions as a function of the integration time. The maxi-

mum of correlation is generally located around nt ’

4–5 min. This should be the integration time minimizing

the effects of random errors and turbulence on the lidar

profiles. The larger value nt 5 10 min, resulting from the

minimization of the standard deviation of C*, can be

FIG. 2. Tenth-percentile correlation coefficients between two

subsequent lidar profiles, as a function of the time integration, for

all measurement sessions analyzed (thin lines). The tick line is the

average over all sessions.
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explained by the distance between the two sites and the

fact that the two measures are not contemporary. The

decrease of correlation above this value, as in most cases

in Fig. 2, reduces the reliability of longer integration

times.

For the dimension of the segment of the profiles to be

correlated nl, the obtained value of 40 corresponds to

a 3-km interval that is approximately the vertical exten-

sion of the radiosonde path during the 10-min integration

time. The maximum time lag interval of 62 h eventually

takes into account the possible time for advection of

similar atmospheric structures from one location to the

other. Given a distance of 25 km between sites, this

corresponds to an average speed of 3.5 m s21.

4. Results

a. Calibration procedure results

The described procedure was applied to 57 measure-

ment sessions covering the whole seasonal cycle (from

February 2007 to September 2008) for a total measure-

ment time of about 300 h. For each session, a calibra-

tion coefficient was obtained by comparing it with the

0000 UTC sounding. Table 3 summarizes the statisti-

cal results obtained for the time series of calibration

coefficients.

Figure 3 (top and middle) shows the relative differ-

ence (%) between single-session calibration coefficients

and their average, which is computed from the set of

single-session coefficients with the same instrument setup.

Horizontal dashed lines represent the ratio (%) between

6 1s and the corresponding average. Figure 3 (bottom)

shows the corresponding time series of total precipitable

water vapor (TPWV) value as computed from the total

set of soundings from Pratica di Mare. In this panel,

vertical dotted lines are plotted in correspondence to

lidar sessions and show the large range of atmospheric

conditions included in the sessions analyzed.

For the upper channel (Fig. 3, top), the instrumental

setting was modified twice within the analyzed period.

Trying to decrease the large background signal observed

in the Raman water vapor channel, the high voltage

applied to the respective photomultiplier was modified

on 1 October 2007. Apparently, this change lowered the

detection efficiency, as confirmed by the increase both in

value and variability of the calibration constant (see also

Table 3, period 2). Consequently, on 27 April 2008, the

high voltage was restored to its previous value; the cal-

ibration coefficient and its variability resumed values

comparable with the ones before the change. Therefore,

the time series for the upper channel is divided into

three periods: 1 February–20 September 2007, 1 October

2007–7 April 2008, and 27 April–29 September 2008,

corresponding to the two instrumental setups and the

related calibration coefficients. The first and last periods

are considered homogenous in terms of instrument

setup and are denoted as period 1. In Fig. 3, the second

period is limited with vertical lines and the related

values are plotted as diamonds. No evident trends in the

time series of both channels appear in Fig. 3, giving

confidence on the stability of the instrumental setup.

Figure 3 also compares, for the upper channel, the var-

iability of the calibration coefficient from the described

procedure against the variability obtained with a pre-

viously adopted procedure, where the lidar observations

entering the best fit were selected at a fixed time lag after

the radiosonde launching time and for a fixed vertical

interval (approximately corresponding to the highest

similarity with the lidar profile). Time series computed

with this approach are plotted in the top panel as plus

symbols uniquely for the periods with the better in-

strumental set up. Horizontal dotted lines display the

corresponding 6 1s limits. A decrease in the relative

variability of about 4% is shown when moving from

a fixed selection of lidar profile to the proposed opti-

mized one.

Figure 4 shows three examples of matching between

calibrated WVMR lidar profiles (gray line) and the

corresponding radiosonde one (black line). The thick-

est portions of the profiles correspond to the 3000-m

maximum-correlation interval that was selected for the

best-fit procedure. The left case corresponds to the

lowest found calibration value (10.97), the right case cor-

responds to the highest (18.67), and the middle case cor-

responds to the closest value (13.75) to the average of the

total sample (28 June 2007, 24 May 2007, and 4 September

2008, respectively). A qualitative investigation of pos-

sible reasons for the obtained variability of the calibra-

tion coefficient can be done by examining Fig. 4; for the

extreme cases, the comparison shows that the agreement

between profiles is relatively poor compared with the

good match case. Moreover, in both the extreme cases,

the profile segment selected for the best fit is quite high

(.5000 m), with relatively low amount of vapor, and

increasing errors in both radiosonde and lidar.

TABLE 3. Statistical summary for the obtained calibration co-

efficient (g kg21) as a function of the lidar channel (upper–lower),

the period, and the method.

Channel, method, and period Avg Std dev

No. of

sessions

Upper, new method, period 1 13.8 1.4 33

Upper, new method, period 2 19.2 3.0 24

Upper, old method, period 1 14.4 2.0 33

Lower, new method, periods 1 1 2 10.7 1.2 57
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The following subsections contain a preliminary at-

tempt to investigate the possible sources of variability of

the estimated calibration coefficient. This is accom-

plished by analyzing a set of possible noninstrumental

variables to evaluate their relative contribution and to

identify possible strategies for decreasing the calibration

coefficient variability.

b. Aerosol fractional transmission term (Ga)

The obtained calibration coefficient C* contains the

fraction of the transmissions at the Raman wavelengths

of N2 and H2O associated with the extinction from

aerosols [Ga in Eq. (2)]. This term, for a height z, can be

expressed by

G
a
(z) 5 exp

l
N2

l
H2O

� 1

 !g

t
a
(z)

" #

, (4)

where ta(z) is the aerosol optical depth at the N2 Raman

wavelength between the lidar height zo, the atmospheric

level is z, and g is the Ångstrom coefficient between the

two Raman wavelengths (lN2 5 386.7 nm and lH2O 5

407.5 nm).

In principle, Ga(z) could be computed using the tech-

nique proposed by Ansmann et al. (1990) to estimate the

optical thickness. However, because of the Raman ni-

trogen lower-channel design, for which the overlap func-

tion reaches the unit value above zmin 5 1000 m, the lidar

system cannot supply reliable quantitative information

regarding the important contribution of the low-level

aerosol to the total optical thickness calculation. Fur-

thermore, having no acquisition channels at 355-nm

wavelength, the system does not supply any independent

information on the spectral dependence of the optical

properties of aerosols in the range of the Raman wave-

lengths. Therefore, in this study, no attempt was done to

correct for the aerosol extinction; the approach of eval-

uating the expected contribution in the observed cali-

bration coefficient variability was preferred. Figure 5

shows the computed value of the aerosols transmission

ratio Ga for a wide range of optical thickness (0.1–2.0)

and Ångstrom coefficient (20.5 to 2.5). For most of the

range of the aerosol characterizing parameters, the vari-

ation of Ga is within 5%; then, it is below the level of the

relative variability observed for the calibration coefficient.

The RMR lidar system also allows the profiling of elastic

backscatter at 532 nm. Figure 6 shows the scatterplot

FIG. 3. Relative deviation (%) of the calibration coefficient (triangles) from the average for all the

sessions between February 2007 and September 2008, for the (top) upper and (middle) lower channels of

RMR lidar of Tor Vergata. Diamonds in the upper-channel plot are used for sessions with different

instrumental setup (period 2). Broken lines represent the 61s interval. (top) Plus signs show the cor-

responding variation of the calibration coefficient resulting from fixed time lag and fixed vertical interval

in the regression. The related standard deviation is plotted as a dotted line. (bottom) Corresponding time

series of the total precipitable water vapor, computed from soundings, are reported. Dotted vertical lines

are plotted in correspondence of lidar sessions.
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between the calibration coefficient for the upper chan-

nel and the corresponding integrated backscatter at

532 nm, where integration is computed between 500 m

and the bottom height of the segment utilized in re-

gression procedure for the calibration calculation. An

overall positive correlation can be seen; however, few

clusters can be identified in the scatterplot. To inves-

tigate the nature of such clusters, points are plotted with

different symbols and size according to the average wind

speed and the relative occurrence of humidity larger

than 90% in the vertical interval used for the integration

of the aerosol backscatter, respectively. Large symbols

correspond to profiles with levels close to water vapor

saturation. Squares and diamonds are used for low

(,5 m s21) and large (.10 m s21) average wind speed,

respectively. Triangles are used for in-between wind

speed classes. It can be seen that most of the cases with

large aerosol-integrated backscatter correspond to low

wind and almost saturated profiles. An analysis of the

profile of potential temperature and airmass backtra-

jectories through the Hybrid Single-Particle Lagrangian

Integrated Trajectory model (HYSPLIT; Draxler and

Rolph 2003) confirms the interpretation of such cases

as situations with a very stable boundary layer, where

aerosols from the nearby city of Rome are likely to re-

main trapped and where saturation condition may gen-

erate haze.

Because the information on the aerosol vertical distri-

bution is provided by the RMR system only at 532 nm, it

cannot be used quantitatively in the calibration pro-

cedure. A possible qualitative use (e.g., to flag profiles

with anomalous aerosol distribution) is also difficult to

implement with such limited information. In fact, as it

appears in Fig. 6, a large set of aerosols loading can

roughly correspond to the same value of calibration co-

efficient (e.g., C* 5 14); vice versa, for the same aerosol-

integrated backscatter (e.g., 40 sr21), a large variation in

the calibration coefficient can be seen.

In conclusion, the effect of the aerosol transmission

ratio at the two Raman wavelengths cannot account

for the observed variability of the calibration coefficient

(;10%); also, the available information from elastic

backscatter cannot be easily used to improve the cali-

bration procedure.

c. Effects of temporal and spatial variability of
atmospheric water vapor

Possible relationships between the variation of the

calibration coefficient and the parameters somehow re-

lated to the temporal and spatial sampling are inves-

tigated for the upper channel, which is the most important

for climatological use and for comparison with other

similar Raman lidars in the world.

The radiosonde is launched 25 km from the lidar

station. However, its distance when it reaches the alti-

tude interval utilized for the calibration (ZB–ZT) is rel-

evant for the adopted procedure. Figure 7 shows the

distribution of distances between the launching site and

the corresponding geographical position at the surface,

when the radiosonde reaches ZB 5 3 km and ZT 5 9 km

altitudes, respectively (continuous lines); similarly, the

distribution of the analogous distances from the lidar

FIG. 4. Examples of matching between calibrated WVMR lidar profiles (gray line) and corresponding

radiosonde profile (black line). The thickest portion of the profile corresponds to the 3000-m interval

selected for the best-fit procedure. Dates: (left) 28 Jun 2007 (lowest calibration value), (middle) 8 Aug

2008 (calibration value close to the average), and (right) 24 May 2007 (highest calibration value).
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site is plotted as well (dashed lines). These distance dis-

tributions are computed over a set of 6662 soundings. It

can be seen that the highest probability is that the ra-

diosonde has moved 2 and 15 km from the launching site

when reaching ZB and ZT, respectively. For the lower

boundary, radiosonde distances are smaller from the

launching site than from the lidar site; the medians of the

distribution are 2.7 and 24 km, respectively. However,

when comparing the distributions at 9 km, the differ-

ences are reduced; in this case, the medians are 18.5

and 26.5 km, respectively. In conclusion, considering the

radiosonde drift as its height increases, a collocated ra-

diosonde would not generally sample the same lidar air

column; therefore, taking into account the involved dis-

tances, a minimal increase in the variability should be

attributed to the noncollocation of the two sites. More-

over, it seems reasonable that, in cases of larger dis-

tances between the two instrument sites, the procedure

could be employed with a suitable choice of the pa-

rameter values (mainly of time lag Dt).

The independence of the calibration coefficient from

the radiosonde distance is confirmed by the plots in

Fig. 8, where the trajectory displacements on the surface

corresponding to the total set of 3-km vertically thick

layers used in the calibration procedure are reported as

continuous lines over the map of the region, including

the positions of lidar (triangle) and radiosounding

launching site (square) for the 33 cases of the upper-

channel period 1. The thickness of each trajectory is

proportional to the resulting value of the calibration

constant. This sort of representation contains informa-

tion on the local circulation patterns in addition to

a representation of the calibration coefficient variability

versus distance. No evident relationship between the

trajectory, in terms of both distance and direction, and

the thickness of the line is shown by Fig. 8. In conclusion,

the uncertainties resulting from spatial matching cannot

be easily related to the distance and/or the local circu-

lation. For this reason, the lidar–radiosonde distance

was not included in the parameter set constraining the

calibration procedure.

Influence of temporal variability is evaluated by plot-

ting the relative deviation from the average (%) of the

calibration coefficient as a function of the time of the lidar

profile selected for the calibration (Fig. 9, where different

symbols are referred to the two different instrumental

settings, as in Fig. 4). Taking into account that the ra-

diosonde is generally launched a few minutes around

FIG. 5. Computed value of the transmission ratio Ga for the

Raman wavelengths as a function of the aerosols optical thickness t

at 386.7 nm. Different lines correspond to different values of the

Ångstrom exponent g varying from 20.5 (upper line) to 2.5 (lower

line) with a step of 0.1.

FIG. 6. Calibration coefficient C* for the upper channel as

a function of the aerosol-integrated backscatter (beta 532) between

500 m and ZB (bottom height of the 3000-m range used for the

calibration). Size of the symbol is proportional to the relative oc-

currence of relative humidity measurements .90%. Different

symbols are used depending from the average wind speed y (m s21;

square: y , 5; triangle: 5 # y # 10; diamond: y . 10). Both

radiosonde-derived information (90% RH occurrence and average

wind speed) are computed from the surface to ZB.
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2300 UTC, Fig. 9 shows no evident relationship linking

the calibration constant and time lag between the com-

pared Raman lidar and radiosonde profiles.

The last possible variables investigated to understand

the obtained variability in the calibration coefficient is

the amount and the distribution of water vapor within

the segment of the profile that was used for the cali-

bration. Figure 10 shows the relative deviation from the

average (%) of the calibration coefficient as a function

of amount (average) and variability (estimated through

the root-mean-square deviation of the soundings and

reported in the plot as horizontal bars) of water vapor

mixing ratio q within each 3000-m profile section used

for the calibration. The largest deviations from the cal-

ibration mean value, as already shown in the examples

of Fig. 3, seem to be correlated with a low amount of

water vapor and also with relatively low variability. In

fact, it seems reasonable that the amount of water vapor

is inversely related to the error in both measurements,

and its variability is relevant in the selection of the

segment used in the best fit. In fact, when there is a large

variability in the profile, it is more likely that the se-

lected lidar segment corresponds to the structure ob-

served by the radiosonde. Inversely, for low vertical

variability, the possibility of mismatch is larger.

5. Conclusions and perspectives

A new semiautomatic and parametric procedure to

calibrate a multichannel Raman lidar system with nearly

collocated operational radiosounding is presented. Com-

pared to the previously adopted procedure, which relied

on a fully operator-assisted best-fit procedure, the new

has the following advantages:

d faster procedure than the operator-assisted one;
d more objective procedure to operate the selection of

vertical segment and time of the Raman lidar profiles

to be compared;
d reduced variability of the obtained calibration co-

efficient over a set of measurements with the same

instrumental setup; and
d parametric procedure adaptable for the calibration of

different Raman lidar systems, or of the same system

when moved to a different location.

Although the goal of reducing the variability of the

calibration coefficient for consistent measurement ses-

sions has been obtained, a residual variability of about

10% is still present. The nature of this variability is

expected to be mostly due to the following known lim-

itations of the procedure:

d the spatial and temporal difference between the lidar

and radiosonde profile segments used for the best fit and
d the residual term, included in the calibration co-

efficient, due to the ratio of extinction at the two

FIG. 7. Histogram of distribution of the distance between

launching site (continuous lines) and the position at the surface

when the radiosonde reaches the 3- (thick) and 9- (thin) km levels.

As a reference, the distribution of the distance from the lidar site is

plotted as well (dashed lines).

FIG. 8. Portion of the radiosonde trajectories corresponding to

the 3-km vertically thick layer used in the calibration for the

33 cases of period 1 of the upper channel. Thickness of the trajectory

is proportional to the value of the calibration constant obtained

(from 10 to 18). The positions of radiosounding launching site (gray

square) and of the Raman lidar (gray triangle) are also reported.
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Raman wavelengths produced by the aerosol load

below the lidar-sensed volume.

An evaluation of the relative contributions to the

observed variability of the calibration coefficient from

single factors affecting the lidar–radiosonde comparison

(spatial and temporal distance between lidar and ra-

diosonde measurements and amount and distribution of

water vapor within the segment used for the calibration)

was attempted. No evident relationship was found; thus,

an attempt to include these factors in quantitative pro-

cedures to reduce the observed variability does not appear

feasible. However, the main variability source appears to

be the different sampling of the two instruments.

From the reported results, it seems that an average

value can be used as a calibration coefficient for a sys-

tematical analysis of the measurement sessions, as long

as the instrumental setup is not modified. This results in

a quite straightforward and fast treatment with known

uncertainty (as large as the resulting 10% variability, in

the actual case). By doing this, the effective aerosol at-

tenuation is expected to have some effect on the Raman

lidar computed WVMR (effects that are generally in-

cluded in the reported uncertainty). For a treatment

also considering the aerosol effects, the complete

correlation–regression procedure must be repeated for

each session. In this case, the uncertainty is not easily

evaluable, because the a priori estimation, computed in

the best-fit procedure through error propagation, strictly

depends on the uncertainties attributed to lidar and ra-

diosonde data; these uncertainties, mainly the ones

arising from the radiosonde, can be only coarsely esti-

mated. Furthermore, after applying the procedure, a

close inspection of the results is suggested to detect cases

producing possibly contaminated calibration coeffi-

cients (see, e.g., the fit in Fig. 3, right); for such cases,

a calibration coefficient different from the one obtained

from the best fit should be applied (e.g., the statistical

average). It is also recommended to exclude such cases

from the dataset used to compute the average and the

standard deviation of the calibration constant.

Refinements of the technique would include the

following:

d the optimization of the definition of the parameters

values taking full advantage of the lidar sampling

characteristics (1 min, 75 m) and
d an analysis of the correlation coefficient that is not

uniquely based on the search for an absolute maximum

but takes into account the correlation function behavior

in the neighborhood of each relative maxima.

Finally, a possible and feasible improvement in the

hardware should be the addition of a new lidar channel

for the elastic backscatter at 355 nm. Adding a mea-

surement of aerosol-backscattered radiation at a second

FIG. 9. Relative deviation from the average (%) of the calibra-

tion coefficient of the upper channel as a function of the time of the

lidar profile selected for the calibration. Symbols as in Fig. 3 (top).

FIG. 10. Relative deviation from the average (%) of the cali-

bration coefficient of the upper channel as a function of the WVMR

amount (average) hqi within the 3000-m segment of the profile used

for the calibration. Horizontal bars represent the variability calcu-

lated as standard deviation of hqi for each session. Symbols as in

Fig. 3 (top).
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wavelength allows a better characterization of load and

optical properties of the aerosol.
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APPENDIX

Least Squares Regression Procedure

The regression procedure is based on finding the value

of C* that minimizes the x2 expression,

x2 5 �
i

(y
i
� C*x

i
)2

D2
i

, (A1)

where yi 5 Wcal is the WVMR radiosonde data, xi 5 Wrel

is the noncalibrated WVMR lidar data, and the Di values

are given by the expression

D2
i 5 Dy2

i 1 C*2Dx2
i , (A2)

with Dxi 5 DWrel and Dyi 5 DWcal denoting the un-

certainties on lidar and radiosonde data, respectively.

The product of Dxi by C* is required to have homoge-

neous units.

In this formulation, the minimization of Eq. (A1)

implies the solution of a nonlinear equation in C*. For

this purpose, an iterative scheme is adopted. A first

guess is found by ignoring the error on the radiosonde in

Eq. (A1) (i.e., Di 5 C*Dxi) and using the solution of the

resulting linear equation,

C* 5

�
i

(y
i
/D

i
)2

�
i

x
i
y

i
/D2

i

. (A3)

It must be noted that the solution (A3) appears as the

reciprocal of the one usually reported in the literature

because the errors are assigned to x instead of y and C*

appears also in the denominator. In the successive iter-

ations, the same Eq. (A3) is adopted by replacing, at

each step, Di with the value obtained by the Eq. (A2),

using the value of C* found in the preceding iteration. The

convergence is generally reached within 3–7 iterations.
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