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Power-Aware Job Scheduling on
Heterogeneous Multicore Architectures

Matteo Chiesi, Luca Vanzolini, Claudio Mucci, Eleonora Franchi Scarselli and Roberto Guerrieri

Abstract—This paper presents a power-aware scheduling algorithm based on efficient distribution of the computing workload
to the resources on heterogeneous CPU-GPU architectures. The scheduler manages the resources of several computing nodes
with a view to reducing the peak power. The algorithm can be used in concert with adjustable power state software services
in order to further reduce the computing cost during high demand periods. Although our study relies on GPU workloads, the
approach can be extended to other heterogeneous computer architectures. The algorithm has been implemented in a real CPU-
GPU heterogeneous system. Experiments prove that the approach presented reduces peak power by 10% compared to a system
without any power-aware policy and by up to 24% with respect to the worst case scenario with an execution time increase in the
range of 2%. This leads to a reduction in the system and service costs.

Index Terms—Power management, Power measurement, Multi-GPU, Scheduling, Power capping, Prediction.
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1 INTRODUCTION

THE computational power required by scientific,
engineering and financial applications is unattain-

able on today’s most advanced multi-core CPUs [1].
For this reason, GPUs have been proposed as accelera-
tors for intensive workloads in large scale supercom-
puters [2], leading to the development of powerful
heterogeneous high performance computing systems
(HPC). For example the new supercomputer Titan,
developed by ORNL [3], uses a heterogeneous archi-
tecture coupling conventional 16-core CPUs and GPU
accelerators.
In such a scenario power has become the most crit-
ical issue. These systems can reach a peak power
consumption of tens of MW and in 2012 the sup-
ply cost over their useful life exceeded the initial
capital investment [4]. In addition to supply cost
abatement and positive environmental implications,
the limitation of the worst case power scenario leads
to a cost saving due to the lower complexity and
capacity of the cooling systems needed. Traditionally,
supercomputers were designed to sustain the worst
case operating condition. However this scenario is
very rare and oversized power supply and cooling
systems involve additional costs. Thus in order to
hold down the costs, supercomputers are nowadays
designed with a better-than-worst-case policy [5]. In
this situation the power consumption is constantly
monitored and if the operating condition overlaps the
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predetermined power threshold, the power budget
required by each node is adjusted to run safely under
the maximum physical limitation.
Power capping defined as a strategy to limit peak
power under a predetermined threshold is strongly
influenced by the jobs activated on the computing
system nodes. Hence techniques are needed which
allow one to dynamically control the peak power
while keeping system performance as high as possi-
ble [6]. In particular simultaneous execution of jobs
(concurrency) leads to a performance enhancement
effect, but also to an increase in power consumption.
On the contrary, when concurrency is decreased, both
performance and power consumption decrease.
In this framework, this paper presents a job-level
scheduling algorithm that aims to limit the worst
case power condition below a predetermined budget
during the concurrent execution of jobs in a hetero-
geneous computing system coupling CPU cores and
GPU accelerators. The need for power-saving policies
allowing control of power consumption, depending
on the jobs being activated on the nodes, has already
been recognized [7]. The open challenge is to find an
effective way to reduce peak power while keeping
concurrent execution of jobs as high as possible. The
paper is organized as follows. The rest of Section
1 discusses related work and the contributions of
this paper. Section 2 describes the power measuring
system. Section 3 discusses the scheduling algorithm
herein proposed. Performance evaluation is presented
in Section 4. Section 5 contains the discussion and
some conclusions are drawn in Section 6.

1.1 Related Work
Several studies have been carried out addressing the
need to limit power consumption. Some of them
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exploit dynamic voltage and frequency scaling (DVFS)
in order to achieve a power reduction in HPC systems
[8]. In [9] the approach presented was to reduce the
clock frequency on nodes which had been assigned
small computation load. The algorithm developed in
[10] presents a power-aware DVFS run-time system
that performs power reduction with small perfor-
mance loss. Another work [11] provides a power-
aware scheduling algorithm for applications with
deadline constraint. In this approach DVFS is used to
minimize power consumption meeting the deadline
specified by users. However none of these approaches
are designed to keep the power consumption under a
preset threshold. Other methods exploit DVFS in or-
der to keep the maximum power lower than a prede-
termined power constraint. In [12] power is shifted be-
tween resources, observing how they are being used,
while keeping the total power consumption lower
than a given budget. Since frequency assignment is
performed at a very fine grain, applying this approach
to large scale systems could involve high overheads.
In [5] the technique presented uses feedback control
to keep the system within predetermined power con-
straints managing the CPU performance. The schedul-
ing algorithm developed in [13] uses integer linear
programming to assign a CPU frequency before ex-
ecuting a selected job in order to remain below the
predetermined budget. Even though DVFS is common
for CPU-based infrastructures [14], it is relatively new
for heterogeneous systems based on GPUs. It must
also be noted that scheduling algorithms based on dy-
namic voltage and frequency scaling deliver a subop-
timal response for short-time workloads because they
rely on reaction instead of prediction and for short
workloads this reaction can occur after the transition.
In this case the amount of performance loss is related
to the number of transitions in the workload and the
lag between request and capacity [15]. Approaches
that aim to reduce power consumption according
to the jobs being activated on the node have been
explored. In order to do this, the power consumption
of several library functions may be characterized for
different CPU performance. For example, in [16] a
power performance comparison between LAPACK
[17] and PLASMA [18] libraries was made using the
setup developed in [7]. The work presented in [19]
uses the same measure setup [7] in order to develop
a job-centric model. The purpose of these works is
to understand how a program can be modified to
improve performance with respect to system run-time
and power consumption. In [20] a method of profile-
based power-performance optimization is presented.
In this work a program is split into several regions
and for each one the frequency which minimizes the
power-performance ratio is selected.
All of these works are based on multicore CPU
and not on heterogeneous CPU-GPU architectures.
In addition, most of the algorithms described in the

literature do not consider the concurrent execution of
several jobs on different cores as a target to be opti-
mized in order to keep peak power under a predeter-
mined budget. However, in heterogeneous computing
systems where GPUs are the most power-consuming
devices, the simultaneous execution of GPU kernels
may lead to overlapping high power profiles, causing
generation of power absorption peaks which could be
avoided with a smart distribution of the workload to
the resources.

1.2 Contributions of This Work

This paper presents a predictive power-aware sche-
duling algorithm which provides a real-time alloca-
tion of computationally-intensive jobs to the nodes
of a heterogeneous computing system, with a view
to keeping the peak power under a predetermined
budget, mitigating the worst case power condition.
The basic idea behind the algorithm is to adopt a
two-step approach. First, the power consumption of a
GPU kernel library is characterized. Jobs activated on
the system nodes utilize these kernels to accelerate in-
tensive computational cores. From the user viewpoint
this characterization does not affect the programming
model at all. However, each time a new kernel is
added to the library, its power consumption must
be characterized. Second, this characterization is then
used to develop a model capable of adjusting the start
time of a job depending on its GPU kernel calls, and
selecting the node on which to activate it, taking into
account the jobs that are already running on the sys-
tem. This approach limits peak power requirements
and enables the system not to exceed the predeter-
mined budget. This is achieved without performance
reductions caused by frequency and voltage scaling
as proposed in [5], since it is obtained by consider-
ing the different profiles associated with each kernel
in order to avoid concurrent execution of the most
power-consuming jobs on the same node. The specific
contributions of this paper may be summarized as
follows:

• A low-cost measurement system has been devel-
oped to extract the power profile of jobs running
on heterogeneous computer architectures. This
system has been designed to make up for the lack
of standard hardware sensors in the computing
nodes used as basic blocks of high performance
systems [7].

• A power-aware scheduling algorithm to manage
the resources of several computing nodes has
been developed. The scheduler manages the start
times and the nodes on which to run the jobs. The
goal is to minimize peak power absorption (such
as may happen during simultaneous execution of
several jobs) while keeping concurrency as high
as possible.
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• A quantitative analysis has been carried out in
order to demonstrate that the algorithm signifi-
cantly reduces peak power requirements during
parallel job execution, mitigating the worst case
power condition.

2 POWER MEASURING SYSTEM

In order to develop a job-level power model it is
necessary to characterize the power consumption of
the jobs performed on the system nodes. Common
power profiling techniques allow one to measure the
consumption of a single computer component such
as a processor or a co-processor [21] [22] [23] [24].
Other setups have been proposed to perform fine
grain profiling analysis of an entire system [7] [25].
However, they are based on expensive measuring
instruments.
In [23] three options are discussed to measure the
power consumption of a job running on heteroge-
neous CPU-GPU platform: (1) measuring the power
consumption of the GPU card; (2) measuring the
input of the power supply unit (PSU); (3) measuring
the output of the power supply unit. Measuring the
power consumption of the GPU card is the most direct
way, although it is not precise because the GPU is a
co-processor and needs a CPU as a host. Thus the
power measured is only a part of the power required
to run the job. Measuring the PSU input includes the
power loss by the power supply unit which may be
20% or more of the total power dissipation [23]. How-
ever, measuring the total PSU output will not allow
one to understand how each computer component
contributes to the total power consumption, whereas
in order to develop a job-level model one needs
to measure the power consumption of each system
component. Fig. 1 shows the acquisition system used
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Fig. 1. Measuring setup for the generic computing node

in this work. It has been designed to measure the
power consumption of each target system component:
• the motherboard (ATX 12 V, 5 V and 3.3 V);

• the additional power supply for CPU (EPS 12 V);
• the GPUs (PCI-e 12 V);
• the hard disk (SATA 5 V and 3.3 V).

The current-sensing board is composed of 16 Hall
effect current sensors capable of measuring currents
in the range 0-30 A (Allegro ACS713) and 0-50 A
(Allegro ACS758). The sensor outputs provide voltage
values proportional to the currents measured. Low-
pass filters are connected between sensor outputs and
microcontroller inputs (STM32F) in order to improve
the signal-to-noise ratio. Analog-to-digital converters
internal to the microcontroller sample the current
data. The board is connected to a PC used to acquire
data via USB. A Java interface is set up to manage data
acquisition. When the connection between the board
and the PC is set, the microcontroller starts to send
one data packet per second. Using all 16 channels,
the maximum sample rate is 1600 samples/s for each
channel. The current samples are then multiplied by
the voltage values measured with a Fluke device and
data are post-processed by Matlab in order to obtain
the power profile of each job.

3 POWER-AWARE SCHEDULER

High performance computing relies on computing
nodes equipped with multicore devices at each
node and a distributed resource management system
(DRMS). Users submit jobs which have to be assigned
to the cores. The DRMS sorts and assigns jobs to
the available resources following a scheduling policy.
Hence by changing the DRMS policy it is possible to
limit peak power consumption.
The proposed power-aware scheduler is developed
and implemented starting from two common schedul-
ing policies (First-in-first-out and Backfilling first fit).
• First in First Out (FIFO)

First-in-first-out is a simple scheduling strategy.
New jobs that must be executed are placed at
the end of the queue. When a resource becomes
available the first job in the queue is activated.

• Backfill algorithm (BFF)
Backfill is a policy which allows the scheduler
to run jobs out of arrival order. When there are
not enough resources to run the first job in the
queue, other jobs in the queue are checked in
order to find a job that could be executed without
exceeding the additional constraint imposed by
the algorithm. Usually backfill allows the sched-
uler to start lower-priority jobs so long as they
do not delay the first job in the queue. Execution
is therefore limited to the resources available and
the time available before the expected start time
of the first job. Various backfill strategies can
be used. In this work a backfill first fit strategy
has been implemented: the list of feasible jobs
is filtered, selecting the first one which fits the
constraints.
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The proposed power-aware scheduler is capable of
predicting the behavior of each node, every time a
new application is ready to be activated. Each job
discussed in this paper is composed of a low com-
putational part running on a CPU host, and a data-
intensive computational kernel running on a GPU.

3.1 The scheduling algorithm

In order to simplify the design of the scheduling
algorithm, three hypotheses were formulated:
• during the entire execution of a GPU kernel, the

power profile is assumed constant and equal to
the maximum value;

• power consumption of GPU kernels is not sensi-
tive to changes in input data set values;

• different input data size for the same GPU ker-
nel lead to the same peak power with different
durations.

The validation of these hypothesis will be discussed
in Section 4.1. Parameters used in the scheduling
algorithm are defined in Table 1.

TABLE 1
Nomenclature table of the algorithm

PC Power Capping : predetermined power constraint
Pjob (m) Maximum power consumption of mth-job
Pnode (n) Power consumption of nth-node
Pidle (n) Power consumed by the nth-node in idle state

N number of nodes
M number of cores for each node

The purpose of the scheduler is to assign jobs to
the available resources, limiting the maximum power
consumption of each node to below the predeter-
mined constraint (PC) while keeping the parallelism
as high as possible. PC is set via software and can
be adjusted by the user. Power consumption of all
kernels comprising the library is characterized a priori
using the measuring system described in Section 2.
Thus, the scheduler already knows the maximum
power consumption of each job (Pjob) that could be
activated on the nodes. As previously mentioned,
these contributions are assumed constants and equal
to their maximum values. The detailed description of
how the maximum power consumption of each job
has been obtained is reported in Section 4.1.
Each GPU in the system is a stand-alone device
running an independent job. Hence, the total power
consumption of the nth-node during the concurrent
execution of M jobs is computed by adding up the
power consumed by the node in idle state (Pidle)
and the power consumption of jobs (Pjob) which are
running on that node, as shown in (1).

Pnode (n) = Pidle (n) +

M−1∑
m=0

Pjob (m) ∀n ∈ N (1)

Input: N ;PC ;Pnode;Pjob

Output: selected node (n)
1: n← none
2: Pmin ← PC

3: for i = 0 to N − 1 do
4: Ptmp = PC − Pnode (i) − Pjob

5: if (0 ≤ Ptmp ≤ Pmin) then
6: Pmin ← Ptmp

7: n← i
8: end if
9: end for

10: return

Fig. 2. Node selection

Once the mth-job has been executed, the power con-
sumption of the nth-node is updated as shown in (2).

Pnode (n) = Pnode (n) − Pjob (m) (2)

When a new job needs to be activated on the system
the DRMS checks if there are nodes with resources
available and if these nodes will meet the power
constraint when executing the job, as reported in (3).

PC ≤ Pnode (n) + Pjob (3)

Hence, if the condition shown in (3) is verified for
some nodes, the scheduler assigns the application
according to a minimum power-slot policy as shown
in the algorithm reported in figure 2.
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Fig. 3. Example of scheduling: 4 nodes, each one com-
posed of 4 cores

Fig. 3 explains graphically what is discussed above.
The system shown is composed of 4 nodes (N = 4),
each one equipped with 4 GPUs (M = 4). At time
Tstart the scheduler has to select the node on which
the new job is to be activated. The first node (NODE
1) is already running 4 jobs so it has no resources
available. The second node (NODE 2) has one GPU
available. However, if the job were to be run on the
node, the PC threshold would be exceeded. The job
needs to be executed on NODE 3 or NODE 4 if the
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power budget is not to be exceeded. The DRMS per-
forms the scheduling according to a minimum power-
slot policy as illustrated in the proposed algorithm.
The strategy is to activate the job in the node with
the smallest ”power-slot” able to keep the power con-
sumption under the predetermined threshold. This is
done in order to keep the largest ”power-slot” free
for a more power-consuming job. In this example the
job is activated on NODE 4 while NODE 3 is left
free for a more power-consuming job. If all nodes
are busy or the constraints are not met, the job will
wait to be scheduled in the queue in accordance with
the scheduling policy selected. Thus the scheduler
manages both power and GPU as finite resources. The
algorithm can easily be extended to rack level instead
of node level. In this case, each time a new job is
activated, the power needs to be controlled at rack
enclosure level [6] instead of node level. Equation (3)
can be rewritten as:

Prack ≤
N−1∑
n=0

Pnode(n)
+ Pjob (4)

Once the characterization of jobs has been completed,
the scheduler makes its decision at run time (on-
line), selecting the most suitable candidates out of
the current set of tasks ready-to-run. The algorithm
is non-preemptive in that the currently executing task
will not be preempted until completion.

4 PERFORMANCE AND EVALUATION

4.1 Job Characterization
Six jobs in the field of linear algebra (see Table 2) were
developed, starting from the code samples available
in [26], [27]. The power consumption of these jobs
was characterized by changing the dimensions and
the values of the input data. The configuration of
the computing node used for this work is detailed
as follows (see also Fig. 1 with K = 2 and M = 4):
• Motherboard SuperMicro X8DTG-QF;
• Two Intel Xeon E5520 CPUs @ 2.27 GHz;
• 24 GB RAM;
• Two NVIDIA GeForce GTX 590 (4 GPUs).

The contributions measured in order to obtain an
estimation of the power consumption during the com-
putation of a job are:
• the consumption of the motherboard (ATX);
• the additional power supply for CPU (EPS);
• the power of the GPUs (PCI-e);
• the consumption of the hard disks (SATA).

The idle power consumption of the computing node
(Pidle) is 240 W. Each job was characterized in the
same operating conditions and during its execution
no competing tasks were performed.
The heterogeneous programing model supported by
GPU implies a system composed of a host (CPU) and
a GPU each with their own separate memory. Kernels

operate out of GPU memory, so the run-time provides
functions to allocate, deallocate and copy GPU mem-
ory, as well as transfer data between host memory
and GPU memory [26]. This architecture is reflected
in the power profile of each job. A small increase in
the job power consumption will be detected during
data upload and download. However the most time-
and power-consuming phase is the kernel execution.
Fig. 4 shows an example of job power profile obtained
with the monitoring system developed.

HOST EXECUTION 

cuBLAS 
 kernel 

Download and upload  Allocation and Upload 

V ATX 

V ATX 

V ATX 

V EPS 

P 3V ATX 
P 5V ATX 

P 12V PCI 
P 12V PCI 
P 5V SATA 

P 12V ATX 
P 12V EPS 

Fig. 4. Power profile measured during a matrix multiplication
on GPU

The figure shows a characterization of a matrix multi-
plication performed by multiplying two input matri-
ces comprising 30720x30720 elements. Since the GPU
memory has limited space, the computation was car-
ried out by decomposing the matrix into 9 different
sub-matrices of dimensions 10240x10240. Two main
contributions can be observed: the black line which
shows the consumption of the motherboard and the
blue line which represents the power supply of a
GPU. As shown in Fig. 4, a GPU job starts with
allocation of the GPU memory and copying of data
from host to GPU (contribution indicated in Fig. 4
with allocation and upload). Once the data have been
allocated on the GPU memory, the kernel execution
starts. This phase always coincides with the highest
power in the job (contribution indicated in Fig. 4
with cuBLAS kernel). After computation of a kernel,
results are copied from device to host memory and
new input data are uploaded on the device memory
(contribution indicated in Fig. 4 with download and
upload). Once the job is finished, the device memory
is released. The other contributions reported in Fig.
4 (e.g. SATA) are negligible. All the jobs studied in
this work, performed with different sizes of input
matrix and different input data set values, follow
the trend discussed above and shown in Fig. 4. The
characterization proves the hypothesis discussed in
Section 3. The power profile of a kernel is not sensitive
to changes in the input data set values. In addition,
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(a) Theoretical

(b) Experimental

Fig. 5. Comparison between theoretical and experimental
evaluation of total power absorption during 4 concurrent
matrix multiplications

experiments demonstrate that different data sizes for
the same kernel lead to power profiles with very
similar power peaks which can be approximated to
the same peak value. The different duration of these
kernels depends on the computational complexity
of the kernel selected. A summary of the GPU job
power consumption is reported in Table 2. The table
shows that the jobs differ considerably in power con-
sumption value. These values have been obtained by
subtracting the idle power consumption of the GPU
from its maximum power consumption during the
execution of the job.

TABLE 2
Power consumption of GPU jobs

Job Pjob

Matrix Multiplication 160 W
Matrix Multiplication (cublas) 220 W

Eigenvalues 170 W
Triangular Matrix Inversion 190 W

Matrix Transpose 180 W
Scalar Product 110 W

As previously described in the algorithm, character-

ization of jobs which can be activated on the target
system allows the scheduler to predict what the power
consumption will be, knowing which jobs are cur-
rently running on the node. An example of what has
been discussed above is shown in Fig. 5. The con-
sumption profile is obtained by considering 4 concur-
rent executions of the previously characterized matrix
multiplication. Fig. 5a shows the prediction obtained
by adding the profile previously characterized, while
Fig. 5b shows the consumption measured during run-
time. Substituting the values in (1), the estimated peak
power consumption is computed.

Pnode (n) = (240 +

3∑
m=0

220) W = 1120 W

The dashed lines at the top of the two profiles show
the approximation introduced in the algorithm (i.e.
power constant and equal to the maximum power
value). The two profiles show the same trend. The
fluctuations are more evident in the theoretical case
due to the fact that the plot represents the sum of four
identical contributions, so that noise components are
visibly amplified.

4.2 Experimental Setup
The scheduler was evaluated on 4 computing nodes
(N = 4) equal to that described in Section 4.1. Hence
the total number of GPUs used is 16. The algorithm
was tested for generating, executing and measuring
10 workloads of 1000 job requests selected from the
previously characterized jobs. In order to create the
workload, a Markov chain model was used [28] [29].
Each job requires 1 GPU and it is assumed that
there is no data dependence between any jobs. Each
measurement was ended after all jobs had finished.
The workloads were generated so as to have more
concurrent jobs needing to be activated than resources
available. This was done in order to verify the perfor-
mance of the algorithm during high-demand periods.
Power profiles obtained using the proposed power-
aware scheduling algorithm were compared with the
results obtained by executing and measuring the same
jobs without the power-aware characteristic, so as to
evaluate the trade-off between performance and peak
power reduction.
As shown in the previous Section, the worst case
scenario of a node, (considering the previously char-
acterized jobs) corresponds to four concurrent exe-
cutions of matrix multiplication (cublas), bringing the
total peak power up to 1120 W (Ppeak {WC}) as shown
in Fig. 5. Although this situation is very rare, the
power supply has to be designed so as to sustain this
condition.

4.3 Analysis of Results
Allocation of workloads to resources was evaluated
for the two different policies (FIFO, BFF) while chang-
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Fig. 6. Average performance obtained using the power-aware scheduling algorithm. In a) one sees the average
peak reduction obtained by the algorithm, while b) shows the increase in time. Fig. c) shows the increase in
energy consumption and Fig. d) the power reduction with respect to the worst case scenario.

ing the constraint on the maximum power value
attainable by the system (PC). Since the scheduling
is done according (3), changing PC the maximum
power consumed by the node and the execution time
of the entire workload change as well. Several indices
are introduced to evaluate the performance of the
proposed technique. A detailed description of these
follows:
Peak reduction (PR)
The peak reduction is computed comparing the peak
power values obtained executing the workload with
and without the power aware characteristic as shown
in (5):

PR =
Ppeak {ST} − Ppeak {PA}

Ppeak {ST}
· 100 (5)

with

Ppeak = max({Pnode (n) : n = 0, . . . , N − 1}) (6)

where Ppeak {ST} is the peak power value measured
during the execution of the algorithm without the
power-aware characteristic while Ppeak {PA} is the
peak power value measured during the execution of
the power-aware version.
Peak reduction with respect to the worst case power
scenario (PW)
Peak reduction with respect to the worst case power
scenario is defined using (5) by substituting the power

value measured during the execution of the algorithm
without the power aware characteristic (Ppeak {ST})
with the worst case power value (Ppeak {WC}, in this
case 1120W).
Increase in time (T)
The increase in computation time is obtained com-
paring the execution time of the workload with and
without the power aware characteristic as shown in
(7):

T =
Tmax {PA} − Tmax {ST}

Tmax {ST}
· 100 (7)

with

Tmax = max({TW (n) : n = 0, . . . , N − 1}) (8)

where TW is the workload execution time.
Increase in energy (EC)
The increase in the energy consumption is evaluated
following (9):

EC =
E{PA} − E{ST}

E{ST}
· 100 (9)

where the total energy consumption E is computed
as shown in 10

E =

N−1∑
n=0

(

TW (n)∫
0

Pnode (n,t) · dt) (10)
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Peak power deviation from the average (MD)
The peak power deviation from the average is ob-
tained as reported in (11):

MD =
Ppeak − Pavg

Pavg
· 100 (11)

where the average power is computed following (12):

Pavg =
E

N−1∑
n=0

TW (n)

(12)

Fig. 6 shows the experimental results measured by
executing the workloads. As shown in Fig. 6a, by
setting the power capping value at 800 W a peak
power reduction of around 15% is measured. How-
ever this reduction is paid for by a time increase
between 17 and 19% (Fig. 6b) and an increase in
energy consumption between 14 and 15% (Fig. 6c),
depending on the scheduling policy. This means that
the threshold chosen (PC) limits full exploitation of
the computational parallelism available. By using a
higher power budget (850 W), better results can be
obtained. In this case the increase in time taken to
compute the entire workload is less than 2% with
the power-aware version of the BFF algorithm, with
a measured peak power reduction of up to 10%. The
increase in energy is negligible since it is less than
2%. Using the power-aware FIFO approach, results are
slightly worse because each time the power constraint
is not met all jobs are delayed. On further increasing
the PC threshold, a peak power reduction between
6 and 7% is recorded without any impact on system
performance. This means that the algorithm removes
the sporadic peaks that take place during workload
execution, thus avoiding power capacity overload.
Another advantage introduced by the algorithm is
that it mitigates the worst case power scenario. As
shown in Fig. 6d, by using the power-aware approach
(with PC = 850W ) the worst case scenario is reduced
by up to 24% with a negligible impact on perfor-
mance.

Fig. 7. Power-Performance comparison.

Fig. 7 explains the benefit of the algorithm from
another point of view. The plot shows the peak power
deviation from the average (MD) as a function of the

increase in computational time (T ). When no capping
is forced a peak power 60% higher than the average
value is measured. The first part of the curve (i.e.
when power capping is set between 950 and 900 W)
shows how the peak deviation from the mean can be
reduced by 10% without any significant increase in
the execution time of the workload, by scheduling
jobs taking their power consumption into account.
In the last part of the curve the value set in the
algorithm is closest to the average power value of the
workload, so that peak reduction is obtained at the
cost of a significant time increase. As expected, the
BFF scheduling policy allows one to achieve better
results than the FIFO policy because it introduces
fewer constraints on queue management. A summary
of the measurements recorded is shown in Table 3.

TABLE 3
Power-Performance Comparison

p-FIFO p-BFF

PC
PR T E MD PR T E MD
[%] [%] [%] [%] [%] [%] [%] [%]

800 12.0- 11.7- 10.5- 45.5- 11.2- 11.3- 9.5- 45.0-
18.5 22.6 17.8 52.5 18.7 21.8 16.9 54.6

850 6.9- 2.8- 2.3- 43.4- 6.4- 0- 0- 42.2-
14.6 9.7 7.9 52.9 13.2 4.4 3.6 49.5

900 2.0- 0- 0- 45.4- 3.5- 0- 0- 44.9-
9.1 2.6 2.0 56.6 9.0 2.9 2.4 56.0

950 0- 0- 0- 49.9- 0- 0- 0- 49.9-
6.2 2.8 2.3 67.5 8.9 2.5 2.3 67.5

5 DISCUSSION
Although thorough modeling of GPU kernel power
dissipation does not lie within the scope of this work,
several important considerations can be drawn from
the measurement of power profiles taken by the mea-
suring system:
• Execution of a GPU job (for the architecture stud-

ied) is much more peak power-consuming than
execution of the same job on a CPU (although
the execution time is significantly reduced);

• during execution of a kernel the power profile
can be assumed constant;

• power consumption of jobs is not sensitive to
changes in the input data set values;

• different input data sizes for the same kernel lead
to the same trend with different durations. The
run-time depends on the computational complex-
ity of the algorithm used in the kernel.

Fig. 8 shows what has been discussed above. The
first plot (Fig. 8a) was obtained when computing the
same matrix multiplication three times, using three
different algorithms. The first two are mapped on
GPU (matrixMul cublas and matrixMul kernel), while
the third is obtained by computing the same operation
on CPU (host execution). Since the computation on
GPU is much more power consuming than on CPU, in
order to reduce peak power one should focus on con-
current executions of GPU kernels rather than on CPU
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(a) (b) 

(d) (c) 

Fig. 8. Analysis of power requirements of different jobs; (a) Comparison between GPU and CPU execution of matrix
multiplication; (b) Four different GPU kernels; (c) Triangular matrix inversion with different sizes of matrix; (d) Analysis of
power requirements of different jobs

tasks. Since the difference between the idle power
state and the maximum power state of a CPU is small
(compared to that of a GPU), the CPU power con-
sumption can be assumed to be equal to its maximum
power consumption each time a new job is activated
on CPU. Fig. 8b shows the execution of different jobs
performed on GPU. A GPU job can be composed of a
single kernel or multiple call to the same kernel per-
formed with different sets of input data to overcome
the limited space of the GPU memory. Fig. 8b makes
it clear that the power consumption of a GPU job
can be considered as a constant contribution (dashed
line) that has to be added to the total power con-
sumption. Fig. 8c and Fig. 8d provide some additional
considerations as to the values and sizes of input data.
Fig. 8c shows four matrix multiplications performed
with different input values. The graph shows that the
power profile of a job depends only on the kernel
computed and is independent of the input values.
The last plot (Fig. 8d) shows that the same kernel,
performed with different input data sizes, leads to
different durations of the kernel, but with comparable
peak power values. These considerations helped to
streamline development of the algorithm (which is
in fact based on these hypotheses) so as to make it
general.

5.1 Application case
As previously pointed out, the purpose of the algo-
rithm is not to save energy, which increases, albeit
slightly. The approach aims to reduce the supply cost
due to high peak power whilst having negligible
impact on the parallelism of computational nodes.
From another point of view the developed model
allows designers to increase the number of cores
without increasing the capacity of the power supply
unit. For example, each node used in this work is
equipped with a power supply unit of 1400 W. As
shown in Section 4 the worst case power scenario is
around 1120 W. In this scenario, since each GPU GTX
590 used in this work consumes up to 365W, to equip
the system with another GPU could lead to system
failure caused by power capacity overload. Using the
proposed approach, it would be possible to add one
GPU GTX 590 to the system, without overloading
the power capacity, thereby reducing supply costs,
cooling systems and power distribution units. The
algorithm can be used as a level of adjustable power
state software services [6], [30] in order to provide an
efficient solution during high-demand periods.

5.2 Limitations of the approach
Experimental results shown in this paper depend
on the target architecture utilized in this work. The
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execution of these jobs on a different architecture
could lead to a different peak power values. This
is because the technique is based on an a priori
characterization that is architecture dependent. If the
target system changes, the characterization has to be
repeated on the new target system. In addition a new
characterization is needed each time a new kernel is
added to the library. These considerations highlight
how the power-aware scheduling algorithm is related
to the low-cost monitoring system proposed.

6 CONCLUSION

This work presents a new algorithm for parallel
scheduling, executed on GPU cluster nodes. The idea
proposed is to manage both power consumption and
GPUs as finite resources. Since the power configu-
ration may vary widely, there is the likelihood that
job overlapping will result in power spikes high
enough to exceed the specifications of the nodes,
causing catastrophic failures in systems designed to a
better-than-worst-case policy. In addition, peaks syn-
chronized across several nodes could cause localized
power outage. Compared to a system without any
power-aware policy, the model allows one to obtain a
peak power reduction of as much as 10%. Executing
workloads that usually involve high power peaks can
be avoided at the cost of a very slight time increase,
making it possible to reduce the power supply cost.
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