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The use of computational techniques in the design of dry powder inhalers (DPI), as well as in unravelling the
complex mechanisms of drug aerosolization, has increased significantly in recent years. Computational fluid dy-
namics (CFD) is used to study the air flow, inside the DPI, during the patient inspiratory act while discrete ele-
ment methods (DEM) are used to simulate the dispersion and aerosolization of the drug product powder
particles. In this work we discuss the possibility to validate a coupled CFD-DEM model for the NextHaler® DPI
device against previously published experimental data. The approximations and assumptions made are deeply
discussed. The comparison between computational and experimental results is detailed both for fluid and pow-
der flows. Finally, the potential and possible applications of a calibrated DPI model are discussed as well as the
missing elements necessary to achieve a fully quantitative predictive computational model.

© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://
creativecommons.org/licenses/by/4.0/).
1. Introduction

In dry powder inhalers (DPI) a drug product, in the form of a fine
powder, is aerosolized by an air swirl generated directly by the patient
inspiratory act, exiting the inhaler, the airborne particles reach the pa-
tient lungs travelling through its mouth and throat [1–5]. To reach the
deep airways the active pharmaceutical ingredient (API) particles
must have a characteristic size <5 μm, a powder with such small parti-
cles is usually very adhesive/cohesive and tend to form large poly-
dispersed agglomerates. Moreover, handling small amounts of such
fine, poorly flowable powders could be very difficult, thus theAPI is usu-
ally blended with a coarser excipient working as a carrier [6]. Also
carrier-free formulations exist where the API is diluted and pelletized
with other fine excipients [7]. The efficiency of an inhaler lies in its abil-
ity to break down API agglomerates or force the carrier excipient to re-
lease the API particles during the inspiratory act. Upon reaching the
inhaler outlet, the API particles not properly de-agglomerated or still
blended with coarser excipients will not be able to proceed through
the lungs. A commonly adoptedwayofmeasuring inhaler performances
is the fine particle fraction (FPF), i.e. the ratio of API able to reach the
deep airways to the total amount of API initially present in the aerosol-
ized dose. The FPF is usuallymeasured in-vitro, using cascade impactors
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with multiple filtering stages representing the subsequent branches of
the human lungs [8].

The performance of a DPI product can be enhanced and optimized by
modifying the formulation of the drug [9–12], itsmanufacturing process
[13–16] or acting on the inhaler geometry [17,18]. In all cases the non-
linear nature of the fluid dynamics as well as the particle-fluid, particle-
particle and particle-device interactions make the problem extremely
complex. Computational/numerical approaches are thus necessary to
gain insight and predictivity. Computational fluid dynamics (CFD), dis-
crete element methods (DEM) and their coupling are indeed valuable
tools in this respect. They have been successfully employed to model
powder transport by a swirling flow in several contexts, e.g. design of
industrial cyclone separators [19] and powder comminution in jet
mills [20]. Several reviews have been published on their use for inhaler
design and aerosolization understanding [21–25]. DPI modelling is also
extremely promising in the contest of personalized medicine, allowing
to tailor the device properties on specific patient needs [26].

Some authors usedDEM to analyse theAPI detachment from the car-
rier particles as a function of the carrier-wall collision dynamics, colli-
sion geometry, carrier size and coverage degree [27,28]. Other used
CFD-DEM to investigate the breakage of fines agglomerates [29,30] or
to study the API detachment from the surface of a single carrier particle
[31,32]. More recently multi-scale approaches have been developed, for
carrier based formulations, inwhich CFD-DEM is used tomodel thefluid
and carrier dynamics while the release of API fines from the carrier is
accounted by empirical relations determined by detailed single carrier
particle simulations [33–35]. General purpose guidelines exist to assess
er the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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the quality and reliability ofmodelling and simulations for industrial ap-
plications [36,37] including medical devices [38], however a common
standard for CFD-DEM simulation of DPI has not yet been established.

In this work we used previously published experimental data on
NextHaler® to assess the possibility to validate a CFD-DEM model for
the dose aerosolization. We start from the validation of the pure CFD
model:

- showing the optimal setup able to fit the experimentally mea-
sured fluid behavior at the device outlet, and discussing the
approximations made;

- using the CFD simulations to characterize the air flow behavior in-
side the DPI, a region not directly accessible to imaging tools and
probes;

- using lagrangian particle tracing, on top of the CFD results, to study
the aerosolization of API fines and compare it with experimental
data of dose emission as a function of time.

In the second part of the work we discuss the possibility to validate
coupled CFD-DEM simulations to study the carrier aerosolization:

- an extensive study varying the DEM and coupling parameters is pre-
sented to assess in which way and to which extent they impact the
aerosolization process;

- Carrier dynamics is described and discussed based on the set of pa-
rameters best fitting the experimental data;

- the effect of the dose protector on inhalation performances will be
investigated as in illustration of a possible applications of the vali-
dated CFD-DEM model.

We conclude the work by critically analyzing the missing steps and
ingredients towards a fully quantitative prediction of a DPI product be-
havior and its inhalation performance. Many key technical aspects have
been confined to the appendices to keep themain text lighter and easily
readable even by non-experts in numerical simulations.

2. Materials and methods

2.1. Reference experimental data

The numerical model presented in this paper has been validated
against the already published experimental analysis by Pasquali et al.
[39,40] performed on the Nexthaler®, a multi-dose, breath-actuated
DPI [41]. The inhaler has been loaded with 10 mg doses of a
carrier-based placebo DPI blend constituted by a large lactose carrier,
with particle diameter d poly-disperse in the range 212–355 μm, and a
finer fraction of micronized lactose surrogating an API with particle
size between 1 and 5 μm.

The experimental data set consists of:

- Pressure drop profiles as a function of time for different air flow
ramps;

- Particle Image Velocimetry (PIV) analysis of the air plume at the de-
vice outlet using 1 μm oil droplets as a passive tracer;

- Fast camera movies of the particle laden lift-up from the dose cup;
- Fast camera movies of the particle plume at the device outlet during
dose emission;

- Intensity obscuration profiles as a function of time for a laser beam at
the device outlet crossed by the emitted powder cloud, the intensity
obscuration should be proportional to the mass flow rate of
outcoming particles.

These data alone are not able to quantitatively discriminate between
carrier/excipient emission and fine API emission. This problem has been
addressed in a second publication by Merusi et al. [40] where a fluores-
cent marker has been mixed to the API. A further effort to distinguish
the carrier emission dynamics from the fine fraction one has been
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done by reprocessing the fast camera movies with standard image pro-
cessing algorithms. Details are given in Appendix A.

During the experimental measurements the flow rate profiles, ap-
plied to the device through a pump, have an initial ramp of variable du-
ration tramp up to themaximum value Qmax, which is then kept constant
for the rest of the recording of total time ttot =1.4 s. Different solutions
have been tested combining tramp = 0.3, 0.7 and 1.2 s with Qmax = 40,
60 and 80 l/min.Unfortunately, the exact behaviour of theflow rate dur-
ing the initial ramp has never been directly measured, thus limiting the
possibility to impose it as boundary condition into the numerical model
as it will be fully discussed later.

2.2. Numerical methods

The simulations have been performed on a modular test rig geome-
try rather than on the Nexthaler® one. However such test rig has been
designed to have the same identical internal volumes and geometry of
Nexthaler® and the same aerodynamic resistance [17,42], thus for our
purpose the two are perfectly equivalent. The Nexthaler® incorporates
a dose protector which initially covers the dosing cup containing the
10 mg of formulation to be aerosolized. It is designed to retract only
when the pressure drop, between inlet and outlet, generated by the in-
spiratory act of the patient reaches a pre-set trigger value of 2 kPa. In
this way the powder dose is exposed to an already developed air
swirl, thereby ensuring its complete disaggregation, fluidization and
an efficient dose emission. The test rig does not contain a dose protector,
and in any case at present we are not interested in a detailed modelling
of the dose protector motion during the simulations. It is however rea-
sonable to assume the dose protectormotion does not influence the for-
mation of the air vortex and the development of the fluid structures
during the aerosolization. The same cannot be said from the powder
aerosolization perspective: the exposition of the powder to the low ve-
locity fluid, while the air swirl is not yet formed, can lead to very differ-
ent powder dispersion results compared to the case of a sudden
exposition to an already formed and high energy swirl. On the other
hand, fast cameramovies of the powder cup during the device actuation
revealed that the cup is not perfectly sealed by the dose protector and
the powder dose is waved, by the fluid, even before the latter is trig-
gered [39]. Finally, it must be noted that the dose protector opening is
not instantaneous, taking 3 − 4 ms to be completed, and the current
resolution of the fast camera movies is not able to accurately resolve
its motion. To conclude, the explicit and exact simulation of the dose
protector opening would require a detailed analysis which is beyond
the scope of this first general work, requiring also further ad-hoc exper-
imental observations; therefore we decided to simulate the two follow-
ing cases:

- an aerosolization without the dose protector, with the powder ex-
posed to the air swirl since the very beginning of the fluid motion;

- expose the powder to the fluid only when the dose protector is sup-
posed to open, i.e. when a 2 kPa pressure drop is reached in the fluid
simulation.

These two extreme cases should bracket the realistic powder behav-
iour. Moreover, the first case is easily implementable in real experimen-
tal conditions, by pre-triggering the dose protector manually, and it is
the standard way the test rig is supposed to work. It is thus of our inter-
est to compare the differences in the two aerosolization mechanisms,
i.e. with and without the intervention of the dose protector.

A sketch of the employed test rig geometry is shown in Fig. 1 (a),
while panel (b) of the same figure shows the simulated air volume com-
prising the rig internal volume and a plenum just outside the rig outlet.
The plenum has the same size of the discharge chamber in the experi-
mental setup [39] and t is necessary for the air/particle plume to de-
velop and being imaged by the PIV equipment.



Fig. 1.Model geometry. (a) test rig assembled and exploded in its four sections. (b) Simulated fluid volume as the sum of the test rig internal volume and the discharge chamber of the
experimental setup. The five squared flat patches marked with green color represent the inlets while the red circular patch represent the outlet.
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The air and drug product flows, as well as their interaction, have
been simulated through a 4-ways coupled CFD-DEM model. Numerical
calculations have been performed through the CFDEM Coupling® soft-
ware [43,44] from DCS Computing GmbH [45]. The software couples
modified CFD solvers from OpenFoam® [46,47], for fluid flow model-
ling, to the DEM software Aspherix® [48], for powder flow modelling.

2.2.1. CFD simulations
CFDEM Coupling® is based on the time-dependent, incompressible,

pressure-based solver pisoFoam, compressible solvers fully coupled
with the solid phase, and able to correctly describe the multi-phase
transient, are currently unavailable. From a pure CFD perspective, the
Mach number Ma can be estimated to assess how acceptable is the
incompressible flow assumption, as a rule of thumbMa=0.3 is consid-
ered the limit above which the gas compressibility cannot be neglected
[49,50]. As illustrated in the next sections, the maximum fluid velocity
recorded during the simulations is vmax

f = 95 m/s, a worst-case value
found only in the Qmax = 80 l/min case. Using the speed of sound of
air at ambient conditions c = 343 m/s one gets Ma = vmax

f /c = 0.27,
even in the worst case we are always below the Ma = 0.3 limit. From
the point of view of the fluid-particle coupling, things can bemore com-
plex and estimating a priori the impact of the incompressible flow as-
sumption is impossible. After setting and validating our coupled,
incompressible model we performed a pure CFD steady state calcula-
tion, relaxing the incompressibility assumption, using the OpenFoam®
solver rhoSimpleFoam. This allowed us to evaluate a posteriori the impli-
cations of neglecting air compressibility, results are presented in
Appendix B.

In a cylindrical pipe a fluid is known to become turbulent at
Reynolds number Ref equal to 2500 [50]. Using as characteristic system
lengths the inletswidth ‘=1.5mmor the pipe diameterD=7mmone
can estimate the maximum Reynolds number Re f = 10000 − 43000.
With such values the flow is clearly turbulent (the same vmax

f of the
Ma estimation has been adopted). Turbulence is included in the calcula-
tions through the effective eddy-viscosity model kω − SST [51]. As
deeply discussed in the inhaler modelling literature such choice
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represents a good compromise between accurate flow description, in-
cluding its transitional regime, and computational cost. The fluid behav-
iour close to the boundaries is modelled through the low Reynolds
number wall functions [52].

Hexahedral-dominant meshes have been constructed for the
discretization of the integration volume using the standard meshing
tools of OpenFoam®, namely blockMesh and snappyHexMesh. Close to
the walls the meshes have been finished with surface layers, finer ele-
ments following closely the geometry profiles, to improve the descrip-
tion of the fluid velocity decay inside the physical boundary layer. The
mesh boundary layer thickness has been chosen according to the flat
plate physical boundary layer formula [50] estimating a meaningful av-
erage reference velocity and targeting a first cell height of about 5, in
terms of the dimensionless length usually referred to as y+ [53]. The re-
liability of this estimation has been verified a posteriori by monitoring
the y+ during the simulations and ensuring that its maximum average
value did not exceeded a value of 10, according to the low Reynolds
wall function model prescriptions. A mesh sensitivity study has been
conducted to determine the minimum size of the mesh producing
well converged numerical results independent from the mesh cell
size.Meshes ranging from500 K to 2.6M elements have been generated
and evaluated. In the mesh generation process only the reference mesh
cell size has been changed, keeping constant the relative refinement ra-
tios and the boundary layer cell size. The selected mesh, containing
roughly 900 thousand elements, is shown in Fig. 2 (a): the mesh is
finer approaching thewalls and coarser in the plenum above the device
outlet, the insets show how 5 or 3 surface layers have been applied to
the pipe/outlet and to the swirl chamberwalls respectively. The average
characteristic length of the mesh elements Δx is 372 μm, while the
smallest element has a characteristic size Δxmin = 36 μm. Since the
smallest elements have low aspect ratios their thickness can reach
roughly 25 μm. Pressure drops between the inlet and the outlet, as
well as some average velocity value, have been monitored during the
mesh sensitivity analysis (aflow rate driven condition has been adopted
in this case); their values are plotted in Fig. 2 (b) showing weak or ab-
sent dependence on the mesh size.



Fig. 2. Fluid volume discretization. (a) mesh adopted for the CFD calculations, the insets
show closeups on the finer surface elements along the walls. (b) Pressure drops
between inlets and outlet and fluid velocity, mediated along the two lines shown in
panel (a), as a function of the mesh accuracy.

Table 2
Initial conditions for theCFD simulations. Theflat plate equations used to estimate the var-
ious initial fields are described in reference [53].

Pressure Velocity k ω νt

Internal 0 0 Flat plate eqns. Flat plate eqns. Flat plate eqns.
Inlet 0 – Flat plate eqns. – –
Outlet 0 – – – –
Walls – – 0 0 Calculated
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The air flow through the device is controlled by the application of
time dependent boundary conditions. While in the experiments a con-
trolled flow ramp is applied through a pump downstream the device,
measuring the resulting inlet/outlet pressure drop in time, in the simu-
lation we preferred to control the air flow by imposing the inlet/outlet
pressure drop while monitoring the freely developing flow rate. The
motivations for such choice are deeply illustrated in Appendix B,
Table 1
Boundary conditions for the CFD simulations in the openFoam jargon. While the meaning of ze
inletOutlet conditions are zero gradient conditions allowing for a flow reversal. nutUSpaldingW
wall based on the fluid velocity in the first cell. Details can be found in the openFoam online m

Pressure Velocity

Inlet fixedValue inletOutlet
Outlet Δp(t) from Eq. (A2) pressureInletOutletVelocity
Walls zeroGradient fixedValue
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together with a comparison between the results obtained with the
two alternative driving mechanisms. In the adopted pressure driven
scheme the applied boundary conditions are summarized in Table 1 (k,
ω and νt are scalar fields necessary to treat turbulence: the turbulence
kinetic energy per unit mass, the specific rate of turbulent energy dissi-
pation and the kinematic eddy viscosity respectively). As initial condi-
tion the fluid has been set at rest at ambient pressure in every point of
the device inner volume. The initial conditions for the other fields are
summarized in Table 2.

From the point of view of the pure CFD the reference number to look
at, while setting the simulation time-step, is the fluid Courant number
Cof or the ratio between the time integration step ΔtCFD and the typical
time taken by the fluid to cross a discretized volume element. To ensure
that the temporal discretization of the fluid dynamics is appropriate for
the chosen spatial discretization, this number must be smaller than or
closer to 1. Using for the fluid velocity the worst case represented by
vmax
f and the average mesh element size Δx the Courant number be-

comes Cof ¼ vfmaxΔtCFD=Δx, a good choice for the time-step in order to
set Cof ≅ 0.5 is ΔtCFD = 2 μs.

2.2.2. DEM simulations for carrier particles
As a first rough approximation the carrier powder has been repre-

sented by spherical, poly-disperse particles whose size distribution cor-
responds to the real one.With a lactose density ρp=1525 Kg/m3 the 10
mg dose is represented by roughly 800 particles. The small amount of
fine lactose particles mimicking the API inhalable fraction is not explic-
itly simulated. This is due to some intrinsic limitations of the DEM tech-
nique itself, which make heavily poly-disperse systems very expensive
to treat from a computational point of view, they are listed in
Appendix C. For both the particle-particle and particle-wall interactions
the Hertz-Mindlin model has been selected, a contact history for the
tangential force component has also been included [54]. A constant di-
rection torque model has been used for the rolling friction [55], thus
both a sliding μs and a rolling μr friction coefficient must be specified
for particle-particle and particle-walls contacts. We have many evi-
dences that our carrier powder has a free-flowing character, each parti-
cle moving independently from the others, this means volume forces,
i.e. gravity, prevail significantly over surface forces, i.e. adhesion/cohe-
sion. On the other hand, even a simple inter-particle cohesion model,
such as the Johnson-Kendall-Roberts model [56], requires the introduc-
tion of a cohesion energy density parameter that we cannot measure
experimentally. Thus, in this preliminary work, we decided to neglect
any particle-particle and particle-wall cohesion force, keeping the
DEM simulation as simple as possible and avoiding the proliferation of
model parameters to be set. Adhesion/cohesion effects can be
roGradient and fixedValue is straightforward (for the specific fixed value see Table 2), the
allFunction uses Spalding law to estimate the eddy viscosity at a given distance from the
anual [46].

k ω νt

fixedValue zeroGradient zeroGradient
zeroGradient zeroGradient zeroGradient
fixedValue fixedValue nutUSpaldingWallFunction
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introduced, to treat high payload carrier-based formulations or alterna-
tive carrier-free formulations, if specific data are available to calibrate
the model parameters. The choice of the other DEM parameter values,
as well as their impact on the aerosolization process, will be discussed
in detail in the results section.

The gravitational force in both CFD and DEM simulation is switched
on and points along the negative direction of the z-axis (with respect to
Fig. 1). This is because in the reference experiments as well as in the in-
vitro testing of inhalation performances, the device is supposed to be
tilted 90 degrees, with the pipe horizontal and perpendicular to the
gravity direction.
Table 3
Material parameters entering both the CFD and DEM equations. In the DEM case some of
the parameters have been split into particle (p) or wall (w) values, representing intrinsic
powder or wall properties or parameters ruling the particle-particle interaction. The par-
ticle-wall values (p-w) rule the particle-walls interactions.

Constant Meaning p value w value p-w
value

Units

ρf Air density 1.16 Kg/m3

c Speed of sound in
air

343 m/s

μ Air viscosity 18.27 × 10−6 Pa s
ρp Lactose density 1525 Kg/m3

Y Young modulus 5 10 \ MPa
ν Poisson ratio 0.45 0.45 \ dimensionless
μs Sliding friction

coefficient
0.1 − 0.8 0.1 − 0.8 0.1 − 0.8 dimensionless

μr Rolling friction
coefficient

0.1 − 0.8 0.1 − 0.8 0.1 − 0.8 dimensionless

e Restitution
coefficient

0.1 − 0.8 0.1 − 0.8 0.1 − 0.8 dimensionless
2.2.3. CFD-DEM coupling
The large number of particles and their small size require the use of

an unresolved coupling for the description of the fluid-powder interac-
tion, with the CFD mesh elements larger than the particle diameter
and able to contain, in principle, many particles. The particle properties
necessary to compute the interaction forces and the coupling term re-
sult from the average over all the particles laying in the same CFD
mesh element. The aerosolization of a small dose of dry powder is an
unsteady, fast phenomenon involving turbulent swirling air flows. In
such conditions, according to the literature prescriptions, the so-called
model A coupling is necessary as the fluid phase moving through the
powder mass cannot be considered steady and uniform [57]. Details of
the coupling model implementation can be found in the reference
paper by Zhou et al. [58].

The most relevant term in the powder-fluid interaction is certainly
the drag force. Many different dragmodels exist with empirical correla-
tions for the drag coefficient fitted from experimental data or derived
from numerical simulations [57]. In our specific application the powder
is initially concentrated in the dosing cup with very small fluid volume
fraction values of n= 0.44, during the early moments of the lift-up the
powder remains very dense. As the swirl strengthens and the aerosoli-
zation proceeds, the powder flow shifts from a contact-dominated, to
a collision-dominated, then to a collision-free regime, with n gradually
reaching 1. Thus, the drag model of choice must be valid in both the
dense (n < 0.8) and dilute (n ≥ 0.8) condition. Moreover, most of the
drag models employed in the literature have been fitted and validated
in a specific range of particle Reynolds numbers Rep = n ρf d vslip/μ,

where vslip ¼ vf
!
− vp
�!���� ���� is the modulus of the slip velocity, i.e. the differ-

ence between particle and fluid velocity. Fromour simulations themax-
imum slip velocity reaches the value vmax

slip = 40 m/s with a maximum
Rep of 1200. The two criteria just illustrated limit our selection of drag
models to the following three among all the implemented ones: Di
Felice [59], Gidaspow [59] and Koch-Hill [60]. While the first two
models should work fine for any range of n and Rep, the Koch-Hill one
has been tested only for Rep ≤ 50 thus it could not be perfectly suited
to describe the drag force during the late phase of aerosolization,
when the particles accelerate strongly along the pipe. The simulations
presented throughout the paper are obtained with the Di Felice drag
model, a comparison of the carrier dynamics obtained using the other
two models s presented in Appendix C.

Lift forces could also be important to correctly describe the carrier
dispersion, especially in the initial moments. For the shear lift, i.e. the
lift force provoked by a fluid velocity gradient, we tested the empirical
correlation by Mei [61,62]. The Magnus lift force, generated by particle
spinning, could also play a role however it is not currently implemented
in the simulation software. The same considerations on drag forces
above apply when particles are attached or close to the device walls:
proper correlations for the lift coefficient are available in literature for
the case of single particles but not for dense systems [63–65].

Besides drag and lift forces our coupling model also accounts
for the particle-based pressure gradients forces as well as the
particle-based viscous forces, i.e. the forces generated by spatial
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inhomogeneities in the viscous stress tensor [58]. Finally, the Archi-
medes force, the addedmass force and the Basset force have been in-
tentionally neglected given the small density of the fluid or the large
discrepancy of many orders of magnitude between the fluid and
solid density.

It must be mentioned that the constraint of having Δx > 2 − 3 d,
typical of plain unresolved CFD-DEM coupling [66], is not met in the
proximity of the walls. This is due to themesh refinement that is neces-
sary there to correctly resolve the boundary layer. The same is true, ev-
erywhere in the CFD integration domain, for the largest particles
included in our poly-disperse DEM distribution. This situation might
cause numerical instability due to abrupt discontinuities in the coupling
fields, one known way to deal with the problem is to introduce a
smoothening of the coupling field around each particle. To achieve
this, while conserving the smoothened quantity, it is possible to use a
simple diffusion equation [67,68]. The diffusion coefficient is calculated

as ls
2
=ΔtCFD where ls is a characteristic smoothening length having of

course the property ls ≥ d. In our specific case we have set ls = 240 μm.
In a plain DEM simulation of monodisperse spherical particles the

time-step choice is usually driven by the Hertz and Rayleigh times
[57]. Taking ΔtDEM to be roughly 20% of both these reference times
should ensure the particle deformations and collisions to be accurately
resolved. The Rayleigh time depends solely on the size and elastic prop-
erties of particles, with the chosen values (illustrated in Table 3) its
value lies in the interval 0.4 − 1.3 × 10−5 s; the Hertz time depends
also on the maximum particle velocity vmax

p , in our typical simulations
(e.g. Qmax = 60 l/min with tramp = 0.3 s) vmax

p = 10 m/s thus setting
the Hertz time in the range 0.8 − 2.5 × 10−5 s. A value of ΔtDEM = 0.5
μs would be already enough to fulfil the previous criteria, to stay on
the safe sidewe have chosenΔtDEM=0.2 μs so that a factor 10 exists be-
tween the DEM and CFD time-steps. Having now a coupled system
other factors might intervene in the definition of the fluid and particle
time integration steps and their relative proportion. Analogously to
what has been done for the fluid, it is possible to define the ratio be-
tween the CFD time integration step and the time taken by a particle
to cross a discretized volume element, such ratio is called particle
Courant number Cop ¼ vpmaxΔtCFD=Δx. For a particle to perceive fluid ve-
locity variations and to capture correctly its exchange of momentum
with the fluid, one should run the simulations in the condition Cop ≤ 1.
With our typical numbers, and with our choice of ΔtCFD, we got
Cop ≅ 0.05 or a higher value of 0.7 if the average discretization size Δx
is replaced by its minimum Δxmin. Two further quantities to look at, in
making sure wemade a correct choice forΔtCFD andΔtDEM, are the char-
acteristic relaxation times for particle τp and fluid τf, i.e. the time neces-
sary for them to exchange energy/momentum and reach a steady



Fig. 3. Calibration data for the caseQmax=60 l/min and tramp=0.3 s. (a) average air velocity computed at the inhaler outlet (on line 2 of Fig. 2) from the PIV data (blue) and from laminar
and turbulent simulations (yellow and green). (b) Computed flow rate profiles from CFD simulations at different inhalation conditions.

Fig. 4. Air velocity components at outlet. (a) and (b) panels offer a comparison of the calculated andmeasured air velocity fields at the device outlet, more precisely on plane 1 of Fig. 2 (a),
they refer to the case Qmax=60 l/min and tramp =0.3 s. The left plots show the comparison for the x component of the air velocity at two different instants while the right plots illustrate
the velocity component along y direction.
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Fig. 5.Development of air plume at outlet. Measured, (a) and (c), and simulated, (b) and (d), air velocitymaps at the device outlet, on plane 1 of Fig. 2 (a), at different time instants during
the aerosolization. The comparison is shown for two different flow rate conditions, indicated above the panels, at the same time instants indicated in the top row. The last panel of every
raw shows an average of the velocity map taken over 20 ms once the steady state at the flow rate Qmax is reached.
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condition. From the perspective of a single particle τp = ρpd2/18 μ [22],
with our range of particle diameters this means 0.09− 0.26 s; from the
fluid point of view the effort in dragging and accelerating particles de-
pends on the particle density and thus on the fluid volume fraction
τf = τp ρf/ρpn/(1 − n), in the initial moments of aerosolization, when
n is large we get τf = 5.6 × 10−5 s. In both cases the relaxation time is
much larger than the respective integration time-steps, ensuring a
good time resolution for both the dynamics and their coupling.

Needless to say, the large n values present in the early stages of aero-
solization, when the cup is full of particles, call for the use of a 4-ways
coupling. Details on the effect of the fluid slow down caused by the
energy and momentum exchange with the particles are given in
Appendix C.

The relevant material properties characterizing the air fluid and the
particle mechanical response are listed in Table 3.

2.2.4. Lagrangian tracing for API particles
The very small Stokes number of the API fine particles makes them

complex to be treated within a CFD-DEM coupling scheme (see
Appendix C for an estimation). However, to have a first raw description
of their aerosolization, a lagrangian tracing approach featuring hard-
sphere collisions could be suitable. In this work we used the function
object icoUncoupledKinematicCloud available in OpenFoam® to follow
the trajectory of fine spherical lactose particles, released in the cup vol-
ume during the initial transient, up to the device outlet and estimate
their residence time. In such simplified picture only gravity and drag
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forces have been considered using the empirical correlation by Schiller
and Naumann [57]. The advantage of the chosen model is that the colli-
sions are instantaneous, this allows to simulate micron-size particles
without the need of nano-size time-steps, for our calculations we used
ΔtLT = 5 × 10−6 s. The function object allows also to include the effect
of the turbulent eddies on the particle trajectories via a stochastic
eddy interaction model [69], see also Appendix C. Given the very small
number of particles inserted both the particle-particle collisions and
the effect of the particles on the fluid have been neglected, having
thus a passive (1-way) lagrangian tracing. With such a simple model
the only parameters to be calibrated are the static friction coefficient
μs and the restitution coefficient e for particle-wall collisions.

3. Results and discussion

In the first part of this section we illustrate in detail the comparison
between CFD simulations and experimental measurements. We start
showing how, thanks to the proper selection ofmesh, initial and bound-
ary conditions, it is possible to achieve a quantitative matching for the
simulated flow rate and velocity profiles, as well as a good qualitative
comparison with the 2D PIV maps. Once the CFD model has been vali-
dated we use it to describe the fluid behavior inside the device and to
study the behavior of the API fine particles in the first stages of their
aerosolization. Subsequently we proceedwith the calibration of the car-
rier DEMmodel, and its coupling parameters, against the experimental
time dependent intensity profiles describing the carrier emission from
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the device. Finally, with the coupled CFD-DEM model calibrated, we
come back to the aerosolization physics, considering explicit the carrier
particle dynamics.

3.1. Validation of the CFD model

As anticipated in Section 2.2 the air flow is generated applying a time
dependent inlet/outlet pressure drop as measured in the reference ex-
periment. As a first validation step we verified that the velocity profiles
at the outlet (averaged along line 1 and 2 of Fig. 2) correspond with
those measured by PIV experiments as a function of time. An example
of such comparison is given in Fig. 3 (a), the average values are indeed
in agreement. Notice how the experimental curve is much noisier
than the simulate ones, this is due to the turbulent eddies not explicitly
simulated in our Reynolds-averaged eddy-viscosity approach. We also
performed a CFD simulation without including the turbulent dissipa-
tion, i.e. forcing a laminar behavior for the fluid, this led to an overesti-
mation of the fluid velocity and to more pronounced time oscillations.
This is not surprising, due to the suppression of the turbulence energy
dissipation mechanism which, with our Reynolds number, is expected
to be the dominant one. Afterwards, we verified that the proper
flow rate Qmax is reached upon application of the corresponding
inlet/outlet pressure drop Δp, four cases have been plotted in Fig. 3
(b) corresponding to those illustrated in the experimental reference
works. The correct flow rate onset confirms that the simulated geome-
try (the test rig one) has the same aerodynamics resistance of the real
Nexthaler®.

A comparison between CFD and experimental data can be alsomade
with the 2D velocity maps from the PIV experiments acquired on plane
1 of Fig. 2 (a). Results are shown for the two separate in-plane compo-
nents of the air velocity in Fig. 4 and for the air velocitymagnitude at dif-
ferent time instants in Fig. 5. From a general point of view the
experimental velocity maps look blurrier than the simulated ones, this
is due to the presence of the turbulent eddies decomposing the main
Fig. 6. Fluid behavior inside the inhaler for the case Qmax=60 l/min and tramp =0.3 s. (a) strea
ramp andwhen the air vortex is fully developed. The streamlines are colored according to the y
flow is fully developed. (c) axial (y-direction), tangential and radial components of the air veloci
axis, the four colored lines with letters A-D highlight the direction along which radial and tang

206
flux structures. In our Reynolds-averaged approach to turbulence the
multi-scale eddies are absent thus the simulated flux structures remain
more coherent in time and space and have more clear boundaries and
gradients. A time average can also be performed on the experimental
data, smoothening out the “noise” generated in the PIV images by tur-
bulence. This average is shown in the last map of row (a) and (c) of
Fig. 5, indeed it looks much similar to the simulated maps, both the in-
stantaneous and the averaged ones. The y-componentmap of the veloc-
ity field represents a cross section of the vortex structure emerging from
the device outlet, it reveals how the air direction points outwards the
device (yellow and orange plumes) only near the vortex periphery,
while in the vortex core the air flows inside the device (blue region).
The agreement between PIV data and simulations is quite good with
the orange plumes having the same thickness, aperture angle and aver-
age length, although some instantaneous PIV snapshots might show
shorter plumes due to their decay into turbulent eddies. The vortex
structure is not steady in time, it oscillates with a characteristic
frequency transferring part of its energy from y to x direction. The x-
component map shows in fact a shedding of high-speed spots of alter-
nate sign moving along the vortex periphery. The velocity magnitude
images of Fig. 5 reveal a good agreement between simulation and ex-
periments also in the time evolution of the swirling flow. Air flows ini-
tially out of the device as a uniform column that splits in two halves
forming perfectly vertical plumes, the plumes subsequently bend as
the vortexwidens and increases its intensity up to its steady state shape.

3.2. Internal fluid behavior based on pure CFD model

Pressure drops and velocity maps recorded at the device outlet indi-
cate a good qualitative and quantitative agreement between simulation
andmeasured data both in the spatial arrangement of the flux and in its
time behavior, validating our model at least from the pure CFD side. We
can now use it to visualize what happens inside the device, along the
pipe and in the swirl chamber, near the cup hosting the drug powder
mlines showing time evolution of the swirling flow in the initial moments of the flow rate
component of thefluid velocity. (b) pressurefield in a cross section of the inhalerwhen the
tywhen the air vortex is fully developed. The black dashed line represents themain inhaler
ential velocities have been plotted.
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dose to be aerosolized, i.e. in those regions where no direct experimen-
tal measures are currently available or where they cannot be recorded
owing to technical difficulties.

The behavior of the fluid in the initial moments of the transient is
captured by the time sequence of Fig. 6 (a) for the case Qmax = 60
l/min and tramp = 0.3 s. The streamlines entanglement reveals the for-
mation of two similar vortexes rotating and enveloping on each other
to form a unique stable swirl structure around 13 − 15 ms. From that
moment onwards, both the pressure drop and the air velocity increase
significantly but the shape of the fluid structure does not change any-
more, notice how the stabilization of the vortex occurs much earlier
than the dose protector release. The last two images of panel (a) show
the final structure of the vortex at the end of the initial transient.
Panel (b) and (c) of Fig. 6 give a picture of the pressure distribution
and the velocity field once the steady state is reached, from 300ms on-
wards. The CFD simulations reveal how air experiences two strong ac-
celerations while entering the swirl chamber, through the two inlets,
and while exiting the swirl chamber due to the sharp edge in the con-
nection with the pipe (close to line C). A weak precession motion of
the air vortex is also visible which generates local time oscillations in
the velocity field, these become significant at the sharp edge between
swirl chamber and pipe and propagate all along the pipe through the
device outlet (see Appendix B for a detailed analysis of these time oscil-
lations). The largest pressure difference is recorded at the bottom of the
swirl chamber, where the cup is located. In the terminal part of the pipe
and at the outlet a smaller pressure gradient onsets and air decelerates.
Notice how, in agreement with the PIV data, air flows inside the device
in the vortex core at the device outlet (e.g. across the A line). Proceeding
upstream along the pipe such blowback effect disappears, already close
to line B the velocity in the core vortex is small but positive. The
Fig. 7.Dose aerosolization and disaggregation. (a) Sketch of the idealized 1D air flow from the in
scheme close to thewalls and the carrier size. (c) boundary layer felt by API fine particles on top
in scale compared to the size of the API spheres.
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tangential component of air velocity has the typical anti-symmetric pro-
file all along the y-axis, confirming the swirling nature of the flow. The
radial component is almost everywhere pointing inwards the vortex,
dragging the particles towards its core and opposing the centrifugal
force, pushing them against the inhaler walls. The phenomenology
just illustrated remains unchanged even when different Qmax and tramp

are applied, they only affect the maximum intensity of the swirling
flow and the time necessary to achieve it.

3.3. Considerations on aerosolization based on the pure CFD model

Assuming the API particles to be lodged on the carrier surface, filling
the cup in the bottom of the swirl chamber, some considerations can be
made on the nature of the air flow lifting them up and entraining them
into the forming swirl during the initial transient. Although we already
discussed in the previous sections the complex 3Dnature of the swirling
flow, for the sake of simplicity and for a rough estimation of the orders
of magnitude of the forces at play, we will assume a 1D straight air flow
from the inlet to the cup, see Fig. 7 (a). TheAPI particles invested by such
flow are at rest on the carrier surface onwhich a boundary layerwill de-
velop, as depicted in Fig. 7 (c), decreasing the air velocity from the free
stream value v∞ to 0. The flat plate theory can be used to estimate the
velocity profile v(x,y) on the bottom of the swirl chamber and on the
carrier surface [1]:

v x, y, tð Þ ¼ v∞ tð Þ 3
2

y
0:918 δ tð Þ−
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2

y
0:918 δ tð Þ

� �3
" #
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being δ ¼ 5 x
ffiffiffiffiffiffiffiffiffi
Re x

p
the boundary layer thickness and Rex= v∞ x ρf/μ the

local Reynolds number, v∞(t) is instead estimated from Qmax knowing
let to the cup. (b) comparison of the spatial extension of the boundary layer δ, themeshing
of a larger carrier particle, both the carrier curvature and the boundary layer are clearly not
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the inlets area. Fig. 8 (a) shows such profiles along y for three different x
values for the case Qmax = 60 l/min: at the cup centre (blue), halfway
from between the inlet and the cup (yellow) and 1/4 of the inlet-cup
distance (green). The yellow dashed line represents the value of the ve-
locity magnitude extracted from the 3D flow CFD simulations at 1/2 of
the inlet-cup distance, despite the strong assumption of one-
dimensional flow the estimated profile compares nicely with the simu-
lated one, the order of magnitude is indeed correct. Once the steady
flow is reached δ is around 240 μm, i.e. two orders of magnitude larger
than the API particle diameter, it is thus reasonable to assume that such
fine particles experience drag and lift forces from a laminar flow. From
the 3D CFD simulations a plot of y+ can be extracted at a given distance
from the swirl chamber bottom,when its value is < 5 the airflow is lam-
inar. The inset in panel (b) of Fig. 8 shows a y+map calculated at 1.4 μm
from the bottom, i.e. useful for particles of 3 μm of diameter, indeed the
flow is always laminar everywhere, confirming again the estimation
made with the 1D flat plate model.

The flat plate theory is formally correct only when applied to a
steady state condition however, as shown in appendix B, the response
time of the air flow to instantaneous perturbations τ ∗ is of few ms,
while our applied flow ramps last for 300 ms. We can thus reasonably
assume our inhalation to be quasi-static and the flow to readjust almost
instantaneously while we riseQ(t). ReplacingQmaxwithQ(t) Eq. (1) be-
comes timedependent and can be used to estimate the air velocity at 1.5
μm height, and thus the drag and lift experienced by a d=3 μm API par-
ticle. The local Reynolds number aswell as the boundary layer thickness
Fig. 8. Analysis of the boundary layer and particle-fluid interaction forces for the case tramp=0.
different x values corresponding to the cup center (green), halfway between inlet and cup
corresponds to the 3D flow from CFD simulations calculated halfway between inlet and c
thickness at the cup center according to the 1D flat plate theory. (d) temporal evolution of dr
3 μm lactose particles. The black dashed line marks the dose protector shift instant.
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as a function of time, in the centre of the cup, are shown in panels
(b) and (c) of Fig. 8 for tramp = 0.3 s and Qmax = 60 l/min. Panel (d) of
the same figure shows the drag and lift forces calculated in the laminar
approximation. A comparison with the typical values of gravitational
and adhesion forces for lactose particles, reported in the literature [1],
reveals how both lift and drag forces could detach API fines from the
carrier well before the dose protector shift (vertical dashed line at
45 ms). This simple calculation allows us to release the fine particles
at 45 ms during the simulation and follow their aerosolization using
the passive lagrangian tracer described in section 2.

We start by releasing 1000 particles with d=3 μm representative of
a typical API fine fraction with 1 − 5 μm diameter. As insertion region
we tried both the full cup volume and the 2D circular region separating
the cup volume from the swirl chamber only, no significant difference
has been noted in the particle behavior and in the calculated residence
time. The particle trajectories are almost completely unaffected by the
choice of μs, we have thus set the intermediate value μs = 0.5. On the
contrary the restitution coefficient e, i.e. the ratio between the particle
velocity after and before a collision, plays amajor role: we tested several
collision conditions ranging from perfectly elastic (e = 1) to almost
completely inelastic (e = 0.05). The results are shown in Fig. 9
(a) displaying the normalized mass flow rate at the device outlet, the
residence time being estimated through the position of the main peak.
The larger e the faster is the particle emission, only with e < 0.15 the
emission peak position start to be independent of e and to approach
themeasured values (black dots). Elastic particles preservemore kinetic
3 s and Qmax=60 l/min. (a) velocity profile along y estimated according to Eq. (1) at three
(yellow) and 1/4 of the distance between inlet and cup (blue). The yellow dashed line
up. (b) and (c) temporal evolution of the local Reynolds number and boundary layer
ag and lift forces and comparison with gravitational and adhesion force estimate for d =
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energy during the first collisions with the bottom and lower side walls
of the swirl chamber, in the early stage of aerosolization, this allows
them to populate the central part of the chamber where the swirling
flow is more energetic and lift them more efficiently. Inelastic particles
remainmore adherent to thewallswhere the swirlingflow is less devel-
oped preventing them to accelerate significantly. This behaviour is illus-
trated in the snapshots of Fig. 9 (b) comparing the particle trajectories
for the two extreme cases e = 0.05 and 1.0 in two subsequent instants
of the early aerosolization stage. Upon reaching the pipe both elastic and
inelastic particles behave the same, giving rise to an helicoidal motion
throughout the outlet, however the delay between the two swarms of
particles is already established and, while elastic particles are already
close to the device outlet, the inelastic ones are still crossing the region
between swirl chamber and pipe.

Atfirst glance itmight seem that, provided the collisions are inelastic
enough, the correct residence time of the API particles is achieved. How-
ever, there are some concerns:

- In Appendix C we have demonstrated that, if the presence of the
boundary layer at the carrier surface is neglected, then only a small
underestimation of the characteristic residence time of the fine API
particles is obtained. This legitimates us to release the API particles
directly in the cupwithout the need to simulate the carrier particles.
However, looking at the path the particles take through the device
outlet, see Fig. 9 (b), it is clear how they could spend most of their
time inside the inhaler walls boundary layer as well. Thanks to the
helicoidal motion inside the pipe, they could in principle cross the
entire device without ever exit the boundary layer. As the viscous
sub-layer is not simulated explicitly but heuristically though the
Fig. 9. Fine API emission. (a) comparison of the simulated and measured fine emission, i.e. fin
optical intensity proportional to the powder mass flow rate at the device outlet. The colore
particles with d = 3 μm and variable restitution coefficient e, like for the experimental data th
simulations of panel (a) taken at two consecutive time instants in the early stages of aeroso
almost completely inelastic collisions. (c) particles radial distance from the main inhaler axis
travelling along the inhaler pipe. The black line represents the radial distance of the pipe wa
viscous sub-layer one respectively. (d) same as panel (a) now keeping the restitution coefficie
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wall functions, the drag force for the particles travelling in the
mesh elements adjacent to the walls could be overestimated, i.e.
the residence timeunderestimated. Panel (c) of Fig. 9 shows the par-
ticles radial distance from the main inhaler axis, for a single time in-
stant while the particles are crossing the pipe, as a function of y
coordinate (the cup is located at y=0, the device outlet roughly at
y=5 cm). The black continuous line represents the radial distance
of the pipewall (notice how the pipe is not a perfect cylinder having
a slightly larger diameter at the outlet than at the swirl chamber in-
tersection), the dotted line represents the full boundary layer of
thickness δpreviously estimated,finally the region between the con-
tinuous and dashed lines represent the viscous sub-layer which is
modelled through the wall function. Indeed, regardless of the e
value, a significant amount of API particles is found in the viscous
sub-layer where the drag forces are overestimated. Still, they do
not travel permanently inside the viscous sub-layer, they rather
enter and exit from it due the collisions with the inhaler walls. On
one hand, if the permanence of the particles in the viscous sub-
layer is short and given that, differently from the case of the detach-
ment from the carrier surface, here the API particles are not at rest
having their own inertia, the wrong drag force might be unable to
alter significantly the particle trajectories. This might justify why
the d = 3 μm peak, with e in the range 0.1 − 0.05, overlaps with
the measured data despite the incorrect drag force value in the vis-
cous sub-layer region. The included diffusive forces due to the
particle-eddy interaction can also play a significant role in this re-
spect. On the other hand, the calculated residence time might
match the measured one just due to a compensation effect: an
overestimated drag force shortens the residence time, i.e. the
e residence time. The black dots represent the reference experimental data, a normalized
d continuous lines represent calculated powder mass flow rate at the device outlet for
e curves have been normalized so that the main peak height is 1. (b) snapshots from the
lization. A comparison is shown between the two limiting cases of perfectly elastic and
, oriented along the y direction, calculated for a selected time instant when particles are
ll, the black dashed and dotted lines mark the whole boundary layer thickness and the
nt fixed to 0.05 and varying the particle diameter.
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emission peak should be shifted to the left compared to the correct
one however, having chosen an e value small enough, the peak is
right-shifted matching the measured data.

- We released a very limited amount of API particles, in real products a
much larger number of particles is present and the solid phase den-
sity, especially in the early stages of aerosolization, can be high
enough to slow down the air flow. Thus, more realistic simulations
require not only a larger number of particles but also a 4-ways cou-
pling. Again, the good match between calculated and measured
emission peaks, despite the reduced number of simulated particles
could be due to a compensation effect. A simulation with the proper
particle density and full coupling with the fluid might lead to a re-
duced air velocity and thus to longer residence times, compared to
the present one. However, the selection of a larger e value might
still place the calculated peak in the right place.

- The specific surface area of fine API particles is very large and adhe-
sion forces prevail over gravity, as a result such fines are usually
found aggregated. Having no direct information neither on their ag-
gregation state at rest on the carrier surface nor during their detach-
ment, it is hard to estimate which is the best way to represent them
at the beginning of the tracing. To avoid further hypothesis, we sim-
ply injected particles of different diameter to verify how strongly the
residence time could be affected by the fact that the fines leave the
carrier surface remaining aggregated in large “flakes” rather than
in the form of individual particles. Results are shown in Fig. 9 (d),
the larger the particle/aggregate size the longer the residence time,
a clear inertial effect. Also in this case, the fact that the d = 3 μm,
e = 0.05 peak matches the measurements might be both an
Fig. 10.Carrier emission. (a), (d) and (g) show the total emitteddose (carrier)mass as a function
curve estimated from the reference experimentalwork data as illustrated in Appendix A. (b), (e
extreme cases in the choice of restitution coefficient, rolling friction coefficient and sliding fricti
the particle velocity. (c), (f) and (i) illustrate the tangential component of the particle velocity
device outlet at y = 5 cm).
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indicator of the way particles behave during detachment from the
carrier, or just the result of a compensation. On one hand it is possi-
ble to think that truly the API particles disaggregate and leave the
carrier surface in the form of single particles with d = 1 − 5 μm.
On the other hand, if the API remains in the form of aggregates
with effective d > 5 μm the calculated residence time should be
larger than the measured one, but the proper choice of e (larger
compared to 0.05) could still shift the emission peak to the left plac-
ing it over both the measure and the d = 3 μm, e = 0.05 ones.

To conclude, despite the simplicity of theproposed approach and the
manymissing ingredients contributing to amore realistic description of
the API fines behavior, an apparent good agreement between the calcu-
latedandmeasured residencetimes is found.However, basedon thecur-
rently available experimental data, it is not possible to discriminate
whether the agreement is true, and the strong approximationsmade re-
ally have a negligible impact on the residence time estimation, or it is
duetothechoiceofatoosmallewhichcompensates forthemissingphys-
ics. Still themodel is quite robust: havingonly one calibration parameter
whichallowsaflexibilityofnomorethan10–12msontheresidencetime,
i.e. less than20%of the experimental value. Formanyof the inhaler engi-
neeringapplicationsdescribed in the last sectionof thepaper thecurrent
model provides a good starting basis. However, if the aim is to better un-
ravel the API disaggregation mechanism and its behaviour in the early
moments of the device actuation, more experimental data on the state
of aggregation of the API at the device outlet are needed. Onlywith such
data in hands itmakes sense to complicate further the APImodelling.
of time for different DEMmodel parameters. The black line represents the carrier emission
) and (h) show the comparison of particle trajectories, at the same time instant, for the two
on coefficient respectively. The color code represents the tangential or radial component of
at the same time instant as a function of the y coordinate (the dose cup at y = 0 cm, the



Fig. 11. Emission profiles comparison without (yellow) the presence of dose protector.
(a) fines emission profile as a function of time for 3 μm particles through lagrangian
tracing with e = 0.05, black dots represent the reference experimental data. (b) Carrier
emission profile as a function of time from CFD-DEM coupling with e = 0.5, μr = μs =
0.8, black continuous line represents the experimental reference data.
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3.4. Validation of the coupled CFD-DEM model

In this sectionwe analyze the simulated emission of carrier particles
and its dependence on the DEMmodel parameters. The results from the
numerical model are compared with the reference experimental data
summarized in Appendix A. As shown in Fig. 7 (b) the average carrier
particle diameter is comparable to the boundary layer thickness δ, how-
ever it ismuch larger than theviscous sub-layer. Contrary to theAPIparti-
cles described in the previous section, the carrier particles center ofmass
alwayslaysintheresolvedregionoftheboundarylayer, thusnosignificant
error is introduced in the calculated drag and lift forces due to velocity
overestimation. Anothermajor difference is that, while the APIfine parti-
cles follow the curling stream lines of the air flow, the carrier motion is
dominatedbyinertialeffects: thecentrifugal forceexperiencedbythepar-
ticleswhile entrained in the swirling flow, squeezes them against the in-
haler walls. Any geometrical feature can thus provide an obstacle for the
particles to continue their helicoidalmotion towards the outlet, this is for
instance the case of the sharp step-edge at the connection between the
swirl chamber and thepipe. The carrier particles trapped there canbe fur-
ther accelerated by the air flow enhancing the tangential component of

their velocity vp
�!

. On the other hand, inelastic collisions can reduce the
particles kinetic energy favoring the radial component of the drag force
(dependent on the radial component of the slip velocity vslip

��!) to move
them towards the inhaler center, i.e. overcoming the edge obstacle and
continuing their path to the pipe and outlet. This competition between
the centrifugal force and radial drag is at the basis of particle classification
inmany industrial applications such as cyclone classifiers and jet-mills.

Asdescribed inTable3, threeare theparameters involved in theDEM
model of particle-particle and particle-wall interaction. We have per-
formed several simulations varying them one by one to assess their
individual role in the resultingparticlemotion and residence timecalcu-
lation.Havingnodetailson themicroscopic interactionsamongparticles
and between particles and walls, we set the same values for both the
particle-particle and particle-wall parameters. The results are summa-
rized in Fig. 10 (a), (d) and (g) showing the total emitted dosemass as a
function of time comparedwith the reference experiment (continuous
black line). Panel (a) shows the effect of reducing the restitution coeffi-
cient: highly inelastic collisions remove too much kinetic energy from
the carrier particles forcing them to remain in the close vicinity of the
walls, where the air flow is weak, the experienced drag force is thus
small enhancing their residence time. On the contrary, see panels
(b) and (c), themuchmore chaotic distribution of carrier particles, typi-
cal of large e, allows them topopulate regions of thefluidwith larger ve-
locity, speeding themupaswell. The samebehaviorwasdiscussed in the
previous section for theAPIfineparticles.Noticealsohow,modifying the
restitution coefficient, both the position and the slope of the emitted
mass curve change simultaneously, a value of e=0.5 seems to give the
best agreementwith themeasured data (black curve). Panel (d) shows
the role played by the rolling friction parameter μr: enhancing its value
shortens significantly the carrier residence time and the overall carrier
emission process. If, during particle-wall collisions, the rollingmotion is
hindered, particles can only slide against thewalls. The large static and
dynamic sliding friction force experienced by the particles (μs =0.5)
lower their tangential velocity component reducing the “trapping” cen-
trifugal force, thus they will leave easier and sooner the step-edge to
enter the pipe resulting in a small residence time. This is particularly
clear lookingatpanel (f): in thesimulationwithμr=0.1,mostof thepar-
ticles trapped at the step-edge have a larger tangential velocity which
prevents themtoescape,withμr=0.8someparticles lowerconsiderably
suchvalue,beingable toenterthepipe(theblackarrowindicate themon
the scatter plot). Any value of μr ≥ 0.5, together with e=0.5, seems to
grant the best adherence to themeasured data.While, fromanumerical
perspective, the rolling friction coefficient is just a handle to enhance or
reduce the effect of sliding friction, fromaphysical point of view it is rea-
sonable to expect ahigh μr, given the highly irregular shapeof the carrier
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particles that certainly hinder their rotation upon collision. Finally,
panels (g)−(i) confirm the dominant role played by μs: if its value is too
small particles remain trapped at the step-edge rotating at high speed,
for values larger than 0.5 the sliding friction slow them down allowing
theradialdragcomponenttofreethem.Above0.5thedoseemissionpro-
file isnolongeraffectedbytheμsvalue.Noticealsohow,varyingμs it isnot
possible to compensate for a too small e value. In conclusion the correct
shapeof thecarrieremissionprofilecanbeobtainedonlywithaverynar-
rowrangeofparameters,namely forearound0.5andbothμrandμs in the
range 0.5 − 0.8. Such values are those able to reproduce the correct
timing for particle trapping and releasing operated by the step-edge,
which plays amajor role in establishing the carrier dynamics.

Other authors found a similar behavior in similar inhaler geometries
[21], also in their case DEM simulations revealed how the highest parti-
cle velocities and highest number of particle-wall collisions was
achieved in the swirl chamber. They also reported about the significant
sensitivity of probability distribution functions for particle velocities
and collision energies upon e and μs.
3.5. Considerations on aerosolization based on the CFD-DEM model

With both the fluid and particle dynamics models validated, and
after developing some feeling on their sensitivity andmost critical attri-
butes, we can use them to investigate in detail the dose aerosolization
and the API disaggregation from the carrier. From the previously pub-
lished data it is clear how the Nexthaler® inhalation performances are
boosted by more than 10% (in terms of fine particle fraction) by the
use of the breath actuated dose protector mechanism which releases
the dose once the air swirl is already partially formed [70,71].We can in-
vestigate which is the reason for such performance gain comparing car-
rier andfines dynamics simulatedwith andwithout the triggering of the
dose protector. Fig. 11 (a) shows the results of the lagrangian particle



R. Ponzini, R. Da Vià, S. Bnà et al. Powder Technology 385 (2021) 199–226
tracing for d=3 μm particles: the blue curve is the same as in Fig. 9 ob-
tained releasing the particles at 45ms, the yellowone is obtained releas-
ing the powder at the beginning of the simulation, as if the absence of
the dose protector was exposing the particles to the air flow since the
very beginning of the air flow ramp. Although initially very weak the
air flow is able to extract the particles from the inhaler much earlier
than with the dose protector, the emission peak occurs roughly at
35 ms rather than 65 ms. Notice how the yellow peak sits over the
small experimental peak anticipating the real fine emission: in the ref-
erence experimental work such peak is attributed to the aerosolization
of some drug escaping the dose protector, its synchronization with the
Fig. 12. Again on carrier emission. (a) carrier particles trajectories at different time instants from
figure, the color scale represents the particle velocity magnitude. (b) same as panel (a) but
(b) compared with the experimental data presented in the reference experimental work. (
colored according to the fluid pressure, particles are colored according to their velocity magnit
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peak calculated in the absence of the dose protector is a further proof
of the reliability of our calibratedmodel. Moreover, the possibility to re-
produce both the peaks with a simple particle injection ignoring the
slower carrier dynamics, suggests that themain emission peak is almost
entirely originated by direct detachment, i.e. by the fluid drag and lift
forces directly removing fine API particles from the carrier surface. The
tail in the emission profile is then generated by carrier particle collisions
and inertial effects which take place in a later stage and on a longer time
scale. Panel (b) of the same figure shows the carriermission profile from
CFD-DEM simulations, also in this case the carrier emission starts
slightly earlier without the dose protector, but both the emissions
the simulations without dese protector, the time of each snapshot is specified below the
for the simulation with the dose protector. (c) top view of the same snapshots of panel
d) snapshot at t = 15 ms from the simulation without dose protector, stream lines are
ude.
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terminate almost at the same time. A sequence of snapshots of the car-
rier particle trajectories is given in Fig. 12. Without the dose protector,
the powder starts leaving the cup only after 10 ms from the flow
ramp initiation. It takes then 10 ms more for the first particles to leave
the swirl chamber entering the pipe, the same condition is realized
after only 5 ms when the dose protector is present, panel (b). A top
view of the simulations with the dose protector can be compared with
the previously published experimental data showing the cup emptying,
see Fig. 12 (c), the agreement is remarkably good considering the
adopted minimalistic DEM model. Finally, panel (d) shows a snapshot
of the early stage entrainment of carrier particles in the absence of
dose protector, notice how the carrier motion starts when the fluid
structures are not yet fully developed, i.e. when the two initial vortexes
have still to fuse together to form the final steady one. In the simulation
with the dose protector, carrier motion is allowed only when the final
central vortex is consolidated. Notice also how, in the simulations of
both panel (a) and (b), the carrier particles in the proximity of the
Fig. 13. Comparison of carrier and fine properties with and without the dose protector. (a)
(b) average collision velocity for p-w and p-p collisions as a function of time. (c) weighted
kinetic energy density average for carrier particles as a function of time. (e) average turbulent
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device outlet have a velocity of roughly 6 m/s, exactly as the value esti-
mated processing the previously published PIV data (see Appendix A).

The properties of the fine emission by carrier collisions can be in-
vestigated analyzing the DEM particles trajectories: Fig. 13 (a) and
(b) show the collision number and the average collision velocities for
both the cases with and without the dose protector. Due to the small
number of carrier particles, particle-wall collisions are always more fre-
quent than particle-particle ones, they are alsomore energetic, i.e. more
effective in detaching the API fines. When the whole dose is accumu-
lated in the cup or in the bottom of the swirl chamber the collisions
are more abundant, as the aerosolization proceed and the particles get
diluted the number of collisions decreases linearly. The yellow and
blue bars above the plots mark the duration of the carrier emission, no
significant differences are found in both the number of collisions and
their energy during the carrier emission with or without the dose pro-
tector. The difference in inhalation performances cannot be attributed
to the carrier collision detachment mechanism. One possibility is that
number of particle wall (p-w) and particle-particle (p-p) collisions as function of time.
slip velocity average for carrier particles as a function of time. (d) weighted turbulent
kinetic energy density as a function of time.
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the fines experience different drag and lift forces from the fluid, due to
the different stage of formation of the vortex structure the carries is ex-
posed to. This can be verified looking at theweighted average slip veloc-

ity 〈vf
!
− vp
�!

〉, proportional to the average drag and lift forces, and the
weighted average turbulent kinetic energy 〈k〉, proportional to the tur-
bulence induced fluctuations in drag and lift forces:
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the integrals being over the whole inhaler volume. Weighing the two
averages with the volume fraction allows to retain the fields values only
where the powder concentration is non-zero. Results are shown in
panels (c) and (d) of Fig. 13, also here there are no significant differ-
ences between the cases with and without the dose protector. In both
cases, except the very early instants, the fines on the carrier surface
are exposed to the same average drag and lift forces and to the same
force fluctuations. The only remaining possibility, to justify the mea-
sured performance increment with the breath actuated dose protector,
is that the fines detached from the carrier experience different fluid
properties while traveling through the device, before reaching the out-
let. Indeed, if we look at the turbulent kinetic energy density averaged
over the whole inhaler volume bk, i.e. the same as in Eq. (2) but without
the weight over the carrier density, we notice a significant difference.
This quantity is reported in Fig. 13 (e), where the dashed lines represent
the fines emission peak as per Fig. 11 (a). Without the dose protector
fines spend more time inside the inhaler, however, the average value
of bk felt is below 10 m2/s2, with a peak value of 15 m2/s2; the presence
of the dose protector limits the fines residence time, however they feel
an average turbulent energy above 20 m2/s2 with a maximum value of
23 m2/s2. In conclusion, based on these numerical evidences, it seems
the increment of more than 10% in the inhalation performances,
brought by using the breath actuated dose protector, is mainly due to
a better chance of deagglomeration and dispersion for the already de-
tached fines on their way to the device outlet.

4. Conclusions

In this paper we analyzed the aerosolization process for a model DPI
in the NextHaler® comparing the experimental data available in litera-
ture with the results of CFD, lagrangian tracing and CFD-DEM simula-
tions. We demonstrated how, for both the fluid dynamics and the
solid phase behavior, it is possible to achieve a satisfactory quantitative
agreement. We discussed which are the critical model parameters
influencing the different aspects of the simulated aerosolization, from
the CFD boundary conditions to the particle-fluid interaction empirical
correlations, from the selection of the DEM contact parameters to the
choice of insertion conditions for lagrangian tracing. We also discussed
how to improve the model including currently missing elements.
Concerning the description of the pure air flow behavior, the present
RANS approach seems to catch correctly the main flow features and
structures, it alsoworksfine for the description of carrier particles inside
the inhaler. Improvements can be done along the following lines:

- More complex turbulence models could be explored, especially
those capable of including the anisotropic character of the large-
scale perturbations (e.g. large eddy simulations) affecting the dis-
persion of fine API particles. Before considering them, given their
higher computational cost and numerical stability issues, we felt it
was necessary to start from the simpler, Reynolds-averaged, eddy-
viscosity model here employed and discussed.
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- The agreement between simulation andmeasurements, for both the
steady state flow structure and the swirl formation during the initial
transient, could be further challenged if more accurate experimental
data were available. For instance, a higher sampling rate for the PIV
at the device outlet could enable a comparison of the spectral analy-
sis (Fig. B.3), allowing to verify the accuracy of the simulated time
oscillations caused by the vortex precession. A measure of the pres-
sure drop occurring inside the device, close to the cup or in the lower
part of the pipe could also help in validating thefluid behavior inside
the device.

- Whatwe noticed, inmodeling the computational domain and apply-
ing the boundary conditions, is that the geometry downstream the
device outlet has a significant impact on the development of the
plume shape captured with PIV and fast camera movies, i.e. it influ-
ences the particle dispersion outside the device. On one hand this
means themeasurement apparatus geometry, even far from the de-
vice, must be accurately described in the future measurement cam-
paigns (and a measure of both the inlet/outlet pressure drop and
flow rate would be desirable). On the other hand, it means that, for
the simulation of drug deposition in the lungs, the computational
domain should include both the device and the patient's mouth
for the proper description of the particle plume geometry and its
behavior.

- Modeling explicitly the dose protector opening during the CFD and
CFD-DEM simulation and the flow development is feasible, but it re-
quiresmore experimental information on the dose protectormotion
and the opening time.

The carrier dynamics is sensitive to the choice of the three DEMpa-
rameterse,μrandμs,withthecarrieremissioncurveshiftingandchanging
shapeasa functionof theirvalue.Weadjustedtheseparametersuntil the
calculated emission curvematched themeasured one. In this calibration
processwe noted how, for both μr and μs, a threshold exists abovewhich
the emission curve is no longer affected by the parameters value, and its
shapeandpositioncorrectlyreproducethemeasuredone.Thus,although
notuniquelydetermined, the two frictionparameters reproduce thecor-
rect particle dynamics only above a certain threshold. The restitution co-
efficient e is instead uniquely determined. The reason for such different
impact of the DEM parameter on the particle dynamics and emission
curve has been analyzed and explained in terms of twodifferentmecha-
nismscontributingto thetotal residence timeofcarrierparticle in thede-
vice. In this first calibration attempt, to keep the model simple and
minimal, we neglected the cohesion forces, further workmust be done
along these lines to extend theDEMmodel to highAPI content products.

Lagrangian tracing of fine API particles, released in the proximity of
the cup, can reproduce themeasured residence time by adjusting only
one model parameter and neglecting adhesion forces between carrier
particles. This successful result is likely due to the fact that themodel ex-
perimentwasperformedwithaplaceboblendmadesolelybylactoseand
having a low concentration offines. Employing a real API or using blends
with high concentration of thefine component, might require the intro-
duction (andproper calibration) of adhesion and cohesion forces for the
model to be quantitively predictive. The latter model improvement is
also necessary if, besides the correct residence time, one is interested in
reproducing the correct shape and duration of the emission peak.

Also, on the solid phasemodeling side,many improvements are pos-
sible if driven by further experimental data:

- Thenon-sphericityof thecarrierparticleandtheir largesurfacerough-
ness could be included in themodel by the proper corrections in the
drag and lift empirical correlations [57,72]. This requires however to
set some geometry parameters that can be estimated only through a
morphological characterization of the particles [73]. To limit the com-
plexity of the problem this study should be conducted aerosolizing
puremodel carrier particles of controllable shape and sharp (almost
mono-disperse) sizedistribution,withoutAPI or otherfineexcipients.
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- Other shear lift models as well as the Magnus lift force should be im-
plemented and tested.

- The study of API fines through instantaneous-collision lagrangian
tracing is very promising, however it must be further investigated
using more complex tools available through OpenFoam®. They
allow a full particle-fluid coupling (4-way), the inclusion of lift forces
and other types of particle-fluid interactions.

- Although it is very hard to know the state of agglomeration of thefine
API or excipient components before the aerosolization, hypothesis for
the lagrangian tracing initial condition can be made based on a time
resolved particle size distribution measure at the outlet during aero-
solization. Such kind ofmeasure can be easily performedusing, for in-
stance, the Sympatech® INHALER 2000 module [74]. The initial
agglomeration state of the traced fines, as well as the adhesion/cohe-
sion model parameters, could be tuned until a good agreement is
found between their simulated aggregation state at the device outlet
and the measured one.

- Finally, a lot of work could be done on the empirical correlations used
in the drag and lift force calculations. Most of them are in fact derived
for mono-disperse particles, extensions exist in this respect [57] but,
to the best of our knowledge, they have never been tested on strongly
poly-disperse systems having two orders of magnitude difference in
particle diameter such as carrier based DPI. As most of the fine parti-
cles cross the entire inhaler never leaving the boundary layer, empir-
ical correlations could be corrected for the presence of the walls as
suggested by many authors [22,63].

Weconcludedourworkshowinganapplicationofthecalibratedmodel.
We investigated the significant improvement of inhalation performances
brought by the breath actuated dose protectormechanism, compared to
the casewhen it ismanually deactivated prior to the aerosolization. From
the simulations, it seems that the inhalation performance boost is due to
the enhanced turbulent kinetic energy density experiencedby the already
detached APImaterial, during their residence in the inhaler. This leads to
stronger fluctuations in drag and lift forces helping the disaggregation of
API agglomerates. Carrier collisions seemnot to be affected significantly
by the breath actuatedmechanism. Thisfirst evidencesmust be of course
corroborated by further experimental andmodelingwork.

Indeed, ccorrelating the in-vitro inhalation performance to the prod-
uct behaviour inside the device can be very useful in different contexts:

- In case formulation changes or device geometry variants give rise to
a significant difference in the measured fine particle fraction, the
reason could be investigated by looking at the fluid and powder be-
haviour through the CFD-DEM model. As previously shown, varia-
tions in the particle-particle and particle-wall collision statistics
and energetics can be spotted as well as changes in the fluid struc-
tures or in their turbulence state. This kind of simulations can take
less than 24 h to be performed, and many of them can run indepen-
dently for the different variants. Thus, they will be indeed much
cheaper and faster than repeating the in-vitro aerosolization testing
in a facility for PIV or fast camera movies acquisition. Once deemed
reliable, the simulations convey a richer amount of information
than experiments, and even in regions or at time scales, not directly
accessible to experiments. This approach has been used in the recent
work by Bass et al. [75] and Tibbatts et al. [76].

- Optimization studies can be set up to find which device geometry
leads to the best inhalation performances. This procedure can be
made fully automatic using optimization software, i.e. tools able to
modify many geometry parameters at once and select only the im-
proving variants based on a pay-off functions calculated through
the simulations. The same automatic optimization procedure can
be applied while keeping the device geometry fixed and allowing
the optimization algorithm to control the formulation parameters,
e.g. carrier particle size and shape, powder poly-dispersion etc.
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Very interesting, in this perspective, would be the device geometry
optimization made on different products or formulations. It could
be for instance applied to modify the geometry of a device, initially
designed to deliver low product mass with low API content (such
as small molecule delivery for COPD), making it suitable to handle
higher powder masses per puff or higher API doses, i.e. higher adhe-
sion/cohesion and low flowability blends (typically encountered in
the delivery of bio-molecules such as anti-viral or insulin) [77,78].

Moreover:

- By simply modifying the time dependent boundary conditions,
switching fromartificial ramps to real spirometry profiles, the device
aerosolization capability can be tested against different patient pop-
ulations, e.g. with different degree of severity or paediatric. As a re-
sult, the device geometry can be tailored for specific patient
population deeds in the spirit of a customized-therapy approach
and a patient-centric product design.

- Combine the DPI aerosolization simulation, inside the device, with a
lung deposition computational tool. CFD simulation of the upper air-
ways and modelling of the lung deposition have progressed signifi-
cantly in recent times [22,79–82], still in most cases the initial API
disaggregation from the carrier and the further aerosolization are
not accounted explicitly in the models. Coupling these two different
pieces of the same physical phenomena might be helpful to better
design the future DPI products againstmisuse, improving thepatient
compliance. It might also help in better understanding the effect of
having a flow-rate dependent or independent fine particle fraction
emission, or to clarify the role of extra-fine API particle content,
which is certainly affecting not only the product behaviour in
the lungs but also during the disaggregation/aerosolization in the
device [83].

List of symbols
Symbol Meaning Units
ρp Particle density Kg/m3

μs Sliding friction coefficient dimensionless
μr Rolling friction coefficient dimensionless
e Restitution coefficient dimensionless
ρf Fluid density Kg/m3

μ Fluid dynamic viscosity Pa s
νt Kinematic eddy viscosity m2/s
ω Specific rate of turbulent energy dissipation 1/s
k Turbulence kinetic energy per unit mass m2/s2

c Speed of sound in air m/s
Ma Mach number dimensionless
tramp Ramping time for the applied flow rate s
ttot Total duration of the flow rate application s
Q(t) Air flow rate applied to the device l/min or Nm3/s
Qmax Maximum air flow rate applied to the device l/min or Nm3/s
vf
!

Fluid velocity vector field m/s
vp
�!

Individual particle velocity m/s
vslip
��! Particle-fluid slip velocity m/s
vmax
f Maximum fluid velocity obtained from simulations m/s
vmax
p Maximum particle velocity obtained from simulations m/s
vmax
slip Maximum slip velocity obtained from simulations m/s
v∞ Fluid free stream velocity (velocity far from surfaces) m/s
D Pipe diameter m or mm
‘ Inlet width m or mm
Ref Fluid Reynolds number dimensionless
Rep Particle Reynolds number dimensionless
Cof Fluid Courant number dimensionless
Cop Particle Courant number dimensionless
Stk Stokes number dimensionless
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n Fluid volume fraction dimensionless
d Particle diameter μm or m
ΔtDEM Time integration step for DEM calculations s
ΔtCFD Time integration step for CFD calculations s
ΔtLT Time integration step for lagrangian tracing s
Δx Spatial discretization step for CFD calculations μm or m
Δx Average spatial discretization step for CFD calculations μmorm
Δxmin Minimum spatial discretization step for CFD calculations μm

or m
τf Fluid relaxation time s
τp Particle relaxation time s
τ ∗ Inhaler relaxation time s
Rex Flat plate local Reynolds number dimensionless
δ Boundary layer thickness μm or m
y+ Dimensionless distance from the walls dimensionless.
Fig. A.1. Image analysis of the side-view of the particle plume for the case Qmax=60 l/min and
raw data image is first cropped and then binarized using two different Itr values. As a last ste
retained, each of them is coloured differently in the rightmost image. (c) average carrier parti
mass as a function of time as estimated from the image analysis method. (e) and (f) intensity o
and Merusi et al.
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Appendix A. Processing of the fast camera movies

The fast camera movies of both the particle plume side-view, at the device outlet, and the top view of the cup have been analysed with the stan-
dard image processing tools present in the commercial softwareWolframMathematica 12®. Each photogram has been cropped and processed sep-
arately, an example of the sequence of differentmathematical operations applied is shown in Fig. A.1 (a). In the original grey-scale images each pixel
intensity I is represented by a number ranging from 0 to 255 (from black to withe) or, renormalizing, from 0.0 to 1.0. The binarization operation con-
sists in setting the value of each pixel either to 0 or 1 dependingwhether I is larger or smaller than a certain threshold value Itr. After binarization, the
image is composed by a large amount of 0 pixels, representing the background, and several 1 pixels clustered together, representing the carrier par-
ticles. Cluster analysis algorithms enable to identify, number and analyse the clusters, measuring for instance their number and position in each pho-
togram as well as their perimeter and area. Noise and spurious features are filtered out of the images by selecting only those clusters whose
morphology satisfies certain conditions. The list of applied conditions is shown in Table A.1.
tramp =0.3 s. Panels (a) and (b) illustrate the processing of two different photograms: the
p the image is filtered and only those clusters of pixels representing carrier particles are
cle equivalent diameter as measured by the image analysis algorithms. (d) carrier emitted
bscuration profiles adapted from the two experimental reference papers by Pasquali et al.



Table A.1
filtering conditions used to eliminate spurious clusters and artefacts of the image binarization.

Parameter Range Explanation

Itr 0.3 and 0.7 Determines if a pixel is perceived as part of a particle or part of the image background
Equivalent radius > 100 μm

< 1600 μm
Filters too small API aggregates or too large cluster resulting from the superimposition or two particles.

Elongation < 0.5 Filters spurious clusters extremely elongated in one direction.
Convex Hull perimeter/ cluster perimeter > 0.6 Filters spurious clusters whose perimeter is too irregular compared to real carrier particles.
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Two values of Itr have been tested: the smaller one is more suitable to highlight carrier particles over the dark background of the API fines plume,
but it is not able to capture blurred particles over the white background, being thus less effective far away in time from the fine emission peak; the
larger one, on the contrary, captures easily the particles over thewithe background but loses all carrier particles hidden inside the dark plumes of the
fine emission peak. The different behaviour just described is clearly appreciable comparing panels (a) and (b) of Fig. A.1. The particle diameter is es-
timated knowing that each pixel is 32.68 μm long, according to the spatial scale presented in the original movies by Pasquali et al. [39]. The average
particle diameter of each photogram is plotted in Fig. A.1 (c) for both Itr values, it is a surface equivalent particle diameter, i.e. the diameter of a circle
having the same area of themeasured 2D particle projection. The average dimeter of the carrier employed in the experimental study, aswell as in the
simulations, is around 240 μm and is represented in panel (c) through the horizontal dashed line. A quick comparison reveals how the carrier equiv-
alent diameter obtained by the image analysis is slightly overestimated, indeed the blending with the fine fraction might increase a bit the overall
particle diameter, but more likely the overestimation is due to the approximation introduced in the binarization procedure. The particles emitted
at the inhaler outlet are identified by differences between consecutive photograms, only those entering in the image frame are counted as new.
The total emittedmass can be obtained by summing up in time the number of new coming particlesmultiplied by their average equivalent diameter
and by their density ρp. The total emitted carrier mass is shown in Fig. A.1 (d) for both Itr values, panels (e) and (f) offer a comparison with the in-
tensity obscuration profiles adapted from the experimental reference works. Indeed, the image analysis method confirms that the emission of the
first carrier particles already occurs few moments after the dose protector triggering, when also most of the fine component is emitted (highest in-
tensity obscuration peaks in panels (e) and (f)). However, most of the carrier is emitted later, in correspondence of the third peak marked with the
black arrow. Thatmost of thematerial originating the third peak is carrier is confirmed by a second set of experiment performed byMerusi et al. [40]
inwhichmicron sized beads of a fluorescentmarker have been added to the formulation. Assuming they behave as the fine fraction, having same size
and being blendedwith them on the carrier surface, it is in principle possible tomonitor the fine dispersion only, by filtering the fluorescent intensity
signal. A comparison with the total intensity obscuration profile allows to distinguish between the fines aerosolization moment and the subsequent
carrier/excipient emission. The two signals are plotted in panel (f), the time interval where the two differ themost is themoment of emission of the
unmarked carrier particles.

Notice howonly thefirst part of the total emittedmass estimated via the image analysis has been plotted in panel (d). Short after the carrier emis-
sion is startedmany particles remains trapped in the camber downstream the device, where themovie is recorded. Due to the crowding in the pho-
tograms it becomes impossible to distinguish between new emitted particles, following straight trajectories from the outlet as indicated with blue
arrows in panel (a) of Fig. A.2, and carrier particles recirculating back and forth in the collection chamber. Two kinds of circularmotion can be noticed
looking at the video, a vertical one sketched by green arrow and a horizontal one highlighted with the yellow arrow, leading to a systematic overes-
timation of the emitted mass. Still, in the first moments of the dose emission, where the image analysis can be trusted, the total emittedmass curves
are in good agreement with the other experimental data available.

Driven by the need of estimating the shape of the carrier emission curve even at larger time, far from the main fine emission peak, we decided to
apply the image analysis method above described also to the top-view movies of the cup emptying. A value of Itr = 0.25 has been employed, with
such choice whatever remains in the bottom of the device and cup is not detected, only those particles climbing up the main pipe are counted.
After image binarization we defined a normalized intensity as the ratio between the pixel pertaining to the particles and the total amount of pixels
composing each photogram, if a large amount of particle is detected the normalized intensity will be high. The plot of the normalized intensity as a
function of time is plotted in Fig. A.2 (b), it shows a bell-shaped feature easily fitted with a gaussian function (green line). The non-monotonic be-
haviour of the curve can be easily understood looking at three different photograms in its ascendant, maximum and descendant portions. The pho-
tograms are shown in panel (d) together with the particles detected by the image analysis algorithms: in the ascending part most of the carrier
particles are still rotating in the swirl chamber, trapped by the sharp edge connecting it to the pipe, here the look a unique fuzzy cloud and the
image analysis algorithm is not able to count them; once the particles enter the pipe traveling to the outlet they are detected, rising the normalized
intensity;finally as thedevice get empty nomore particles reach the outlet and thenormalized intensity drops back to zero. Although this normalized
optical intensity has no direct connection to the emitted carrier mass, it gives a precise measure of the duration of the overall carrier emission time.
We simply renormalized the gaussian curve in such a way that its integral corresponds to the 10 mg of total dose mass, in this way its cumulative
distribution represent the total emittedmass in time. Such curve is shown in green in Fig. A.2 (c) and shows a good agreementwith the data obtained
analysing the side-movie of the particle plume, witnessing the robustness of the information obtained processing the movies. The data in Fig. A.2
(c) will be used in the paper to validate the coupled CFD-DEM model.

Those carrier particles initially emitted in the empty collection chamber are easy to follow through subsequent frames and no confusion can be
made with other particles trajectories. We can use the particle positions, stored during image analysis, to measure the distance they travel between
two consecutive photograms and, knowing the frame rate of themovies,we can estimate their velocity. An example is given in Fig. A.3 (a) and (b), for
the case Qmax = 60 l/min and tramp = 0.3 s, the characteristic velocity of the first emitted carrier particles is around 5 − 6 m/s.

Appendix B. CFD technical details

To test howacceptable is the assumption of treating our air flow as incompressiblewe performed a steady state calculationwith rhoSimpleFoam, a
compressible flow solver, and compared the pressure drop and the velocity profiles with those coming from pisoFoam, our incompressible, time de-
pendent solver of choice for pure CFD calculations. Mesh and initial conditions were the same used for the other calculations of the paper, the flow
rate imposed at the boundary was Qmax=60 l/m. No significant variations have been found in the calculated inlet/outlet pressure drop as well as in
217



R. Ponzini, R. Da Vià, S. Bnà et al. Powder Technology 385 (2021) 199–226

218



Fig. A.3. Carrier particle emission velocity. (a) superimposition of 9 photograms showing the trajectory of a carrier particle, highlightedwith the red circles. (b) calculated velocity for the
particle of panel (a).
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the average velocity and in the 2Dvelocitymaps at outlet.We also verified how large are the temperature and density variations now that such quan-
tities are explicitly solved and left free to change in the inhaler inner volume. Results are presented in Fig. B.1 (a) and (b). The only significant var-
iations are in the density distribution close to the cup and in the central part of the swirl chamber, here the relative difference can reach 5% once the
steady state is established. Temperature variations are completely negligible. Panel (c) and (d) show the air velocity maps for the compressible and
incompressible cases respectively. While all the fluid structures remain the same, significant variations of the velocity magnitude are visible in the
central part of the swirl chamber and in the central part of the pipe. The core of the air swirl has a larger velocity in the compressible case. However,
itmust be stressed that this is just the picture once the fluid steady state is reached, by that time,most of the particles have been already emitted from
the inhaler. Notice also that panel (d) represents a single time instant of a time dependent fluctuating field, while panel (c) is the outcome of a steady
state calculation. Moreover, looking at the carrier particle trajectories, they pass through the inhaler adhering to the walls, far from the swirl core,
thus remaining in the regions where the discrepancies in the velocity maps, between compressible and incompressible calculations, are negligible.
To conclude: the air incompressibility assumption does not alter qualitatively the multi-phase flows and the carrier aerosolization; variations in
the air flow velocity are minimal and maximized only once the steady state is reached; in principle the latter should not affect too much the carrier
particle behavior; however only a coupled, compressible simulation could demonstrate this for certain.

As alreadymentioned in themethods section the experimental data have been collected applying a controlled flow ramp, ideally, also in the sim-
ulationswe should drive theflowby imposing the same flow rate rampat the outlet. Unfortunately, the applied flow rate as a function of timehas not
been measured. we thus started assuming a linear increase of the flow rate up to Qmax. With such assumption, the induced pressure drop profiles
differ significantly in shape compare to the measured ones, i.e. those reproduced in Fig. B.2 (b). As a second attempt we shaped the flow rate
ramps assuming proportionality to the fluid velocity increase in the PIV data. With simple non-linear fits we came to the following expressions for
the flow rate Q(t) applied to the inlets as a function of time:

Q tð Þ ¼ Qmax

2

tanh 2:92t=tramp
	 
þ tanh 7:68t=tramp

	 

for tramp ¼ 0:3 s

tanh 3:33t=tramp
	 
þ tanh 16:08t=tramp

	 

for tramp ¼ 0:7 s

tanh 3:39t=tramp
	 
þ tanh 40:93t=tramp

	 

for tramp ¼ 1:2 s

8><>: ðA1Þ

Some of these profiles are shown in Fig. B.2 (a) and have been applied as boundary condition to the red outlet patch sketched in Fig. 1 (b). A zero-
gradient condition is applied for both the pressure at the outlet and the velocity field at the inlet patches. All the other boundary conditions remain
the same, as per Table 1. Fig. B.2 (b) shows how the steady state values of the pressure drops (continuous colored lines) are in good agreement with
the experimental data (colored markers), this confirms that the simulated geometry (the test rig one) has the same aerodynamics resistance of the
real Nexthaler®. The adherence of numerical results with the experimental pressure profiles also in the initial ramp, are a proof of the good choice of
the imposedflow rate functions (A1), the only exception is represented by theQmax=60 l/min casewhere somemismatch is visible. A closer look to
the Δp(t) profile for such case, in Fig. B.2 (b) and (c), reveals a potential inconsistency with the experimental data. According to the measures by
Pasquali et al. [39], for such flow condition the dose protector is expected to open at 45 ms, i.e. a Δp of 2 kPa should be reached at that time instant.
In the simulation, however,Δp is still <2 kPa, this is clearly due to the uncertainty in the estimation of theflow rate ramps fromvelocity data.We thus
decided to try driving the air flow by imposing the inlet/outlet pressure drop as a boundary condition, leaving the flow rate free to develop. The fol-
lowing analytical expression has been used to fit the measured pressure drops Δp(t) and to impose them in the CFD simulation:

Δp tð Þ ¼ p0 ∑
3

i¼1

2e−ai t=trampð Þ2

1þ e−ai t=trampð Þ2 −1

0@ 1A ðA2Þ

The fit coefficients for the different flow rate ramps are given in Table B.1. The velocity field at outlet has been left free to change with a zero-
gradient condition. At the inlet patches pressure has been set to the ambient one and the velocity field to a zero-gradient condition, as detailed in
Table 1. Qualitatively, thefluid behavior inside and outside the inhaler is the same obtained applyingflow rate driven boundary conditions. However,
comparing the generated flow rate ramps in the pressure driven case with those imposed through Eq. (A1) in the flow driven one, differences are
Fig. A.2. Image analysis of the top-view of the cup for the caseQmax=60 l/min and tramp=0.3 s. (a) sketch of the recirculationmotion of carrier particles already emitted from the device
and trapped in the collection chamber. (b) Normalized photogram intensity as a function of time as obtained from the image analysis of the top-viewmovies of the inhaler cup. The green
line represents a fit through a gaussian function. (c) carrier emittedmass as a function of time obtained as the cumulative distribution of the gaussian function on panel (b), the same data
of Fig. A.1 (d) are also reported for a comparison. (d) three photogramsof themovie before, during and after the carrier emission peak, thebottom row imageshighlight the carrier particles
detected by the image analysis algorithm.
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Fig. B.1. Comparison between compressible and incompressible flow assumption in the steady state condition for the case Qmax = 60 l/min. (a) percent difference between the
temperature field of the compressible flow solution and the reference constant temperature (23 °C) for the incompressible case. (b) percent difference between the density field of the
compressible solution and the reference constant air density (see Table 3) for the incompressible case. (c) air velocity map from steady state compressible calculation.
(d) instantaneous air velocity map from the incompressible time-dependent calculation once the steady state is reached.
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found, as visible in Fig. B.2 (c) and (d). In pressure driven mode the flow rate grows quicker, reaching 10 l/min difference in certain instants of the
initial transient, the discrepancy is maximum at 45ms (dashed black line), the moment in which, according to the experimental evidence, the pres-
sure drop reaches 2 kPa and the dose protector should be released. Although they do not alter significantly the fluid behavior, the discrepancies
highlighted in Fig. B.2might have an impact on the particle lift-up during aerosolization. As a final verification stepwe repeated flow rate driven sim-
ulations using the yellow profile of Fig. B.2 (d) rather than Eq. (A1), only to find that no significant differences exist compared to the pressure driven
case. To conclude: to be consistentwith thedose protector release condition, thepressure drivenmodehas been selected andhas beenused for all the
simulations presented in the paper.

Table B.1
fitting parameters for Eq. (A2) applied to the 4 pressure drops profiles of Fig. 3 (b).
Qmax(l/min)
6
6
8

tramp(s)
 p0(kPa)
220
a1
 a2
 a3
0
 0.3
 1.51
 6.22
 39.82
 247.66

0
 0.7
 1.46
 8.55
 69.89
 1448.78

0
 0.3
 2.64
 6.98
 24.10
 107.20

0
 1.2
 0.67
 7.06
 67.34
 2932.65
4
An important point to be addressed, in assessing the quality of our CFD simulations, is the correct resolution of all the time dependent oscillations
occurring in the fluid dynamics due to the air vortex precession motion. The transient time tramp = 0.3− 1.2 s is always much larger than our time
resolutionΔtCFD=2 μs, however, due to the flow separation at the sharp edges of the swirl chamber, shedding occurs and the air vortex fluctuates in
time both inside and outside the pipe. These oscillations are clearly visible in the PIV experimental data and are also present in our simulations.
Fig. B.3 (a) shows, as an example, the velocity profiles as a function of time recorded in three different points of the inhaler pipe and outlet. Regular
time oscillations are clearly visible whose frequency is different depending on the recording position. Fourier transforming such time signals allows
us to have a frequency spectrum of the velocity field oscillations, this is presented in the same panel. The shortest characteristic oscillation time is
about 0.6ms, still much larger thanΔtCFD. It is interesting to notice how, switching off the turbulent dissipation, i.e. forcing the air flow to be laminar,
the velocity profiles look noisier and more irregular, different frequencies appear in the spectrum, see panel (b) of Fig. B.3. However, even in this
unphysical condition, the shortest characteristic oscillation time remains above 0.25 ms ≫ΔtCFD. Panel (c) shows the velocity profiles extracted
from the PIV data, unfortunately the sampling rate of 1 kHz is not enough to achieve the interesting frequency range between 5 and 20 kHz in the
Fourier transform, a direct comparison with the real time fluctuation scales is thus not possible. It must be said that, even with higher frequency
PIV data, it might be difficult to extract the shedding frequencies of the vortex and discriminate them from the time scales of the turbulent eddies.
A direct comparison with the time oscillations of the profiles in Fig. 3 is not possible, in fact the latter result from an average of the velocity profile
along a line which significantly reduce the oscillation amplitude. Moreover, the fluctuations captured through the simulations are solely due to
the periodic oscillation of the steady state vortex structure, whereas the experimental data contains also the random, self-affine fluctuations of the
turbulent eddies.

We conclude this appendix by analysing the intrinsic relaxation time of the system τ ∗: so far we have switched on the air flow through different
ramps of duration tramp, which is, instead, the characteristic time for the system to react to an instantaneous perturbation?How does it comparewith
tramp? To answer these questionswe performed different CFD simulations switching on instantaneously a constant pressure dropsΔp corresponding
to differentQmax and recorded the flow rate profiles. Few examples are given in panel (a) of Fig. B.4 (continuous lines) such oscillating profiles can be
fitted with the following equation:



Fig. B.3. Spectral analysis for the case Qmax = 60 l/min in the steady state condition. Velocity as a function of time, recorded in the three points shown in the inset, and relative Fourier
transform for (a) turbulent flow simulation, (b) laminar flow simulation, (c) extracted from the PIV data.

Fig. B.2. Pressure vs. flow driven modes. (a) flow rate profiles fitted from PIV data and used as boundary conditions for the flow rate driven mode. (b) experimental (markers) and cal-
culated (continuous lines) inlet/outlet pressure drops inflow rate drivenmode. (c)-(d) Comparison between flow rate driven andpressure driven simulations, for the inlet/outlet pressure
drop and flow rate, in the case Qmax = 60 l/min and tramp = 0.3 s. Black dashed lines represent the moment in which the dose protector opens upon reaching Δp= 2 kPa according the
experimental observations of Pasquali et al. .
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Fig. B.4. Inhaler characteristic time. (a) flowrate perturbation and relaxation in case of sudden switch-on of the inlet/outlet pressure drop for differentQmax, continuous lines are the results
of numerical simulations while dashed lines are the fit with equation (B3). (b) dots display the relaxation time for different Qmax obtained fitting the CFD data like in panel (a), the
continuous line is a linear fit.
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Q tð Þ ¼ Qmax tanh
t
τ⁎

� �
þ e−t=τ⁎ ∑

3

i¼1
ai sin ωið Þ

" #
ðB3Þ

τ ∗ being the characteristic relaxation time of the system, ai andωi are other fitting parameters. The fits are shown in the same panel with dashed
lines. Like the aerodynamic resistance, τ ∗ depends on the specific device geometry, it also depends on the maximum induced flow rate Qmax. Such
dependence is highlighted in Fig. B.4 (b) and seems to be almost perfectly linear. Notice how τ ∗ ≪ tramp independently from Qmax: this explains
why the flow rate profiles of Fig. 3 and Fig. B.2 grow smoothly without the sinusoidal fluctuations exhibited in Fig. B.4 (a).

Appendix C. CFD-DEM coupling technical details

We start this appendix discussing the reasons why a DEM or CFD-DEMmodel accounting explicitly for both carrier and fine particle dynamics is
beyond the reach of the currently available computational tools:

- The time integration step ΔtDEM is limited by the diameter d of the particles to be simulated. As a rule of thumb ΔtDEM~20% of both Rayleigh and
Hertz time to ensure a good resolution of each collision event [57]. To fulfil this condition when simulating d = 1 μm particles one should set
ΔtDEM < 10−9s which makes very hard to achieve a simulated time of 1 s in a reasonable amount of real time.

- A possible way to mitigate this time resolution problem is to choose the Young modulus for both particles and walls to be orders of magnitude
smaller than the real lactose and plastic ones, this keeps the Rayleigh time small thus allowing for large integration time-steps. Being less stiff
both particles and walls will experience larger deformations, but the same particle-particle and particle-wall forces will be generated during
the collisions. This is a standard workaround applied in most of the DEM simulations and it is known not to affect the results as long as the sim-
ulated powder does not undergo a strong compression, like e.g. in tableting simulations or ball milling simulations [84].

- Coarse carrier and fine API particles, whose diameters differ by 2 orders of magnitude, end up travelling with very different velocities while
dragged by the fluid. Thus, without a ΔtDEM fine enough, large and small particles could inter-penetrate each other resulting in numerical insta-
bilities or in missing some of the particle-particle collisions at all.

- Other issues emerge from a strong poly-dispersion are of pure numerical nature. For instance, the standard,multi-purpose, algorithms for the up-
date of the neighbor lists of each particle can become extremely inefficient. The same happens to the algorithms distributing the computational
load amongdifferent cores in parallel computations. This could result in a dramatic increase of the computational time compared to the same sim-
ulation runwith the samemass of mono-disperse powder. Some of these issues have been addressed in the literature [85] but are not yet imple-
mented in most of the available DEM codes.

- Even with all the ad-hoc optimized algorithms in place, an explicit simulation of the fine API particles remains prohibitive: assuming only few
percentw/w of API concentration, with fine API particles of 1–5 μm diameter, would result in manymillions to billions particles. These numbers
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are still affordable through high performance computing resources, for proof of principle calculations, but out of reach for engineering service ap-
plications, such as modelling campaigns for the design/optimization of specific DPI devices. Limiting our simulations to 10 mg of carrier particles
only means working with ~800 poly-disperse particles or ~1250 mono-disperse particles with d = 100 μm. These numbers are easily handled
without the needs of significant supercomputing resources.

- If, from one hand, the use of an eddy-viscosity approximation allows tomodel the correct energy dissipated by the turbulent air flow at a reason-
able computational effort, on the other hand it leaves us with a fluid velocity field smoothened from the turbulent eddies fluctuations, not explic-
itly simulated. This is not a problem for the large carrier particles: given their large mass, their motion will be dominated by their own inertia
being not, or only very weakly, disturbed by the turbulent eddies. The trajectory of micron-sized particles, on the contrary, could be largely af-
fected by the turbulent fluctuations of the air velocity field. This particle attitude of following the underlying fluid flow is quantified by the Stokes
number Stk, i.e. the ratio between the characteristic time necessary to accelerate particles and the characteristic time of the fluidmotion. The time
necessary to reach the terminal velocity is typically used as the characteristic relaxation time for the particle; if, for the evaluation of the fluid time,
the ratio between the fluid average velocity and the characteristic system size is used we are left with Stk= ρpd2vmax

f /18 μ D. Using the diameters
of the carrier particles leads to values in the range 1200− 13000≫ 1, whereas for 1 μmparticle diameter one gets 0.06≪ 1, i.e. the micron sized
particleswill follow strictly the air streamlines. As the latter does not incorporate the effect of the turbulent eddies, themicron sized particle scat-
tering and distribution will be completely meaningless. A possible way to account for the small size particle dispersion by the turbulent eddies is
to incorporate in the DEM simulation a stochastic forcewhose intensity and spatial correlation depends on the turbulent energy density obtained
by the CFD calculations [22,86]. Of course, with such statistical approach only the average and the integral properties derived from the particle
trajectories are meaningful. Such stochastic force models have been used in the lagrangian tracing of fine particles and neglected in the CFD-
DEM model for the carrier particles dynamics.

In case of high drug loadings, i.e. when the API covers significantly the carrier surface, the carrier particle interactions can be significantly altered,
modifying theway they behave in the early stages of aerosolization. This effect could be in principle accounted for, without the need of explicitly sim-
ulating the API particles, by including in the carrier DEM model an inter-particle cohesion energy.

An important aspect to be discussed is the effect of the boundary layer on the drag and lift forces experienced by particles at rest at the bottom of
the inhaler. Asmentioned in the paper, the air velocity drops to zero approaching thewalls of the inhaler, itsflowpassing gradually from turbulent to
laminar. The thickness δ of the boundary layer, in which such transition occurs, depends on the velocity air reaches far from the walls (free stream
velocity) v∞. At the beginning of the inhalation profile, when air is at rest or slowlymoving, δ is very large, even several millimetres; as the air accel-
erates δ decreases significantly being 240 μm only once the steady state is reached at Qmax = 60 l/min (see Fig. 8 and related discussion in
Section3.3). In the boundary layer region thedrag and lift forces exerted on thedrug particles can be significantly attenuated due to their dependence
on the slip velocity (relative velocity) between particle and fluid. This is particularly relevant when it comes to the API fines, whose diameter d≪ δ.
The drag and lift forces typically implemented inmost of the CFD-DEM coupling codes or in the lagrangian tracers of CFD software do not account for
the presence of the boundary layer slow down, this effect is automatically accounted only for large particles having d~δ if the boundary layer is ex-
plicitly simulated with a fine surface mesh. This is for instance the case of our simulated carrier particles whose size is comparable to the boundary
layer which is partly resolved down to the viscous sub-layer, see Fig. 7 (b). However, when d is very small or if wall functions are used to describe the
fluid behaviour at the walls, the drag and lift forces could be largely overestimated. The force calculation functionswill in fact use a value for the fluid
velocity which is the average over the whole mesh element (i.e. the whole boundary layer) or, at best, an interpolation between the mesh element
vertexes.

Through a simple 1D model, described in Fig. C.1 (a), we estimate the time necessary for fine API particles, starting at rest in the bottom of the
inhaler, to reach the outlet 5 cm above with and without the inclusion of the velocity drop in the boundary layer region. The model only includes
the drag or lift forces in the simplified formulation described in Section 3.3, gravity is always negligible for the particle size considered. In the case
where the boundary layer is neglected, the velocity used for drag and lift calculation is v∞(t) which depends on the inhalation profile Qmax(t) from
Eq. (A1); when the presence of the boundary layer is included, Eq. (1) is used to estimate the velocity v(x,y) as a function of the distance from the
device bottom y (while x is set to be in the centre of the dose cup, equidistant from the two outlets) as long as y < δ and v∞(t) for y ≥ δ. Examples
of 1D particle trajectories moving from the cup to the device outlet under the effect of drag, with and without the inclusion of the boundary layer,
are shown in Fig. C.1 (b) and its inset zooming on the initial instants. A delay in the exit time can be easily estimated and plotted for both drag
and lift forces, this quantity is plotted in panels (c) and (d) of the same figure for different particle diameter. The blue lines represent the results
for the case in which the dose protector is not considered, i.e. the particles are subject to drag and lift since the start of inhalation, the effect of the
inclusion of the boundary layer is negligible and the delay is always below 1ms. However, if one looks at the particle residence time, the 1Dmodels
largely underestimate it compared to the experimental value of 63–65 ms (see Fig. A.1 (e) and (f)). This is due to the fact that, in the realistic 3D
swirling flow, both radial and tangential components of the air velocity drop to zero along the main axis of the inhaler, where the cup is located
(see for instance Fig. 6 (c)) such effect is not accounted for in the oversimplified 1D model, v∞(t) is too large, drag and lift are too large and the par-
ticles too fast in leaving the inhaler. A correction factor of roughly 1/10 can be applied to v∞(t) in order to achieve a residence time of 65 ms for par-
ticles with d in the range 1 − 5 μm. Now that the particle lift-off is slower in time the delay introduced by the presence of the boundary layer is
definitely more significant reaching almost 5 ms for both lift and drag as shown by the yellow lines in panels (c) and (d) of Fig. C.1. If the presence
of the dose protector is included, i.e. the particles are allowed to detach from the wall only at 45 ms, the delay is reduced between 1 and 2 ms, green
lines of the samefigure. As theflow is already partially developed and v∞(45ms)≫ v∞(0ms) the particles accelerate quicker spending less time on the
boundary layer, the effect of its presence is thus reduced. To conclude, the presence of the boundary layer increases the residence time of the fine API
particles, the smaller the particle diameter the larger the effect. The delay in the exit time can be up to 5ms over a total of 65, however, for our char-
acteristic d values and given the effect of the dose protector, in our specific application the delay is always below 1 ms. The error in disregarding the
presence of the boundary layer in our CFD-DEM or lagrangian tracing simulations is thus negligible.

As a further robustness test of our CFD-DEM results for the carrier emission, we verified how sensitive are the obtained emission curves to var-
iations in the particle-fluid interaction models. We tested two other dragmodels, besides the Di Felice one used so far, and we included also theMei
lift, results are summarized in Fig. C.2 (a). While the Di Felice and Gidaspowmodels are in perfect agreement, the Koch-Hill model seems to overes-
timate the drag force, leading to slightly smaller emptying time. As anticipated in the numericalmethods section the Koch-Hill model has been tested
and validated for Rep smaller than our typical ones, thus somediscrepancies compared to the other twomodels can be expected.What is important to
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Fig. C.1. Importance of the boundary layer. (a) sketch of the 1Dmodel showing the direction of fluid velocity (blue arrows) and particle-fluid forces (red arrows). The air enters the swirl
chamber from the two symmetrical inlets as shown schematically in Fig. 7. (b) Particle position as a function of time according to the 1D model with and without the inclusion of the
boundary layer, the insetmagnifies the initialmoments of the inhalation. A residence time can be estimated considering the total time necessary for the particles to reach the device outlet
at 5 cmdistance from the device bottom, including the boundary layer presence always results in a delay. (c) and (d) delay in the calculated residence time as a function of the API particle
diameter for lift and drag forces respectively. No attenuation coefficient and no dose protector are applied for the blue curve, the attenuation coefficient is applied in the yellow curve, both
the attenuation coefficient and the presence of the dose protector are included in for the green curve.
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stress here is that, even a badly chosen dragmodel, can modify the simulated carrier emission profile by a very limited amount. The inclusion of the
shear lift force gives also negligible effects, the role of the Magnus lift remains to be clarified, unfortunately such force it is not implemented in the
current version of the DEM software. Other authors emphasized the importance of lift forces, especially for particles larger than 100μm [21], however
they included both the shear andMagnus contributions simultaneously, it is thus not possible to discriminate their individual strength. The negligible
effect we found for the shear lift suggests that the largest contribution comes from the Magnus one due to the high angular velocities achieved.

Forcing a 1-way coupling it is possible to evaluate which is the effect of the fluid slowdown on the carrier dynamics, according to many authors
this is a poorly discussed issue in literature [21]. The 1-way carrier emission profile is shown in Fig. C.2 (a) and is much slower than both the 4-way
coupling and the experimental ones. This might seem counterintuitive, the powder is in fact expected to slow down the fluid velocity, thus removing
the 4-ways coupling should have resulted in a faster fluid, i.e. stronger drag forces and ultimately shorter residence time for the carrier particles. The
non-trivial longer residence time is due again to the presence of the step-edge between swirl chamber and pipe: when many particles are trapped
Fig. C.2. 1-way vs. 4-ways coupling. (a) total emitted dose mass as a function of time for different dragmodel, including shear lift force and forcing a 1-way coupling. (b) difference in the
tangential velocity maps between 4-ways and 1-way coupling simulations at subsequent time instants. The following DEM parameters have been employed: e = 0.5, μr = μs = 0.8.
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there the radial component of the fluid velocity is reduced by the particle-fluidmomentum exchange. Smaller fluid velocity means lower centrifugal
force and thus the possibility for the particles to escape the step-edge. In the 1-way coupled simulation, the fluid slowdown at the step-edge is sup-
pressed, the particles experience a stronger centrifugal force preventing their escape. The fluid slowdown at the step edge is indicated by the black
arrow in Fig. C.2 (b), where the difference between the fluid velocity fields in the 1- and 4-ways coupling is presented. Notice also how strong is the
slowdown effect in the cup at the beginning of the simulation due to the high powder density, it can result in velocity differences up to 35 m/s. The
slowdown gradually decreases in intensity as the aerosolization proceeds and the local powder density reduces, i.e. the fluid volume fraction in-
creases again to 1. Clearly, when the device is almost empty the velocity difference goes to zero.
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