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a b s t r a c t 

Ascertaining the impact of research is significant for the research community and academia of all disci- 

plines. The only prevalent measure associated with the quantification of research quality is the citation- 

count. Although a number of citations play a significant role in academic research, sometimes citations 

can be biased or made to discuss only the weaknesses and shortcomings of the research. By consider- 

ing the sentiment of citations and recognizing patterns in text can aid in understanding the opinion of 

the peer research community and will also help in quantifying the quality of research articles. Efficient 

feature representation combined with machine learning classifiers has yielded significant improvement 

in text classification. However, the effectiveness of such combinations has not been analyzed for citation 

sentiment analysis. This study aims to investigate pattern recognition using machine learning models 

in combination with frequency-based and prediction-based feature representation techniques with and 

without using Synthetic Minority Oversampling Technique (SMOTE) on publicly available citation sen- 

timent dataset. Sentiment of citation instances are classified into positive, negative or neutral. Results 

indicate that the Extra tree classifier in combination with Term Frequency-Inverse Document Frequency 

achieved 98.26% accuracy on the SMOTE-balanced dataset. 

© 2021 The Author(s). Published by Elsevier B.V. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Pattern recognition is the process of extracting patterns from 

 dataset and classifying them into different classes. Among vari- 

us fields where pattern recognition has been applied previously, 

achine learning has been extensively studied and practiced. The 

pplications of pattern recognition include various scientific disci- 

lines such as computer vision and natural language applications. 

 suitable feature representation technique and decision-making 

odel is selected on the basis of the problem domain. 
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Scientific publications are linked with the other state-of-the-art 

cientific studies in the literature. In the scientific context, a cita- 

ion is an expression used to cite other scientific work and refer- 

nce is the identifier of the cited work [27] . An example of cita- 

ion and its corresponding reference is presented in Fig. 1 . Scien- 

ists acknowledge the contribution of other researchers by citing 

heir studies which establish a link between cited and citing pa- 

er [8] . Citation is very important and valuable for the qualitative 

nalysis of the paper but the size of citation text makes informa- 

ion retrieval a challenging job. Expansion in scientific literature is 

nother challenge in evaluating the impact of publication. Citation 

ot only presents the impact of publication but also the impor- 

ance of an author. However, counting the number of citations is 

 quantitative measure but it does not bring forth a qualitative as- 

ect to the citation. 

Hitherto the only way to evaluate the quality of research work 

as been the citation count. Citation count that measures the fre- 

uency of research paper being cited by other researchers can mis- 

ead in assessing the strength of research paper [28] . Sometimes ci- 
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Fig. 1. Example of citation and its reference. 
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ations can be biased and intentionally made to increase the num- 

er of references because of co-authorship [11] . Cited paper some- 

imes is discussed by citing paper just to discuss shortcomings and 

mprovement suggestions. Such types of citations are also counted 

n measuring citation indices [5] . Ranking systems based on cita- 

ion count often fail to recognize productive research work. 

Emotion recognition involves sentiment analysis of citation con- 

iders its qualitative aspect, which refers to the citing author’s 

pinion about cited research paper. Sentiment classification also 

escribes the context of citation. Sentiment classification has been 

xtensively applied in product reviews [53] , movie reviews [18] , 

nd citations [55] . Sentiments can be classified as objective and 

ubjective or in a more fine-grained approach as positive or nega- 

ive depending upon the domain of the text. Different approaches 

ave been applied to classify text strings based on their hidden 

r ambiguous sentiment. However Sentiment analysis of citations 

s a relatively less explored area of research. Most of the citations 

n the research paper describe the findings of the research with- 

ut showing any opinion, it is assumed that most of these cita- 

ions are positive [5] . The authors also discussed the social aspect 

f citation, in which criticism is often shown in a polite way. Neg- 

tive citations are often implicit and hidden in contrasting terms 

nd cause big challenges for its detection. Cited paper can be pos- 

tively discussed in terms of experimental design but may be crit- 

cally analyzed in terms of evaluation metrics. The overall polarity 

f the text could be measured by assigning weights to the individ- 

al sentiments. 

Traditionally Scientometrics evaluation schemes consider the 

uantitative aspect of citation. Most of the high-quality papers are 

ever cited while low-quality papers are frequently cited mostly 

or criticism. Most of the existing indices are based on the fre- 

uency of the citation and can be biased as they are made just 

o increase the h-index of co-authors. To measure the effective- 

ess and influence of the research, there is a need to explore the 

ualitative aspect of citation. Qualitative aspects include the sen- 

iment polarity and context of the citing paper. In recent years, 

any advancements have been achieved in the field of NLP and 

achine learning by including efficient text representation tech- 

iques such as word embedding and effective classification algo- 

ithms. The present work investigates whether these effective word 

mbedding techniques that have shown improved results in text 

lassification can be used to improve the result of sentiment anal- 

sis of citation through experiments and analysis. The major con- 

ributions of this study are as follows. 

• Proposed an effective feature representation technique in com- 

bination with supervised machine learning models to deter- 

mine the sentiment of citation instances into positive, negative, 

or neutral. 
251 
• Performance of seven supervised machine learning models 

namely Decision Tree (DT), Adaptive Boosting (AdaBoost), Lo- 

gistic Regression (LR), Stochastic Gradient Decent (SGD), Ran- 

dom Forest (RF), Extra Tree Classifier (ETC), and Support Vec- 

tor Machine (SVM) is compared in combination with frequency- 

based and prediction-based feature representation technique to 

explore pattern recognition of citations. 
• Efficacy of Synthetic Minority Oversampling Technique (SMOTE) 

is analyzed in balancing citation sentiment dataset. 

The rest of the paper is organized as follows. Section 2 dis- 

usses related work. Section 3 presents an overview of material 

nd methods adopted for the current research. Section 3 also gives 

he summary of the proposed methodology for citation sentiment 

nalysis. Results are discussed in Section 4 . The conclusion and fu- 

ure work are discussed in Section 5 . 

. Related work 

A number of citation count-based metrics have been developed 

o rank authors, articles, and journals. For journals’ ranking cita- 

ion count based metrics are: Source Normalized Impact per Pa- 

er (SNIP) [32] , Journal Impact Factor (JIF) [22] , Eigenfactor [9] and 

CImago journal rank (SJR) Indicator [19] . For authors’ ranking ci- 

ation count based metrics are: h-index [26] , Author Impact Fac- 

or [40] and Author Eigenfactor [51] . Different citation count based 

anking metrics to check the influence of the articles are: Article 

evel Metric by Public Library Of Science (PLOS) [10] , Altmetrics 

36] and Plum Analytics metric [34] . However, the use of these 

etrics needs to be manipulated carefully as it impacts end users. 

Sentiment analysis of citations is also an upcoming research 

eld in bibliometrics [31] . Polarity (Positive, negative, or neutral) 

as assigned to the sentiments applying machine learning mod- 

ls [6] . As expressed sentiments are hidden in the citation text 

hich makes the task of assigning sentiment more complex. Some 

esearchers utilized SentiWordNet to assign polarity [7] . It is sig- 

ificant to find a scientific-literature-specific lexicon for sentiment 

nalysis of scientific papers. 

Machine learning is the combination of pattern recognition and 

earning theory and deals with the application that can make pre- 

ictions after learning patterns from the dataset. Whereas super- 

ised machine learning models search patterns within assigned la- 

els to data points. Machine learning model has been widely used 

n text classification [29] . Researchers have tried to explore various 

itation behavior in scientometrics using machine learning models. 

hey analyzed co-citation to link two literature [48] , find the rela- 

ionship between citation location and its type [15] and explored 

he patterns in citation to find the influence of the editor [47] . Shi

t al. [46] explored the relationship between citing and cited paper 
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nd their influence on citing publication. Spiegel-Rosing [49] was 

he first one who pointed out lack of content (appraisal/critical) 

n evaluating components of citations. The growing trend towards 

entiment analysis of citation can be observed over the last decade 

6,23] . 

Natural language applications are very effective in converting 

nstructured text into structured text. Active learning for senti- 

ent lexicon extraction for better sentiment analysis is proposed 

y authors [41] . Researchers utilized fuzzy logic for partial emotion 

odeling [16] . Authors predicted personality using textual sen- 

iment features [56] . Behavior analysis on textual data was per- 

ormed by Sadiq et al. [42] . Ref. [37] applied supervised learn- 

ng along with linguistic features for classification of the citations. 

bu-Jbara et al. [1] explored the existing bibliometric measures 

nd criticized that there is no difference between positive and neg- 

tive citations. They applied NLP techniques to assign sentiment 

nd identified the purpose and the polarity of the sentiment in ci- 

ations. Athar [3] used n-grams, scientific-literature-based lexicons, 

entence splitting, the negation of features, and dependency based 

eatures in sentiment analysis. They suggested that n-grams and 

ependency features outperformed in the classification of citations. 

thar and Teufel [6] explored the context-based detection of senti- 

ent of citations. 

To get more deep insight into citation literature authors identi- 

ed the intent of citation in [38] . Intent refers to the citation pur-

ose of the existing work as authors cite published work for many 

easons such as to describe their work or to contradict their claim. 

hey claimed that the position of citation plays a significant role 

n the polarity of citation. The citation present in the result and 

iscussion part is likely to be negative as in this part citation is 

resented just for comparison purposes to show superiority of the 

roposed method. Authors deal with the dataset imbalance prob- 

em using different techniques such as SMOTE and focal loss. They 

lso performed experiments using CNN, RNN, and LSTM. Their pro- 

osed model namely ImpactCite outperformed other models in 

nding the impact of a citation by sentiment classification. 

Authors calculated the quality of the article by citation senti- 

ent with the help of SentiWordNet [44] . They extracted context 

rom citation sentences and then identified adjectives by part of 

peech (POS) tagging. Authors assigned polarity to each adjective 

sing SentiWordNet analyzer. The overall sentiment is calculated 

y aggregating scores of all adjectives. In [50] authors framed pos- 

tive and negative polarity with respect to association and dissoci- 

tion respectively between citing and cited authors. Positive senti- 

ents refer to supportive arguments and claims for other’s work. 

hile negative sentiments refer to disagreement in claims and 

rguments for other’s work. They also presented connections be- 

ween citing and cited research through network graphs. 

A new annotation methodology is established for citation sen- 

iment classification by Hernández-Alvarez and Gómez [25] . They 

abeled citation sentences into three classes that are positive, neg- 

tive, and neutral. The authors built a new corpus that is anno- 

ated with sentiments and then they applied SVM for citation sen- 

iment classification. A rule-based approach was developed for ci- 

ation extraction and more than thousands of citations were an- 

otated manually [52] . They utilized n-grams and sentiment-based 

exicon with SVM for citation sentiment classification. Their results 

roved that a combination of features achieved better results than 

ndividual ones. In [35] authors suggested using different features 

ncluding unigram, p_index, author_id, and affiliation_id in order to 

mprove analysis methods to measure the quality of the research 

ork. They highlighted the need for improvement in H_index by 

onsidering negative polarity. But their work still requires feature 

ngineering techniques to improve citation sentiment classifica- 

ion. 
o

252 
Sentiment classification of review text is different from the ci- 

ation sentiment classification because citation text is quite for- 

al. The intent of classification can be explored by exploring the 

ection of the paper where that text appears. Authors in [2] ap- 

lied different machine learning models to perform binary classi- 

cation of in-text citations.They used cosine similarity of citation 

aper pairs and sentiment as features to perform classification. Re- 

earchers proposed Impactcite based on XLNet for citation impact 

nalysis [39] . Their proposed Impactcite model outperformed for 

ntent and sentiment classification [30] . performed opinion mining 

nd qualitative analysis of citation text. They performed medical 

ata analysis by Spearman correlation. Sentiment analysis of in- 

ext citations is significant due to the unavailability of the appro- 

riate dataset in this domain. Finding a sentiment from formal and 

nalytical text is different from the informal and subjective text 

uch as reviews or Twitter data. 

. Proposed methodology for citation sentiment analysis 

This section provides the details of the dataset, SMOTE, evalua- 

ion parameters, and basic model of the proposed methodology for 

he classification of citation sentiment. The complete architecture 

f the proposed approach is presented in Fig. 2 . A manually anno- 

ated dataset containing citation sentences is collected for this pur- 

ose. Experiments have been performed on various machine learn- 

ng models such as DT, AdaBoost, LR, SGD, RF, ETC, and SVM dis- 

ussed in Table 1 . The pipeline of the proposed approach consists 

f several steps. Figure 2 demonstrates the proposed methodology 

f data and workflow of this research work. 

.1. Citation sentiment dataset 

This research uses a dataset namely “citation sentiment cor- 

us” [4] derived from ACL Anthology Network corpus. Dataset con- 

ists of 8736 citation sentences that have been assigned senti- 

ent by manual annotation. The dataset consists of four attributes 

hat are: Source_Paper ID, Target_Paper ID, Sentiment, and Cita- 

ion_Text. Source_Paper ID is the ID of the citing paper from where 

he text has been taken. Target_Paper ID is the ID of the cited pa- 

er. 

In Citation_Text, sentences contained citation text to the target 

aper and were assigned classes in the Sentiment column as pos- 

tive, negative, or neutral according to the intention of the citing 

uthor. 

.2. SMOTE 

Citation sentiment corpus was used to train the machine learn- 

ng classifiers for citation sentiment analysis. The distribution of 

olarity of the positive, negative, and neutral instances in the cor- 

us is 619, 206, and 5644 respectively. 

As Data instances are biased toward the Neutral class, SMOTE 

s applied to deal with the problem of class imbalance. As biased 

lass increases the wrong predictions and causes overfitting of ma- 

hine learning models. SMOTE is a technique that performs up- 

ampling and is being widely used to deal with class imbalance 

roblems [17] . 

SMOTE uses Euclidean distance to generate synthetic data for 

inority class from its nearest neighbors. Newly generated data 

s similar to the original data on the basis of features. In this 

esearch, new data instances are created using SMOTE. Data in- 

tances of minority class have been increased according to the size 

f the majority class which is a neutral class in our case. 
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Citation Sentiment
Corpus

Balanced
Dataset

Research Article
Database

NeutralNegativePositive

Applied SMOTE to
make balanced

dataset

Feature
Engineering

(TF-IDF)

Train Data
70%

Test Data
30%

Machine Learning
Model

(Extra Tree
Classifier)

Sentiment
Analysis

Positive Negative Neutral

Fig. 2. Proposed Architecture for In-text Citation Sentiment Classification. 

Table 1 

Description of Machine Learning Models. 

Reference Model Description 

[14] DT A decision Tree is a classification algorithm that works well on both forms of data i.e., categorical and numerical. Generally speaking, a 

decision tree is utilized for the creation of tree-like structures. A decision tree is simple and easy to implement so it is widely used for 

medical data analysis. 

[20] AdaBoost AdaBoost is the abbreviation of adaptive boosting. AdaBoost is normally used in conjunction with the other algorithms to enhance 

their performance. It uses boosting technique and transforms weak learners into strong learners. Every tree in the AdaBoost classifier 

is depending on the result that is the error rate of the last tree. 

[12] LR Logistic regression usually deals with the classification problems. It is a predictive analysis algorithm and statistical model and based 

on the concept of probability. It is usually used to investigate binary data in which one or more variables work to determine output. 

[21] SGD Stochastic Gradient Descent integrates many binary classifiers in the one-versus-all method. SGD has been widely used for large 

datasets because in each iteration it uses all the samples. The working principle is quite similar to the regression technique so it is 

quite easy to implement and understand. Its hyper parameters need to be accurately valued to obtain correct results. In terms of 

feature scaling sensitivity of SGD is high. 

[13] RF Random forest is a tree-based ensemble learning model, which generates accurate predictions by merging numerous weak learners. 

The bagging technique is used by this model to train a variety of decision trees using various bootstrap samples. In a random forest, a 

bootstrap sample is derived by subsampling the original dataset with substitution, where the sample size is the same as that of the 

training data set. 

[45] ETC Extra trees classifier working is quite similar to the random forest and only different from it in a method of construction of trees in 

the forest. Every decision tree in the extra tree classifier is made from the original training sample. Random subsamples of the k-best 

feature are utilized for decision. Information gain and Gini index are used to choose the top feature to split the node in the tree. These 

random samples of feature indication to the creation of multiple de-correlated decision trees. 

[43] SVM Support Vector Machine is a supervised learning technique and based on mathematical models. It is applied for regression and 

classification problems. It performs classification by constructing high dimensional hyper-planes also called decision planes. 

Hyper-plane distinguishes one type of data from another type. 

253 
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Table 2 

Performance Measures used for Evalua- 

tion in this study. 

Evaluation Metric Formula 

Accuracy T P+ T N 
T P+ T N+ F P+ F N 

Precision TP 
TP+ FP 

Recall TP 
TP+ FN 

F1-Score 2 ∗ precision.recall 
precision + recall 
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Table 4 

Classification result of seven machine learning models using 

TF-IDF without SMOTE. 

Models Accuracy Precision Recall F1-score 

DT 84.73% 84% 85% 84% 

AdaBoost 87.52% 85% 88% 85% 

LR 87.14% 84% 87% 82% 

SGD 88.70% 87% 89% 86% 

RF 87.60% 84% 88% 84% 

ETC 87.75% 85% 88% 84% 

SVM 89.61% 87% 89% 87% 
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.3. Evaluation metrics 

The performance of machine learning models is evaluated us- 

ng several performance evaluation parameters. These evaluation 

arameters are expected to endorse the development of analyti- 

al research [33] . In this research, four evaluation metrics are Ac- 

uracy, Precision, Recall and F1-score will be examined for com- 

arison of the machine learning-based algorithms. Confusion ma- 

rix allows visualization of the performance of machine learning 

odels to calculate all four metrics. The elements of the confu- 

ion matrix are True Positive (TP), True Negative (TN), False Posi- 

ive (FP), and False Negative (FN). The measures of the performance 

re given in Table 2 . 

.4. Feature extraction 

In order to apply machine learning models effectively, text 

epresentation is converted into numerical form. Selection of the 

est feature representation technique is essential in natural lan- 

uage processing-based classification tasks. Feature representa- 

ion techniques are mainly categorized into frequency-based and 

rediction-based approaches. The strengths and weaknesses of 

ach of these approaches is shown in Table 3 . 

. Results and discussion 

Comprehensive experiments have been performed in different 

ettings for citation sentiment analysis. In each setting, machine 

earning models are trained using two different feature represen- 

ation techniques on a balanced and Imbalanced dataset. For fea- 

ure extraction, TF-IDF and Word2Vec have been selected as both 

echniques have been widely used for text classification and show- 

ng robust results. Likewise, we selected the most suitable ma- 

hine learning model for citation text classification. Experiments 

ave been designed to find the effectiveness of combining feature 

epresentation methods with supervised machine learning classi- 

ers to predict citation sentiments into positive, negative, or neu- 

ral classes. 
Table 3 

Description of Feature Representation Techniques. 

Technique Type Strengths 

TF-IDF Frequency based approach • Can find similarity between docum

• Count the occurrence of the word

well as in a whole corpus 

• Weight is directly proportional to

frequency and inversely proportiona

frequency within documents. 

• Words like is, a, the, but, while ar

as compared to words having rare o

Word2Vec Prediction based approach • Give probability of words 

• Consider word similarities 

• Map words to target vectors 

• CBOW predict the probability of w

skip-gram predicts context of word

254 
.1. Performance of classification models using frequency-based 

eature engineering 

Three settings have been considered for training classification 

odels discussed in Table 1 using TF-IDF from frequency-based 

eature engineering technique for citation sentiment analysis. Per- 

ormance comparison using TF-IDF is presented in Fig. 3 . 

Setting I: In order to compare the performance of classifiers 

or citation sentiment classification, at first experiment has been 

erformed on an imbalanced dataset using TF-IDF as a feature set. 

esults shown in Table 4 indicates that SVM surpassed other mod- 

ls and achieved reasonable classification results with 89.61% Ac- 

uracy, 87% Precision, 89% Recall and 87% F1-score. Moreover, DT 

howed the worst results with 84.73% accuracy using TF-IDF on 

he imbalanced dataset. DT often cannot generalize data well in the 

ase of an imbalanced class and can overfit. In the case of a high 

roportion of minority class instances having multiple features in 

he sample space, the trees can recognize the patterns but there is 

 probability that unstable deep trees will be prone to overfitting. 

t will affect the performance of the model. Generalization of DT as 

F, AdaBoost, and ETC provide better alternatives in terms of better 

erformance and stability. 

Setting II: Then dataset is balanced by considering equal in- 

tances from each class. Data instances of the majority class are 

nder-sampled according to the ratio of minority class and 280 in- 

tances from each class are selected randomly for the training of 

he model. Results of the supervised machine learning model after 

raining on 280 data instances of each class using TF-TDF are pre- 

ented in Table 5 . In the case of a small-sized dataset, ETC achieved

he highest accuracy which is 77.77%, the highest precision which 

s 78% and highest recall which is also 78%. The highest F1-score 

s achieved by ETC and SGD with 77%. DT showed the lowest re- 

ults after training on 280 instances of each class. It seems clear 

rom Fig. 3 that the performance of all models degraded analo- 

ously after reducing dataset instances. The principal cause is the 
Weaknesses 

ents easily • large vector size 

 in a document as • Position and co-occurrence has no importance 

 document’s word 

l to words’ 

• Do not consider semantics and context. 

e not significant 

ccurrence. 

• Sparsity problem 

• Unable to find similarity between synonyms and 

differentiate in polysemy words. 

• Difficult to train models on Word2Vec because of 

large size of the vocabulary. 

• Consider word similarities 

• Take average of polysemy words by CBOW, 

skip-gram represents by separate vectors. 

ords and 

s. 
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Fig. 3. Accuracy comparison of seven classifiers using TF-IDF. 

Table 5 

Classification result of seven machine learning models using 

TF-IDF with balanced data (280 records of each class). 

Models Accuracy Precision Recall F1-score 

DT 69.04% 69% 69% 69% 

AdaBoost 65.47% 66% 65% 66% 

LR 75.39% 75% 75% 75% 

SGD 76.98% 77% 77% 77% 

RF 75.00% 75% 75% 75% 

ETC 77.77% 78% 78% 77% 

SVM 75.00% 75% 75% 75% 

Table 6 

Classification result of seven machine learning models using 

TF-IDF with SMOTE. 

Models Accuracy Precision Recall F1-score 

DT 90.10% 90% 90% 90% 

AdaBoost 83.61% 84% 79% 82% 

LR 93.88% 94% 94% 94% 

SGD 93.61% 96% 96% 96% 

RF 97.29% 98% 96% 97% 

ETC 98.26% 98% 98% 98% 

SVM 96.69% 97% 97% 97% 
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Table 7 

Classification result of seven machine learning models using 

Word2Vec. 

Models Accuracy Precision Recall F1-score 

DT 77.29% 80% 77% 78% 

AdaBoost 85.54% 80% 86% 82% 

LR 87.60% 84% 88% 83% 

SGD 87.56% 85% 88% 83% 

RF 87.52% 83% 88% 83% 

ETC 87.52% 84% 88% 83% 

SVM 87.29% 76% 87% 81% 

s
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mall number of instances in each class. This fact not only poses 

 problem of less training instance for the model but also the rea- 

on for poor performance. In other words, the size of the dataset 

ignificantly affects the training and performance of the models for 

omparing the effective classification methods. 

Setting III: After that class imbalance problem is solved by ap- 

lying SMOTE. Data instances of minority class are over-sampled 

o make the dataset balanced. Then experiments have been per- 

ormed on the balanced dataset and results are presented in 

able 6 . The results shown in Fig. 3 indicate that using SMOTE con-

istently improved the performance, as all experiments achieved 

igher results than their results on the imbalanced and under- 

ampled dataset. This contributes to the understanding that using 

MOTE avoids the chance of misclassification and 6 out of 7 mod- 

ls achieved more than 90% results. While it is crystal clear that 

ome algorithms take more advantage than others as ETC and RF 

chieved more than 97% accuracy. SMOTE generates synthetic data 
255 
amples by joining k nearest neighbors of minority class chosen 

andomly according to the requirement. New synthetic data ex- 

mples are generated by taking the difference between the sam- 

le feature vector and its nearest neighbor and then multiply this 

umber to a random number and then added to the feature vec- 

or. This method makes minority class more general by adding new 

ata examples. An extremely randomized tree classifier that is ETC 

otally selects random cut-point from random subspace. If the ran- 

omization level in ETC is adjusted properly then variance vanishes 

hile bias increases according to the trees. Bias is the main prob- 

em with ETC. Hence, SMOTE has been applied in order to deal 

ith the bias. In this way, the tree-based model generalized better 

nd avoids overfitting. ETC outperformed all other classifiers and 

an predict citation sentiment with 98.26% accuracy and 98% F1- 

core. 

.2. Significance of the proposed model 

Finally, the performance of classifiers has been evaluated and 

ompared using Word2Vec from the prediction-based feature engi- 

eering method for citation sentiment analysis. Results presented 

n Table 7 indicate that classifiers using Word2Vec did not achieve 

obust results. Figure 4 shown a considerable difference between 

he performance of models using Word2Vec and using TF-IDF. 

oreover, despite the reasonable results shown by all classifiers, 

ord2Vec is not contributing to improving the performance of any 

lassifiers used for the experiment. LR, SGD, RF, and ETC achieved 

he highest F1-score of 83% using Word2Vec for citation sentiment 

nalysis which is 10% lower than that achieved by using TF-IDF 
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Fig. 4. Accuracy comparison of seven classifiers using TF-IDF and Word2Vec. 

Table 8 

Accuracy Comparison of seven machine learning 

models using TF-IDF with SMOTE AND ADASYN. 

Models With SMOTE With ADASYN 

DT 90.10% 88.79% 

AdaBoost 83.61% 83.61% 

LR 93.88% 91.47% 

SGD 93.61% 93.61% 

RF 97.29% 94.29% 

ETC 98.26% 96.26% 

SVM 96.69% 96.01% 
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ith SMOTE. These consequences contribute to the understand- 

ng that Word2Vec is not adequate to improve the effectiveness of 

lassifiers. 

In order to prove the effectiveness of the proposed model, 

e also performed an experiment using ADASYN (Adaptive Syn- 

hetic Sampling) [24] , an improved version of SMOTE, with seven 

achine learning models using TF-IDF. Comparison of seven ma- 

hine learning models using TF-IDF with SMOTE AND ADASYN is 

resented in Table 8 . ADASYN has shown good results especially 

daBoost with 83.61% accuracy and SGD with 93.61% Accuracy 

howed similar Accuracy results as with SMOTE. But all other mod- 

ls such as DT, LR, RF, ETC, and SVM performed better with SMOTE. 

t can be clearly observed from Table 8 that SMOTE surpassed 

DASYN in sentiment analysis of in-text citations. 

If we compare some previous sentiment analysis research 

orks with the proposed approach, one thing is quite clear that 

revious research did not bother about the dataset class imbalance 

roblems. They performed sentiment classification using the ma- 

hine [54] and deep learning [29] with all kinds of features but to- 

ally neglected the biases of the training models in terms of dataset 

mbalance records. In this research work, we prefer to make the 

ataset balanced to get more reliable results in terms of training 

nd testing. Furthermore, the aforementioned researchers worked 

n the single line reviews obtained from the user but this research 

ork makes use of citation paragraphs to express the sentiment of 

he authors in citing other research works. 

We also compared the result of our proposed approach with the 

tate-of-the-art research work [2] . They also trained their models 

n the same dataset [4] as ours and achieved 84% precision value 
256 
y RF. Our proposed ETC model using TF-IDF with SMOTE achieved 

igher precision with 97% value. 

. Conclusion 

In order to assess the effectiveness and suitability of feature 

epresentation techniques, models, and their combinations, exper- 

ments have been performed with 4 different settings on citation 

entiment corpus. By evaluating the classification model on per- 

ormance evaluation metrics, it is concluded that Word2Vec is not 

ppropriate for citation sentiment analysis. TF-IDF has a consider- 

ble advantage over Word2Vec in the prediction of citation senti- 

ent. The effectiveness of SMOTE in improving the performance of 

achine learning classifiers has also been observed. 

Experimental results confirm the superiority of ETC with 98.26% 

ccuracy and 98% F1-score using TF-IDF on SMOTE balanced 

ataset for citation sentiment analysis. It seems ETC owes most 

f its dominance in terms of performance because of its combina- 

ion with an appropriate feature representation technique. These 

nvestigations increase understanding of the task-specific combi- 

ation of a feature engineering technique with dataset balancing 

ethod for classification performed by supervised machine learn- 

ng models. Nevertheless, 98.26% accuracy achieved by ETC is re- 

arkable to predict citation sentiment. Although, other classifiers 

sed in the experiment did not show robust results so their flexi- 

ility could be explored further to get promising results. In the fu- 

ure, we are planning to use pre-trained word embedding in com- 

ination with deep learning models for citation sentiment analysis. 
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