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ABSTRACT
Cell membrane perturbation is a common way to stimulate cells by using external actuators. Recently, nanotechnology has added a number of
new strategies for doing this, enlarging the scope and the range of mechanisms involved. Here, we describe a number of possible perturbation
actions that are driven by light, and we try to capture the underlying phenomena. The discussion is based on the simple equivalent circuit
model for the cell membrane.
© 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0037109

INTRODUCTION

Many of the processes that rule the basic function, metabolism,
and communication of living cells occur at the plasma membrane.
Cell membranes are complex supramolecular aggregates, forming a
barrier between compartments and harboring a variety of chemical
reactions essential to the existence and functioning of a cell. Many
proteins that regulate ion fluxes, energy exchange, cell adhesion, and
movement are located at the cell membrane level. Here, in addition,
a great part of cell homeostasis, signaling, and replication occurs.
All these happen through a series of chemical reactions, mainly
redox, phosphorylations, and condensations,1 that are regulated by
the transport of chemical compounds to and through the mem-
brane itself.2,3 Recent studies also highlight the important role of cell
membrane in aging of bacteria and in antibiotic resistance.4–7 There-
fore, perturbing the dynamic equilibrium of the membrane may
lead to cell stimulation and offer a handle for controlling cell activ-
ity. Here, we describe multiple approaches to pursue this goal, dis-
cussing the different physical perturbation mechanisms underlying
each respective stimulating action.

Cell membranes have a thickness ranging between 4 nm and
10 nm and are constituted by a molecular assembly resulting from
low-energy interactions occurring among a wide range of lipids and
proteins.8 Phospholipids account for about half the mass of the cell
membrane and are insoluble in water. In addition, due to their
amphiphilic nature, lipids self-assemble into a double layer, with the
non-polar hydrophobic tails facing each other in the bilayer core
and the hydrophilic, polar phosphate heads in contact with water.
In addition to lipids, membranes are loaded with proteins that play
crucial roles in controlling cytoskeleton anchorage, cell to cell junc-
tions, diffusion of ions and chemicals through channels and trans-
porters, metabolic pathways, cell-to-cell identification, and receptor-
dependent signaling. Depending on their structure, proteins can be
embedded into the membrane (integral proteins) or loosely attached
to its inside or outside face (peripheral membrane proteins and lipid-
anchored proteins).8 The protein and lipid composition is specific to
each cell type, even though it can change during cell replication as a
strategy to avoid excessive defect replication and to enhance species
survivability.4,6,7
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The accepted model that describes the membrane structure and
dynamics is known as the fluid mosaic model and was first pro-
posed by Singer and Nicolson in 1972.9 According to this model,
lipids and proteins move easily in the membrane plane with a
speed equal to micrometers per second and micrometers per minute,
respectively. However, at the membrane level, there are domains
capable of limiting the lateral diffusion of the molecules. It follows
that the membrane does not have a uniform composition over the
entire surface. This heterogeneity can be due to either the pres-
ence of particular regions, the so-called “rafts,” with a particular
lipid and protein composition, or the interactions of membrane
proteins with the underlying cytoskeleton.10 Although the fluid
mosaic model has evolved over time, it still provides a good basic
description of the structure and behavior of membranes in many
cells.

The plasma membrane must fulfill two important functional
tasks: (i) to protect the cell, acting as a barrier, and (ii) to ensure suf-
ficient chemical communication between the intracellular and extra-
cellular fluids, acting as a gatekeeper.11 Transmembrane trafficking
is associated with metabolism (e.g., nutrients) and functioning (ion
fluxes able to depolarize or hyperpolarize the cell) in response to
stimuli that propagate communication signals.

Physical models of the membrane, albeit oversimplified, aim
at capturing essential features that govern its structure and func-
tion. Thermodynamics describes the different structural phases of
the membrane at equilibrium and their transitions,12 while fluid
dynamics and electromagnetism provide the ingredients to describe
membrane excitability and, in general, transient processes. In the
following, we attempt a quick review of the latter.

THE ELECTRICAL PROPERTIES OF THE MEMBRANE

Cells generate a trans-membrane electric current by exchang-
ing ions between their interior and their exterior. Interestingly, ion
currents in cells and organelles obey the Ohm’s law to a certain
extent, despite the complex structure involved in the current flow.
Such a similarity to ohmic components allows describing the cell
membrane using an equivalent electrical circuit composed of elec-
tromotive force (emf) generators, resistances, and capacitors as we
will argument in the following.

In the lipid bilayer [Fig. 1(a)], the membrane core is mostly
composed of the hydrophobic phospholipid tails, exhibiting a rel-
atively low dielectric constant (around 2–3),13 while the polar heads
that are interfacing with either the extracellular or the cytoplasmic
fluid (in the outer and inner leaflet, respectively) possess a dielec-
tric constant close to that of water (about 80).13 The lipid bilayer is
practically impermeable to ions, as the energy necessary to cross the
two phases (hydrophobic membrane interior and external aqueous
environment) and the membrane itself is in the order of some eV,14

meaning that under ordinary conditions, ions cannot pass from the
aqueous solution to the hydrophobic part of the membrane. Ionic
current through pure lipid membranes has been shown to occur
only under the influence of strong transmembrane electric fields
(electroporation) or as a result of structural rearrangements of the
lipid bilayer during phase transition (soft perforation).15 Accord-
ing to such an observation, the electrical conductance of a lipid
bilayer should be basically negligible (∼10−13 S/m2); however, elec-
trical measures on cell membranes show that its conductance is
small but not inappreciable.13 Such an anomaly suggests that there
is another mechanism, allowing ionic trafficking between the cell
exterior and the cell interior. This role is indeed assumed by spe-
cific membrane proteins, ion channels, and ion pumps, which form
passive or active percolating pathways to ions. It is thus clear that the
concept of electrical resistance in the equivalent circuit is a lump sum
of a complex multitude of processes concurring to the membrane
conductance.

While the membrane conductivity is, principally, related to
proteins, its electrical capacitance, instead, is straightly dependent
on the membrane lipidic part. Assuming the structure indicated in
Fig. 1(a), one can use the simple plate capacitor equation for estimat-
ing the cell specific capacitance C = ϵ/h (with ϵ being the electrical
permittivity and h being the membrane thickness). A typical capac-
itance value for the lipid membrane is in the order of 1 μF/cm2,16

well in agreement with the experimentally observed capacitance in
live cells. This means that the effect of the phospholipid layer per se
accounts for the capacitance observed in a whole cell, while chan-
nels, transporters, and other membrane proteins do not significantly
affect the capacitance value.

In addition, the membrane acts as an electric generator able to
keep a specific voltage difference across the membrane itself. Indeed,
it is well known that the cytosolic ionic concentrations are different

FIG. 1. (a) Cartoon depicting the membrane structure. (b) Schematic diagram of the equivalent circuit model of the membrane.
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from those of the extracellular environment. In particular, in their
interior, cells are poor in Na+, Cl−, and Ca2+, while being enriched
in K+.17 This ionic gradient is maintained by specific proteins called
ion pumps, and it is responsible for generating an electrochemical
gradient across the two sides of the membrane.

The potential difference across the plasma membrane (mem-
brane potential, Vm) typically varies between −20 mV and −100 mV.
Such a potential arises from an electric asymmetry on the two sides
of the membrane, as the result of both active electrogenic pump-
ing and passive ion diffusion. In mammalian cells, the K+ gradient,
generated by using the Na+/K+ pump, has a major influence on
the membrane potential because of the prevalence of passive K+

diffusion.
Under this condition, a fundamental law, the Nernst equation,

quantitatively expresses the equilibrium state in which there is no
net flow of ions across the plasma membrane,

Vm =
RT
F

ln
[K+]

O
[K+]I

, (1)

where R is the gas constant, T is the temperature, F is the Faraday
constant, and the subscripts “O” and “I” indicate the K+ concentra-
tion outside and inside the membrane, respectively. Although the
K+ gradient always has a major influence on the membrane poten-
tial, the presence of a significant passive diffusion for other ions (Na+

and Cl−) in most cells significantly affects it.
Under this condition, we could state that the more perme-

able the membrane for a given ion, the more the membrane
voltage approaches the equilibrium value for that ion. The equa-
tion dictating such a scenario, considering only the most impor-
tant monovalent ions, is the Goldman–Hodgkin–Katz (GHK)
equation,18

Vm =
RT
F

ln
⎛
⎝

pK[K
+]

O
+ pNa[Na+]

O
+ pCl[Cl−]

I
pK[K+]I + pNa[Na+]I + pCl[Cl−]O

⎞
⎠

, (2)

where pi is the membrane permeability of ion “i” and the sub-
scripts “O” and “I” indicate the ion concentration outside and
inside the membrane, respectively. The membrane voltage is called
the resting potential (Vr) when the voltage difference across a
membrane is not perturbed by the ionic flux through active
channels.

A complete representation of the membrane should also
account for the presence of ions adsorbed over the hydrophilic
dipolar heads of the membrane lipids. Indeed, the electrical dipole
present on the phospholipid head induces the accumulation of posi-
tive ions.19–21 The resulting surface charge density, typically ranging
from 0.002 C/m2 to 0.3 C/m2, approximately follows the Langmuir
adsorption model, with an estimated binding energy in the range
U/KBT≈1–10. Hence, the surface charge depends on the ionic con-
centration of the electrolytic solutions across the membrane. If the
external and internal compartments have equal ion concentrations,
the charges are symmetrically loaded on the two membrane leaflets
and do not cause a voltage difference across the membrane. Vice
versa, when the adsorbed ions are asymmetrically loaded on the two
membrane leaflets, the charge unbalance generates an electric field
inside the membrane. The magnitude of this field is very high, in the
order of 107 V/m–109 V/m. Such a large field could, in principle,

play a role in the cell membrane stability. However, its effects are
rarely considered due to the very strong shielding caused by the ionic
solution. Indeed, the Debye length of these systems is in the order
of 1 nm. Similarly, they are not considered in experiments because
the typical stimuli are far too weak to affect the surface charge.
Note that the presence of tightly bounded charges onto the mem-
brane leaflets poses a strain onto the membrane structure, due to the
coulomb repulsion among surface charges, that can reach thousands
of atmospheres. This electro-mechanical stress contributes to the
thermodynamic equilibrium of the bilayer and affects the transition
temperature.22

Overall, the membrane can be electrically described with the
scheme in Fig. 1(b). Its components typical values are reported
in Table I. The resistance Rm is an average value that keeps into
account the contribution of all the ions participating in the cur-
rent flow, with different ions possessing different Nernst potentials
[Eq. (1)]. This is at the base of the GHK equation [Eq. (2)], and
it can be introduced in the equivalent circuit by adding branch-
ing for each ion with a resistance Rk (or conductance gK) and a
battery Ek.23

The equivalent circuit of Fig. 1(b) allows for capturing the
essential physical phenomena that are involved in the opto-
stimulation process. The membrane voltage is represented by the
difference in the potential between the two sides of the membrane
capacitor, as expressed by the following equation:

Vm = Qm/Cm, (3)

where Qm is the quantity of charge stored at the two membrane
interfaces and Cm is the membrane capacitance. At the resting state,
only passive ion diffusion is present; thus, Vm = Vr, and the net cur-
rent flowing through the membrane is 0. On the other hand, when
physiological changes occur, a current due to opening or closing of
channels will flow across the membrane and its voltage will change.
In particular, it will increase (depolarization) if a net positive charge
flows inside the cell (inward current) or decrease (hyperpolarization)
if a net positive charge flows outside the cell (or a negative charge
flows inside the cell; outward current). We will now synthetically
explain what happens upon modulation of one of the three param-
eters of the equivalent circuit reported in Fig. 1(b) on different time
scales, while keeping the others constant. To do this, we will exam-
ine the cases of a sudden or slow and linear variation in capacitance,
resistance, or voltage. The two types of change follow the curves of
Figs. 2(a) and 2(e), which are represented in scale of the basal val-
ues C0

m = 30 pF, R0
m = 500 MΩ, and V0

r = −30 mV, respectively. All
the three parameters are individually varied between 1 and 1.1 times
their initial value.

TABLE I. Major responsible elements for membrane electrical properties and typical
values.

Potential
Conductance Capacity generation

Major responsible Proteins Lipids Proteinselement
Typical values 100 S/m2 1 μF/cm2 10 mV–100 mV
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FIG. 2. Representative curves of membrane voltage evolution after variation of one of the constituents of a membrane equivalent circuit. Considered parameters are
R0

m = 500 MΩ, C0
m = 30 pF, and V0

r = −30 mV. Each one between Rm, Cm, and Vm is varied according to time evolution (a) or (e). At t = 0, the considered variable is always
at its initial value. In (a), there is an immediate (Dt = 1ms) jump from 1 to 1.1. (b), (c), and (d) Variation of membrane voltage after the capacitance, resistance, or resting
potential, respectively, are varied according to curve (a). (f), (g), and (h) Variation of membrane voltage after the capacitance, resistance, or resting potential, respectively,
are varied according to curve (e) (Dt = 100 ms).

Capacitance

If a sudden change in capacitance occurs, the membrane volt-
age quickly changes according to the capacitor potential equation
[Eq. (3)], given that the amount of charge stored on the two sides
of the membrane (Qm) will initially remain constant. The voltage
change will result in a displacement current until the potential goes
back to its resting value and the charge accumulated on the capac-
itor is readjusted accordingly [Fig. 2(b)]. Such a dynamics has a
characteristic relaxation time τm = Rm ⋅Cm that is typically in the
millisecond time scale. Alternatively, if the change in capacitance
is slow, the effect will consist in a convolution between the varia-
tion of capacitance and the voltage relaxation to the resting poten-
tial, as the relaxation time τm will also be varying in time. The
behavior is depicted in Fig. 2(f). The maximum variation in the
membrane potential will be linked to the speed of the capacitance
change.

Resistance

At equilibrium, there is no current in the equivalent circuit.
Consequently, changes in the passive membrane resistance (Rm) do
not result in any variation of the membrane potential [Figs. 2(c) and
2(g)]. On the other hand, membrane resistance has an impact on
the relaxation time constant τm, meaning that the processes kinetics
will be different upon the variation of the equilibrium conditions,
i.e., due to modulation of membrane voltage and/or membrane
capacitance.

Resting potential

A sudden change in the battery potential (i.e., the resting poten-
tial) does not initially change the membrane potential. This will
evolve to a new equilibrium value slowly in time, according to the
characteristic time constant of the equivalent circuit [Fig. 2(d)].
When the change in the resting potential is not immediate, the mem-
brane potential response will be the convolution of a relaxation from
the starting value to the varying Vr that will eventually plateau after
the latter reaches a constant value [Fig. 2(h)]. Note that a change in
emf can lead to permanent changes in the resting potential value,
in contrast with what happens upon the variation of the capaci-
tance, where there is always a relaxation back to the starting resting
potential.

ROLE OF THE EXOGENOUS PHYSICAL STIMULI

In this section, we will introduce the most popular techniques
used to perturb biological membranes and discuss about their effects
on the equivalent circuit parameters.

Current injection

A current I0 injected across the membrane initially induces the
displacement of charges on the capacitor. The potential difference
changes according to V(t) = I0 ⋅ Rm ⋅ (1 − e−

t
τ ) until it compensates

the voltage drop reaching Vm = I0 ⋅Rm.
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Such a change in voltage can induce the opening or closing
of voltage sensitive channels,24 which, in turn, shifts the resting
potential of the cell (by changing the membrane permeability, Rm).
Depending on the type of channels present in the membrane, such
an opening can trigger cascade mechanisms like the ones that lead
to action potential firing in excitable cells.

In standard electrophysiology, current injection is typically
obtained by using the patch-clamp electrode in the current-clamp
or voltage-clamp mode. Alternatively, inward or outward current
flows can be related to the drug induced opening of an ion chan-
nel in response to a specific stimulus. Less invasive techniques more
relevant here are based on the use of microelectrodes or flat contacts
that, when polarized, support a current to a counter electrode usually
nearby. Electrodes of many different shapes have been tested, includ-
ing needles, dots, or mushroom-like hemispheres.25,26 The geometry
of the circuit controls the space resolution that can be achieved by
this stimulation. The use of electrical stimulation by current injec-
tion is well established, especially in vivo.27,28 Yet, it bears a number
of drawbacks, such as the limited space resolution due to current
spreading, the fading in time of the efficiency due to electrode degra-
dation, inflammation reactions and the detrimental effect of the
current flow through tissues, that generate reactive oxygen species
(ROS).

Electric field

A static electric field across the biological membrane acts with a
force upon the ions. It makes a difference to consider mobile ions or
adsorbed ions. About the former, their motion under the field can be
rationalized as a current flowing in the circuit. The potential across
the membrane will change as long as the external stimulus is applied.
As in the case of current injection, the voltage change can induce a
response in voltage sensitive channels and potentially trigger cascade
mechanisms, leading to membrane potential polarization.

If the applied electric field is strong enough, it could also inter-
act with the physically adsorbed surface ions. For instance, the field
could strip some of the ions, changing the equilibrium between
adsorption and desorption. A possible scenario is the presence of
a photoinduced negative charge adjacent to the membrane, for
instance, supported by excited nanoparticles. The field could prefer-
entially strip a positive ion away from the closer side and enhance the
accumulation on the opposite side of the membrane. This unbalance
would change the intramembrane electrical field, leading to local
effects, which could potentially affect membrane stability or induce
conformational changes in membrane proteins sensitive to the elec-
tric field, such as voltage-dependent ion channels. Another phe-
nomenon, suggested by Heimburg,22 is the reduction in the phase
transition temperature of the membrane by the electric field. Under
physiological conditions, this could be enough for triggering a phase
transition.

Electrostatic perturbation can be achieved by capacitive cou-
pling through an electrode or a photo-electrode placed adjacent
to the membrane, forming a cleft of 10 nm–100 nm. Charge accu-
mulates at the electrode surface and generates the perturbing elec-
tric field whose effect on the membrane depends on the coupling
efficiency. The latter is mainly limited by the electrical conductiv-
ity of the cleft whose size and composition are, however, hard to
be known. Even if a precise tailoring is not possible, there is a

general consensus on the role of the interface geometry and a
plethora of examples have been reported in the literature, including
silicon nanorods,29 conjugated polymers nanostructures,30–33 car-
bon nanotubes,34 and inorganic semiconductor nanostructures.35,36

Variation of membrane dielectric environment

A small change in the dielectric function ϵ, which does not lead
to drastic changes in membrane interfacial energy or pore forma-
tion, may still affect the capacitance as described by the following
equation:

dC
C
= dϵ

ϵ
. (4)

In this case, the overall consequence will be a transient change
in membrane voltage with a return to equilibrium, as shown in
Figs. 2(b) and 2(f). Note that the change in the dielectric func-
tion can also be a consequence of a change in temperature, as dis-
cussed below. The change in the dielectric environment of the lipid
membrane also has an impact on the partition energy and, thus,
on the membrane permeability. This condition can be achieved via
the insertion of exogenous molecules in the membrane.37 Notably,
a variation in the dielectric function can also affect the folding of
trans-membrane proteins. The transient change in membrane volt-
age, which is expected when the dielectric permittivity variation is
induced by molecules percolating inside the lipid bilayer,38 can lead
to opening or closing of active channels.

Mechanical strain on the membrane

In general, we can assume that the membrane can undergo
two main effects when subjected to a mechanical strain, namely,
stretching/shrinking and thinning/thickening. Note that according
to a simple continuum elastic model, the two effects strictly corre-
late. The change in thickness induces a variation in the membrane
capacitance following the law

dC
C
= (− 1

h
+ 1

ϵ
∂ϵ
∂h
)dh. (5)

The dielectric function depends on the density; this, in turn, intro-
duces a dependence of ε on membrane thickness that is additional
to the change in geometry. However, the latter effect is usually small
and can be neglected, meaning that an increase/decrease in thick-
ness is inversely related to capacitance, in accordance to the 1/h
dependence and in the absence of any other concomitant effect (i.e.,
modification of the membrane permeability and integrity).

The use of photo-mechano-transducers exploiting the steric
hindrance change has been exploited effectively for modulating the
membrane capacitance in both model membranes and living cells.
An important family of photo-mechano-transducers is represented
by azobenzene derivatives, which photoisomerize between the elon-
gated trans isomer and the bent cis isomer under UV–Vis light illu-
mination.39 Fujiwara and Yonezawa tested an aliphatic amphiphilic
azobenzene derivative to change the capacitance of black lipid mem-
branes in response to prolonged (several seconds) ultraviolet illu-
mination.40,41 They obtained a permanent modification of their
membrane state; however, to our knowledge, their molecules were
not tested in living cells. Recently, the effect of a new amphiphilic
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azobenzene was reported. Such an actuator dwells into the plasma
membrane in a non-covalent manner. Upon illumination for
10 ms–100 ms with visible light, they induce transient hyperpolariza-
tion followed by delayed depolarization in neurons, triggering action
potential firing both in vitro and in vivo.42,43 The optomechanical
stimulation mechanism resides in the trans → cis photoreaction of
azobenzenes that results in membrane thinning/thickening, possibly
due to a supramolecular phenomenon. Such an effect has also been
validated by several experimental techniques, including neutron
scattering.44 Specifically, in the dark, the elongated trans isomers can
dimerize, causing a thinning of the membrane and an increase in its
electrical capacitance, while illumination triggers the formation of
a stable population of bent cis isomers. Thus, the disruption of the
dimers leads to restoration of membrane thickness and capacitance.
Overall, these resemble molecular machines mimicking the opening
and closing of a clip.

Mechanical perturbation of the lipid membrane has also been
achieved via the insertion of amphiphilic conjugated oligo elec-
trolytes (COEs)45,46 that exploit Coulomb interaction between ions
in the dark. Upon insertion, COEs structurally distort the mem-
brane, as the lipid phosphate heads are drawn toward the center of
the bilayer by the cationic groups of the COE structures.47 In con-
trast to the capacitance modulation mechanism, such an approach
has been found to facilitate the transmembrane movement of ions
across mammalian membrane patches48 and decrease the electrical
resistance of Escherichia coli cells.49 There is yet no evidence of a
light triggered response based on this type of phenomenon.

Other effects that can occur upon application of mechanical
strains are linked to the response of ion channels and pumps. Indeed,
it is known that in some membranes, both the resistance and the
resting potential can change upon the application of a mechani-
cal strain50,51 owing to the presence of specific mechanosensitive
channels.52

Activation or inactivation of ion pumps

Pumps are active proteins that balance chemical concentrations
on the two sides of the membrane. Some pumps are responsible for
potentially harmful compounds’ expulsion from cells and take an
active role in antibiotic resistance.7,53,54 Others, instead, affect ion
concentrations inside the cell and keep a gradient between the inside
and the outside. Such a gradient is responsible for the formation of
a Nernst potential and can be used in the GHK equation [Eq. (2)],
which can be rewritten as follows:

Vr =
RT
F

ln
⎛
⎝
∑pA[A

+]
O
+∑pB[B

−]
I

∑pA[A+]I +∑pB[B−]O
⎞
⎠

. (6)

The typical volume of a cell is in the order of picoliters or less, while
the extracellular medium is typically a much larger volume in vitro.
The difference in volume is order of magnitudes, and this allows us
to reasonably assume that ion pumps of one cell can only alter the
ionic concentration of the cytosol, leaving basically unchanged the
extracellular medium. Hence, focusing on the variation of only one
ionic species (i.e., a positive ion X+), the derivative becomes

dVr

d[X+]I
= −RT

F
∑pA[A

+]
O
+∑pB[B

−]
I

∑pA[A+]I +∑pB[B−]O
pX[X

+]
i
. (7)

A permanent variation in the activation/inactivation mechanism of
ion pumps leads to a constant change in the membrane resting
potential.

In this regard, research in optogenetics has identified and
developed the light-driven chloride pump halorhodopsin from
Natronomonas pharaonis and the light-driven proton pump
archaerhodopsin from Archaebacteria that under illumination gen-
erate outward currents for the temporally precise optical inhibition
of neural activity.55

Closing or opening of ion channels

Similar to ionic pumps, the channels allow for the passage of
ions through the membrane, but, different from pumps that move
ions creating a gradient, channels can let ions cross the membrane
along the electrochemical gradient generated by the pumps. Ion
channels can be passive structures that allow for the passage of ionic
current on the basis of the electrochemical gradient or active struc-
tures that open in response to a variety of stimuli such as changes
in the membrane potential, neurotransmitters released at the synap-
tic level, the stretch of the membrane, and physical–chemical stimuli
of the extracellular (H+ concentration, temperature) or intracellular
(second messengers, phosphorylation) media.

Ion channels opening/closing have a strong impact on mem-
brane permeability. In particular, assuming that these channels are
able to maintain a constant ionic concentration difference across the
membrane, an assumption that is generally valid unless during the
occurrence of an action potential, the change in the permeability can
be treated using the GHK equation [Eq. (2)] that, for a variation in
permeability of cation X, can be adapted in the following expression:

dVr

dpX
=RT

F
pX
⎛
⎝

[X+]
O

∑pA[A+]I +∑pB[B−]O

−
[X+]

I

∑pA[A+]O +∑pB[B−]I
⎞
⎠

. (8)

The global effect is then a change in both the membrane rest-
ing potential and resistance, which leads to a constant shift in the
membrane potential.

An ion channel can be “gated” in a large variety of ways, which
are well documented in the literature. A common way to affect the
ion channel status is to change the membrane potential. Depolar-
ization leads to ion channel opening (voltage gated channels), and
often fundamental processes spring from this initial step. Counter-
intuitively, hyperpolarization may also lead to ion channel opening
and eventually depolarization as in the case of hyperpolarization-
activated and cyclic nucleotide-gated (HCN) channels. Other natu-
ral phenomena can be mimicked by artificial stimuli, such as chem-
ical or pharmacological gating. Those stay in the more standard
biotechnology toolbox and should not be considered here. However,
it is worth noting the recent development of artificial neurotransmit-
ter (ions) pumps based on organic bio-electronics.56,57 Two other
effective approaches are optogenetics—which induce the expression
of artificial ion channels that can be controlled by light58—and cova-
lent attachment of photochromic molecules to ion channels that
drives opening or closing upon isomerization.59–61
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Temperature variations

A change in temperature (T) can act on all the electrical
properties of the membrane equivalent circuit, not considering
other specific effects such as T-dependent ion channels. Capaci-
tance, resistance, and voltage follow empirical laws as described
below.

Capacitance increases linearly with temperature, at least for
small variations, in accordance with the universal rate equation
ΔC/C = αΔT, with α = 0.003 K−1.62,63 This behavior is unexpected, as
heating should, in principle, lead to thermal expansion, thus causing
an increase in membrane thickness and a reduction in capacitance.
Even when considering the ion distributions on the two sides of
the membrane, as described by the coupled Boltzmann and Poisson
equation,19 the increase in temperature leads to a reduction in capac-
itance. The experimental observation is thus pointing out a different
phenomenon, generically assigned to a phase transition in the mem-
brane that becomes thinner with a larger area, upon increasing the
temperature.

The membrane resistance follows the exponential law,63,64

Rm = R0
mQ
−

T−T0
10

10 , (9)

where Q10 is an empirical parameter. From Eq. (9), we see that
an increase in temperature brings to a reduction in membrane
resistance.

The resting potential follows a power law,63

Vr = V0
r (

T
T0
)

αV

, (10)

where αV is again an empirical parameter, typically smaller than
1. An increase in temperature leads to an increase in the abso-
lute value of the membrane potential. The resting potential
being typically negative means that high temperatures lead to
hyperpolarization.

In Fig. 3, we show the prototypical behavior of the membrane
potential in a model cell subjected to a temperature rise. For a sud-
den change in temperature [Figs. 3(a) and 3(b)], the cell initially
depolarizes due to the change in capacitance. This process relaxes
back to equilibrium with the characteristic membrane time con-
stant. Concomitantly, the increase in baseline temperature causes
resting potential hyperpolarization according to the GHK equation
[Eq. (2)]. In typical real cases, heat stimuli are supplied by pulsed
laser excitation. These kinds of stimuli resemble the ones shown in
Fig. 3(c). A fast rise in temperature to a plateau occurring in the
time scale of tens of milliseconds is followed by a slower cooling.
Under such conditions, the membrane voltage [Fig. 3(d)] initially
rises (depolarization) due to the capacitance increase, as already
discussed, and subsequently relaxes to the new resting potential,
which is typically lower than the initial one (hyperpolarization).
When heating stops and the cool-down begins, a slow relaxation to
the initial resting potential returning to the start state occurs. Such

FIG. 3. Representative curves of membrane voltage evolution after temperature variations. The cell parameters were set at R0
m = 500 MΩ, C0

m = 30 pF, and V0
r = −30 mV.

The temperature varies according to curves (a) and (c). In the case of a sudden temperature change, the membrane voltage (b) first increases (depolarization), due to the
increase in capacitance, and then decays to a new resting voltage, which is less than the initial state (hyperpolarization). When the temperature variation is slow as in (c),
the membrane voltage variation (d) is a convolution between the sudden behavior and the slow variation of temperature and depends on the time constant (τ = RC) of the
system.
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simulation well-reproduces what is observed in HEK cells lying on
top of a photoexcited conjugated polymer film.63 We note here
that a rise in temperature could reduce the adsorption, favoring
desorption of fixed ions at the membrane phospholipids heads.
This would lead to a change in the electrostatic strain onto the
hydrophobic membrane core, reducing the thickness. This mecha-
nism could contribute to the membrane thinning upon rising the
temperature.

Local temperature variations to induce biological effects have
been considered since long ago. Infrared radiation can deposit
energy into the cell medium and lead to local heating.62 Infrared
requires high intensity, in the order of 10 W/mm2. Temporal and
spatial thermal confinement is necessary to achieve neuronal stim-
ulation while reducing tissue damage.65 This requires optical pulses
longer than 500 ns and shorter than 200 ms. Infrared-induced acti-
vation seems to be due to a brief spatiotemporal thermal gradient,
whereas neuron silencing is assigned to an increase in the base-
line temperature,66 according to the above discussion. This method
can be spatially imprecise due to the non-localized water absorption
process, an effect that can also lead to long-term photodegradation
effects, likely driven by ROS production. For these reasons, vari-
ous light-to-heat nanotransducers that are able to spatially confine
the thermal effect have been introduced recently.61 Note that we
exclude here thermal dynamic therapy and stay focused on mild
effect aimed at cell stimulation and not at cell death. Given their
easy delivery through injection, their optical properties, and their
tunability, nanoparticles are the most interesting actuators for cell
thermal stimulation. Typically, metallic dots such as gold nanopar-
ticles are used.67,68 Here, the surface plasmon photoexcitation is
exploited to convey large amounts of energy to electrons that quickly
thermalize realizing energy to the metal lattice, thus leading to a tem-
perature rise.69 The required light intensity can be very high, in the
100 W/mm2 range. Visible light penetration is limited to few mm
from the surface due to absorption and scattering. To overcome such
a limitation, particles that heat up due to an oscillating magnetic field
are also considered,70 bringing the advantage of deep stimulation
into a tissue.

CONCLUSIONS

To summarize, an equivalent circuit containing effective elec-
trical components seems to be a useful and simple physical model
able to capture the essential features of cell stimulation via mem-
brane perturbation. The model correctly predicts the effect of exter-
nal stimulation, provided that the specific effect on each compo-
nent is known, although such a reductionist approach does not fully
explain the occurrence of certain physiological phenomena, as in the
case of the thermal increase in capacitance. A reasonable specula-
tion is that this can be due to a phase transition in the membrane
structure. Here, we speculate that fixed ions adsorbed at the mem-
brane may play a role too. Recent developments using molecular
intramembrane switches open new ways to obtain cell stimulation
by low invasiveness membrane perturbation. A deep understanding
of the membrane physics through the study of new membrane actua-
tion mechanisms will lead to the development of the next generation
biotic/abiotic interfaces for application in artificial organs and brain
machine interfaces.
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53M. R. L. Stone, U. Łapińska, S. Pagliara, M. Masi, J. T. Blanchfield, M. A. Cooper,
and M. A. T. Blaskovich, RSC Chem. Biol. 1(5), 395 (2020).
54J. Cama, M. Voliotis, J. Metz, A. Smith, J. Iannucci, U. F. Keyser, K. Tsaneva-
Atanasova, and S. Pagliara, Lab Chip 20(15), 2765 (2020).
55F. Zhang, L.-P. Wang, M. Brauner, J. F. Liewald, K. Kay, N. Watzke, P. G. Wood,
E. Bamberg, G. Nagel, A. Gottschalk, and K. Deisseroth, Nature 446(7136), 633
(2007).
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