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Cell-Free and User-Centric Massive MIMO Architectures for
Reliable Communications in Indoor Factory Environments

Mario Alonzo, Paolo Baracca, Saeed R. Khosravirad, and Stefano Buzzi
Factory automation is one of the use cases for 5G-and-beyond mobile networks where strict requirements in terms of latency,

availability and reliability are required. In this paper, we investigate the potentials of massive MIMO in delivering those promises
for industrial automation. Namely, communications between actuators (ACs) and Access Points (APs) inside an industrial scenario
is considered and different transmission modes are compared: joint transmission (JT) where the distributed antennas are used to
communicate with each AC, cell-free transmission (CFT) where all the ACs are served by all APs, single AP transmission (SAT)
where each AC is served by only one AP, and user-centric transmission (UCT) where each AC is served by a subset of APs. A power
control strategy, aimed at maximizing the minimum signal-to-interference plus noise ratio (SINR), is also introduced. Numerical
results, shown in terms of downlink SINR and achievable rate, evaluated using the final block length capacity formula (FBLC),
demonstrate that the use of distributed antenna setting and of power control bring substantial performance improvements in terms
of reliability and latency.

Index Terms—Distributed MIMO, cell-free massive MIMO, user-centric approach, microwave, signal-to-interference plus noise
ratio, power control, wireless networks, factory automation.

I. INTRODUCTION

IN the recent past, the use of wireless communications
in factory automation has attracted a lot of interest in

the scientific community [1]–[4]. Indeed, using wireless links
permits avoiding the installation and maintenance of the
network cables, providing increased robusteness and greater
flexibility. Wireless factory automation is thus one of the most
important use-cases of the fifth-generation (5G) of mobile
networks [2]. 5G systems have to satisfy a wide set of
stringent requirements, such as low latency, high reliability,
and availability. This has led to the concept of ultra reliable
and low latency communications (URLLC) [5], [6], which are
instrumental to the development of new applications such as
autonomous driving, remote control of drones, and wireless
control of actuators (ACs) in factories. To this end, the 3rd
Generation Partnership Project (3GPP) has already defined
different indoor industrial scenarios, with strict requirements
on the latency [7], and several research groups worldwide are
addressing the design of URLLC systems. Paper [8] addresses
the analysis in terms of coverage and capacity for different
strategies, wherein a frequency planning is used to enhance
the system performances. The work [9] has shown that in
industrial scenarios, with focus on URLLC and on traffic anal-
ysis, network slicing can be a good strategy to satisfy different
requirements given by both low-latency and high data rates. In
[10] it has been demonstrated that, in industrial applications,
under suitable hypotheses such as the deterministic traffic
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pattern, it is possible to shorten the size of OFDM preamble to
reduce the latency, by adopting techniques for packet detection
of OFDM signals. The work [11] addressed the problem of
resource allocation of short packet transmission for factory
scenarios by comparing four different transmission schemes,
orthogonal multiple access (OMA), non-orthogonal multiple
access (NOMA), relay-assisted transmission and cooperative
NOMA (C-NOMA) transmission. Under suitable constraints,
the authors described an optimization problem aimed to jointly
optimizing the blocklength and power allocation to mini-
mize the decoding error probability. Paper [12] considered a
scenario wherein the access points (APs) form a distributed
multiantenna system, to communicate with the active ACs in
the factory, assuming that the small scale fading was modelled
as the common Rayleigh fading, instead, a path-loss model for
industrial scenario was used [13]. The performances in term
of SINR, for different deployments, different beamforming, in
case of equal and optimal power allocation [14] was analyzed.
In [15], the authors analyse the Distributed MIMO (D-MIMO)
systems for industrial scenarios, by exploiting a more realis-
tic 3GPP compliant spatial channel model [16], taking into
account the small scale fading model in conjunction with a
path-loss model defined in [13]. It is shown in the paper that
by using a distributed multiantenna architecture it is possible
to improve the network reliability. In particular, the authors
addressed the problem of Link Adaptation (LA), considering
the block error rate (BLER) as KPI and evaluating different
transmission modes, beamformers, with varying number of
APs and ACs. That paper focused the attention to a target
BLER of 10−5, which is an extremely low value, required in
the URLLC.

In this work, we study transmission modes in a distributed
antenna setting for industrial scenarios. We build upon a
recently proposed network architecture concept, dubbed cell-
free (CF) networks. [17]. In CF, all the APs serve all the ACs,
and all the APs are connected through a backhaul link to a
central processing units (CPU), but every AP performs channel
estimation locally, and the channel estimates are not shared
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among APs. Moreover, the beamformers are locally evaluated,
which leads to a limited usage of the backhaul link. During the
downlink data transmission, the CPU sends the data symbols
to the APs to be then forwarded to all ACs. In addition to
CF, it is possible to derive the user-centric (UC), similarly to
[18], wherein each AC, based on an association rule, has to
choose the APs to connect to; this approach permits to reduce
the amount of data to be sent through the backhaul link. In
case of conjugate beamforming, a lower bound for the signal-
to-interference-plus-noise ratio (SINR) can be evaluated in a
closed form, as discussed in [17]. Moreover, a rate analysis
will be addressed, by using the recent FBLC formula [19],
which takes into account the length of the codewords and a
target error. The problem of power control is also addressed,
in order to maximize the minimum SINR across users; this
is extremely important when reliability is more critical than
data rates. The Time Division Duplex (TDD) protocol is
considered, in order to exploit the reciprocity of the channel.

The paper is organized as follows. Section II contains the
system model, while Section III is devoted to the description
of transceiver processing. The adopted performance measures,
i.e. the SINR and the finite blocklength rate, are illustrated
in Section IV, while Section V contains the discussion of the
power control rule. Numerical results are discussed in Section
VI, while, finally, concluding remarks are reported in Section
VII.

Notation. We use (·)T and (·)H to denote transpose and
conjugate transpose, respectively. ‖X‖ is the norm of X, X:,n

indicates the n-th column of matrix X.

II. SYSTEM MODEL

An industrial scenario represented by an indoor factory hall
is considered. We denote by K the total number of ACs
equipped with a single antenna element, by J the number
of APs distributed in the factory hall, and by MTOT the
total number of antenna elements, thus implying that M =
MTOT /J is the number of antennas for each AP.

We consider the cases of
a) centralized deployment1, where a single AP equipped

with MTOT antennas is placed at the center of the factory
hall, so that the communication infrastructure resembles
a single-cell network;

b) distributed deployment, where J APs equipped with M
antennas each are placed in the factory hall; in this
situation the communication infrastructure resembles a
multi-cell network. The APs are assumed to be connected
to a central processing unit (CPU) through reliable links.

We denote by hk,j the (M×1)-dimensional uplink channel
vector between the k-th AC and the j-th AP2, defined as:

hk,j =
√
βk,jfk,j , (1)

where βk,j represents the large scale fading, i.e. path-loss plus
shadowing, while fk,j is the small scale fading vector, whose

1This deployment is considered as a benchmark to enable comparison
with distributed deployments.

2For the case of centralized deployment there will be just one channel
vector, hk,1, for any k = 1, . . . ,K.

entries are a sequence of i.i.d. CN (0, 1) random variables.
Since the time division duplex protocol is used, we have
channel reciprocity and the downlink channel between the j-th
AP and the k-th AC is expressed as hHk,j .

A. Transmission modes

Four different transmission modes to serve the ACs are
considered in this paper.

1) Joint Transmission (JT). All the APs serve all the ACs
by using the same time-frequency resource. In this case,
the system is equivalent to a network with a single AP
having distributed antennas. All the computations of the
downlink beamformers are done by the CPU.

2) Single AP Transmission (SAT). Each AC k is served only
by one AP, whose index is denoted by jk. A reasonable
choice is to let every AC to be served by the AP with
the strongest large scale fading coefficient, i.e.

jk = arg max
j=1,2,...,J

βk,j , k = 1, . . . ,K . (2)

SAT mode resembles a traditional wireless cellular net-
work where each mobile device is linked to one base
station at a time.

3) Cell-Free Transmission (CFT). Following the transmis-
sion scheme developed in [17], [20], in this case all the
APs serve all the users, similar to the JT case, but the
channel estimates computed at the APs are not shared
by the CPU and, instead, the beamformers are computed
locally. The CFT is thus a simplified version of the JT
with less deployment complexity.

4) User-Centric Transmission (UCT). Following the scheme
proposed in [21], this transmission mode resembles the
CFT, with the difference that now every AC is served
by a certain subset of APs. Although several AC-AP
association rules can be conceived, in this paper we will
restrict our attention to the case in which every AC is
served by a certain number, say N , with N ≤ J , of
APs. A possible strategy may be to let the k-th AC
to be served by the N APs that have the strongest
large scale fading coefficients. Otherwise stated, letting
jk(1), jk(2), . . . , jk(J) a sequence of indexes such that
βk,jk(1) ≥ βk,jk(2),≥ . . . ≥ βk,jk(J), in the UCT
mode the k-th AC is served by the APs with indexes
jk(1), jk(2), . . . , jk(N). We will denote by J (k) the set
of APs serving the k-th AC. Similarly, K(j) will denote
the set of ACs served by the j-th AP. Clearly, if j̃ ∈ J (k̃),
then we have k̃ ∈ K(j̃).

It is worth noting that in a centralized deployment (i.e.
J = 1) all the above transmission modes end up coincident.
Additionally, it is useful to realize that the transmission modes
SAT, CFT and UCT can be treated in an unified way, since
they can be obtained through a proper definition of the sets
{J (k)}Kk=1; in particular, we have that SAT corresponds
to the choice J (k) = {jk(1)}; CFT corresponds to the
choice J (k) = {1, . . . , J}; and, finally, UCT for a given N
corresponds to the choice J (k) = {jk(1), jk(2), . . . , jk(N)}.
Finally, as regards the load on the backhaul link in distributed



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/OJCOMS.2021.3089281, IEEE Open
Journal of the Communications Society

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER < 3

deployments, it is easy to realize that JT poses the largest load
on the backhaul, followed in decreasing order by CFT, UCT,
and SAT.

III. TRANSCEIVER PROCESSING

We now describe the needed transceiver processing for
the above mentioned transmission modes and deployment
strategies.

A. Uplink training

Regardless of the transmission mode and of the deployment
strategy, during the uplink training the ACs transmit pilot
sequences in order to enable channel estimation at the APs.
Let T be the length (in discrete-time samples) of the training
sequences. We define by Φ ∈ CT×K the matrix containing on
its k-th column the pilot sequence sent by the k-th AC. We
assume that this matrix has orthogonal columns, with unitary
norm. The received signal, Yj , at the j-th AP is an M × T -
dimensional matrix, written as:

Yj =
K∑
k=1

√
ηUL−Tk hk,jΦH

:,k + Wj . (3)

In the above equation, ηUL−Tk = η̃UL−Tk T is the transmitted
power by the k-th AC, Φ:,k is the k-th column of Φ, Wj is the
M × T -dimensional matrix of thermal noise samples, whose
entries are assumed to be i.i.d. CN (0, σ2

w) random variables.
Based on the observable (3) at the j-th AP, in order to estimate
the channel from the k-th AC hk,j , a projection onto the k-th
pilot sequence is done:

y̌k,j = YjΦ:,k =
√
ηUL−Tk hk,j+
K∑

l=1,l 6=k

√
ηUL−Tl hl,jΦH

:,lΦ:,k + WjΦ:,k .

(4)
Given the M -dimensional vector y̌k,j , and, assuming that
the large scale fading coefficients are known at the APs, a
linear minimum mean square error (LMMSE) estimate for the
channel vector hk,j is obtained as follows:

ĥk,j =

√
ηUL−Tk βk,j

K∑
l=1

ηUL−Tl βl,j | ΦH
:,lΦ:,k |2 +σ2

w︸ ︷︷ ︸
αk,j

y̌k,j . (5)

Some remarks are now in order. First of all, other channel
estimation strategies can be pursued; in this paper, we consider
LMMSE estimation due to its simplicity and optimality among
linear estimation rules. Next, notice that channel estimation
is performed locally at each AP. For CFT and UCT and
SAT, this information is exploited locally for computing the
beamformer; for the case of JT, instead, these estimates are to
be sent to the CPU.

B. Downlink transmission and beamforming criteria

Let us detail now the transmitted signal model. Denoting
by xk(n) the unit-energy information symbol to be sent to the
k-th AC in the n-th symbol interval, and by ηk,j and qk,j the
transmit power and the M -dimensional transmit beamformer
used at the j-th AP to transmit to the k-th AC, respectively,
the signal transmitted by the j-th AP for SAT, CFT and UCT
can be generally expressed as

sj(n) =
∑

k∈K(j)

√
ηk,jqk,jxk(n) . (6)

The signal received by the k-th AC can be easily shown to be
expressed as

x̂k(n) =
J∑
j=1

hHk,jsj(n) + zk(n)

=
∑

j∈J (k)

√
ηk,jhHk,jqk,jxk(n)+

K∑
l=1,l 6=k

∑
j∈J (l)

√
ηl,jhHk,jql,jxl(n) + zk(n),

(7)
where zk(n) is the additive thermal noise distributed as
CN (0, σ2).

For the case of JT, instead, denoting by ηk the overall
power used to transmit to AC k, the M -dimensional vector
transmitted by the j-th AP in the n-th interval is written as

sj(n) =

K∑
k=1

√
ηkqk,jxk(n) . (8)

Upon letting qk = [qTk,1,q
T
k,2, . . . ,q

T
k,J ]T and hk =

[hTk,1,h
T
k,2, . . . ,h

T
k,J ]T denote the MTOT -dimensional overall

beamformer and channel vector for AC k, the signal received
at the k-th AC can be shown to be written as

x̂k(n) = ηkh
H
k qkxk(n)+

K∑
l=1,l 6=k

ηlh
H
k qlxl(n)+zk(n) . (9)

Deferring to the next section the discussion about the
used power control rules, we focus now on the problem of
beamforming design. Several beamformers will be considered
here.

1) Maximum ratio transmission (MRT)
The MRT beamformer (a.k.a. channel matched beamformer)

is simply defined as q(MRT )
k = ĥk/‖ĥk‖, for JT mode, and

as q(MRT )
k,j = ĥk,j/‖ĥk,j‖, for SAT, CFT, and UCT modes.

2) Full zero forcing (FZF)
Zero-forcing strategies tend to nullify the interference con-

tribution through projection along suitable signal subspaces.
For the case of JT, interference cancellation can take place
only if K ≤ MTOT . Under this assumption, letting Ĥ =
[ĥ1, . . . , ĥK ]H be the (K × MTOT )-dimensional whole es-
timated channel matrix, and defining Q = Ĥ

H
(ĤĤ

H
)−1, the

FZF beamformer to be used when transmitting to the k-th
AC is written as: q(FZF )

k = Q:,k/‖Q:,k‖. This beamformer is
computed by the CPU; then it is split into J parts with M
entries each and sent to the APs.
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Let us consider now the case of SAT, CFT and UCT
modes. In this case, the zero-forcing projection is to be
done on M -dimensional vectors, so interference cancellation
can be obtained only if K ≤ M . Under this assumption,
letting Ĥj = [ĥ1,j , . . . , ĥK,j ]

H be the (K ×M)-dimensional
whole estimated channel matrix at AP j, and defining Qj =

Ĥ
H

j (ĤjĤ
H

j )−1, the FZF beamformer to be used at the j-th
AP when transmitting to the k-th AC is written as q(FZF )

k,j =
Qj :,k

/‖Qj :,k
‖.

3) Partial zero forcing (PZF)
As discussed above, FZF beamforming is capable of nulli-

fying the interference only if the number of ACs is not larger
than the number of antennas at the APs. Moreover, when the
number of ACs approaches the number of antennas at the
AP, the performance starts degrading due to the well-known
noise enhancement effect [22]. In order to avoid this effect,
a compromise solution may be to adopt a PZF beamformer,
wherein every AP nulls the interference only to a subset of
the ACs in the system. A reasonable choice is to nullify the
interference only towards the ACs to which the greatest harm
is produced. In particular, with reference to SAT, CFT and
UCT modes, assuming that the k-th AC is served by the j-th
AP (i.e., k ∈ K(j)), let us denote by Nj < M , the number of
ACs to be protected from the interference generated by the AP
j when transmitting to the k-th AC. The PZF beamformer for
AP j and AC k can be then obtained as follows. Consider
the set {β1,j , β2,j , . . . , βK,j} − {βk,j} containing K − 1
coefficients and let kj(1), kj(2), . . . , kj(K−1) be a sequence
of indexes such the K − 1 coefficients of the set are ordered
in decreasing order. Build the ((Nj + 1) ×M)-dimensional
matrix Hk,j = [ĥk,j , ĥkj(1),j , ĥkj(2),j , . . . ĥkj(Nj),j ]

H . Define

the matrix Qk,j = Ĥ
H

k,j(Ĥk,jĤ
H

k,j)
−1; the PZF beamformer is

finally obtained as: qk,j = [Qk,j ]:,1/‖[Qk,j ]:,1‖.
The PZF beamformer for JT mode can be obtained through

similar steps. We omit the details for the sake of brevity.

IV. PERFORMANCE MEASURES

As performance measures we consider the downlink SINR
and the achievable rate under the FBLC [19].

A. SINR expressions for SAT, CFT and UCT modes

Given (7), it is easy to realize that an upper bound for SINR
of the k-th user follows as:

SINRUBk =

∣∣∣∣∣ ∑j∈J (k)

√
ηk,jhHk,jqk,j

∣∣∣∣∣
2

σ2
k +

∑
l=1,l 6=k

∣∣∣∣∣ ∑j∈J (l)

√
ηl,jhHk,jql,j

∣∣∣∣∣
2 . (10)

The superscript UB stands for upper-bound. We remark that
the UB expression (10) holds for any of the above described
beamformers. Since (10) depends on the true channel realiza-
tions, using it into the Shannon rate formula B log(1+SINR),
with B the communication bandwidth, leads to a rate that is an
upper bound of the achievable rate [23]. This bound becomes
tight when the channel state information accuracy improves,

and for perfect channel knowledge it provides the exact value
of the achievable rate.

In practical scenarios, however, where channel estimation
errors occur, using the SINR expression in (10) for computing
the achievable rate leads to optimistic results that are not useful
for conservative system design. To circumvent this problem,
a bounding technique, known as the "use and then forget"
bound [23, Chapter 2], can be used, which leads to a lower
bound on SINR that when plugged in the Shannon’s achievable
rate formula provides a lower bound for the achievable rate.
Assuming that each AC has the knowledge of the channel
statistics, starting from (7), we can write:

x̂k = E

[ ∑
j∈J(k)

√
ηk,jhHk,jqk,j

]
︸ ︷︷ ︸

Dk

xDLk +

( ∑
j∈J(k)

√
ηk,jhHk,jqk,j −E

[ ∑
j∈J(k)

√
ηk,jhHk,jqk,j

])
︸ ︷︷ ︸

Bk

xDLk +

+
∑
l 6=k

∑
j∈J(l)

√
ηk,jhHk,jql,j︸ ︷︷ ︸
Ik,l

xDLl + zk

(11)
where Dk, Bk, and Ik,j represent the strength of desired
signal, the beamforming gain uncertainty, and the interference
caused by the transmission to the l-th AC, respectively. A
lower bound to the SINR for the k-th AC can be thus written
as:

SINRLBk =
|Dk|2

E
[
|Bk|2

]
+

K∑
l=1,l 6=k

E
[
|Ik,l|2

]
+ σ2

k

(12)

The lower bound (12) holds for any beamformer. Closed
form expressions for the SINR (12) can be obtained for the
case of generalized MRT beamforming, i.e. for q(MRT )

k,j =

ĥk,j/‖ĥk,j‖λ, with λ ∈ {0, 1, 2} the normalization exponent
[24], [25].

For the case in which λ = 0, i.e. a non-normalized MRT
is employed, letting γk,j =

√
ηUL−Tk βk,jαk,jM , the SINR

lower bound can be shown to be expressed as in (13), shown
at the top of next page. The proof of expression (13) is reported
in Appendix A. Given the fact that non-normalized MRT
beamformers are used, the total average power transmitted by
AP j is now expressed as

Pj =
∑

k∈K(j)

ηk,jγk,j . (14)

B. SINR expressions for JT mode

Given expression (9), and following similar steps as in the
previous section, an upper bound for the SINR can be written
as:

SINRUBk =
ηk | hHk qk |2

σ2
k +

K∑
l=1,l 6=k

ηl | hHk ql |2
, (15)

where σ2
k is the thermal noise variance.
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SINRLBk =

( ∑
j∈J(k)

√
ηk,jγk,j

)2

K∑
l=1

∑
j∈J(l)

ηl,jβk,jγl,j +
K∑

l=1,l 6=k

( ∑
j∈J(l)

√
ηl,j

√
ηUL−T
k√
ηUL−T
l

βk,j

βl,j
γl,j

)2∣∣∣∣ΦH
:,kΦ:,l

∣∣∣∣2 + σ2
k

. (13)

Similarly, a lower bound can be also derived through the
"use and then forget" bound. Indeed, starting from (9), we
have:

x̂k = ηk(E[hHk qk]︸ ︷︷ ︸
Dk

)xDLk + ηk(hHk qk −E[hHk qk]︸ ︷︷ ︸
Bk

)xDLk +

∑
l 6=k

ηl hHk ql︸ ︷︷ ︸
Ik,l

xDLl + zk ,

(16)
which leads to the following expression

SINRLBk =
ηk|Dk|2

ηkE
[
|Bk|2

]
+

K∑
l=1,l 6=k

ηlE
[
|Ik,l|2

]
+ σ2

k

. (17)

Expression (17) can be given a closed-form expression for the
case of generalized MRT beamforming, i.e. for q(MRT )

k =

ĥk/‖ĥk‖λ, with, again, λ ∈ {0, 1, 2} the normalization expo-
nent [24], [25].

For the case in which λ = 0, i.e. a non-
normalized MRT is employed, as detailed in Appendix
B, we have (18), at the top of next page. where
Dk = blkdiag (αk,1IM , αk,2IM , . . . αk,JIM ) and
Bk = blkdiag (βk,1IM , βk,2IM , . . . βk,JIM ). The total

average transmitted power is now expressed as
K∑
l=1

ηlγl.

C. Finite Block Length Capacity

The SINR expression derived above can be used to compute
upper and lower bounds to the achievable rate. Traditionally,
the rate expression is written as Rk = B log2(1 + SINRk)
where B is the bandwidth, but this formula holds for asymp-
totically long Gaussian distributed codewords. When strict
latency constraints need to be met, as usually happens in the
case of remote machine control, coding schemes with short
codewords are used and the traditional rate formula does not
hold any longer. In [19], the FBLC formula was derived; in
particular, letting m be the length in symbols of the used
codeword and ε the target error probability, the k-th AC rate
in the finite block length regime can be approximated as

Rk ≈ B
[

log2(1 + SINRk)−

√
(1 + SINRk)2 − 1

m(1 + SINRk)2
Q−1(ε)

ln(2)

]
,

(19)
with Q−1(·) denoting the inverse Q-function. Inspecting (19),
it is readily seen that Rk is negative for small values of the
SINR3. To better understand such behaviour, it is possible
to consider the Taylor expansion of Rk with starting point

3In this negative area the FBLC is clearly approximated with a zero value.

SINRk = 0. Letting xk = SINRk, and taking xk � 1, the
following relations hold:

log2(1 + xk) ≈ xk
ln(2)

,

and √
1− 1

(1 + xk)2
≈
√

2
√
xk .

Then, for small xk, Rk can be approximated as:

Rk ≈
B

ln(2)

[
xk −

√
2

m
Q−1(ε)

√
xk

]
(20)

It is easily seen from the above equation that Rk = 0 for
xk = 0 and that the first order derivative at xk = 0 is
negative; the rate Rk thus departs from the zero value of the
SINR with a negative slope. This provides further evidence
that the finite blocklength capacity takes negative values for
small values of the SINR. It is also easily seen that this effect
disappears as m grows, i.e. we approach the case of infinitely
long codewords. Fig.1 shows the spectral efficiency for the
case of asymptotically long Gaussian distributed codewords,
and then shows the same spectral efficiency in the finite block
length regime (assuming ε = 10−5 and m = 100), along
with its first order approximation (20). It is clearly seen that
there is an excellent agreement between the exact value of
Rk and its first-order approximation for small values of the
SINR. Moreover, as expected, the finite blocklength spectral
efficiency is smaller than the classical Shannon expression of
the spectral efficiency.

V. POWER CONTROL STRATEGIES

A. Uniform power allocation
The simplest form of power control is the uniform power

allocation (UPA), wherein each AP uniformly splits its avail-
able power budget across the ACs it is connected to. Denoting
by Pmax,j the maximum power available at AP j, the power
coefficients ηk,j are expressed as

ηk,j =

{
Pmax,j

|K(j)| k ∈ K(j),

0 k /∈ K(j),
(21)

for the case of SAT, CFT and UCT modes with normalized
beamformers. If, instead, a non-normalized MRT beamformer
is used, then we have:

ηk,j =

{
Pmax,j

|K(j)|γk,j
k ∈ K(j),

0 k /∈ K(j) .
(22)

For the case of JT, denoting by Pmax the maximum available
power, and assuming that normalized beamformers are used,
we simply have ηk = Pmax/K, ∀k = 1, 2, . . . ,K. When a
non-normalized MRT beamformer is used, we have instead
ηk = Pmax

Kγk
.
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ηkγ
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ηUL−Tl tr(BlDHl Bk) +

K∑
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ηlη
UL−T
k tr2(DlBk)|ΦH

:,kΦ:,l|2+σ2
k

, (18)
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Figure 1: Plot, as a function of SINR, of the Shannon spectral
efficiency, finite blocklength spectral efficiency, and of its first order
expansion around the SINR value 0 (which is −∞ in logarithmic
units.).

B. Min-SINR maximum power allocation

Besides uniform power allocation, alternative power control
strategies can be realized. As an example, transmit powers
could be tuned to maximize the system sum-rate, or, also,
the energy efficiency [26]. However, in an industrial wireless
control setup it is important to provide a reliable wireless
link to all ACs, thus making it crucial for the optimization
framework to account for ACs with unfavorable channel. To
this end, it may be helpful to allocate transmit power in order
to maximize the minimum SINR across the K ACs. Notice
that, since the achievable rate is an increasing function of the
SINR4, this strategy also maximizes the minimum of the ACs’
rates.

1) SAT, CFT and UCT modes
For SAT, CFT, and UCT modes, the k-th AC SINR expres-

sion (13) can be written as

SINRk = ( ∑
j∈J(k)

√
ηk,jak,j

)2

K∑
l=1

∑
j∈J(l)

ηl,jb
(k)
l,j +

K∑
l=1,l 6=k

( ∑
j∈J(l)

√
ηl,jc

(k)
l,j

)2

ϕk,l + σ2
k

.

(23)
with suitable definitions of the coefficients ak,j , b

(k)
l,j and

c
(k)
l,j , and ϕk,l =

∣∣∣∣ΦH
:,kΦ:,l

∣∣∣∣2 The k-th AC SINR expres-

sion in (10) can be also represented as in (23) assuming
c
(k)
l,j = 0 ∀l, j, k, and b

(k)
l,j = 0 when l = k. Let us

4 As already discussed, this is also true for the rate expression in (19),
provided that the negative values of the rates in the low SINR region are
substituted by zero.

focus for the moment on the SINR lower bound expres-
sion in (13). Letting P = {ηk,j : j ∈ J (k),∀k = 1, . . . ,K}
be the set of unknown powers to be optimized, the prob-
lem (24), shown at the top of the next page, can be
considered. Introducing the new variables pk,j ,

√
ηk,j ,

εl,k ,

( ∑
j∈J(l)

pl,jc
(k)
l,j

)2

, and δ
(k)
j ,

∑
l∈K(j)

p2l,jb
(k)
l,j ,

and letting Q = {ηk,j : j ∈ J (k),∀k = 1, . . . ,K} ∪{
δ
(k)
j : j = 1, . . . , J

}
∪
{
εl,k : l, k ∈ {1, . . . ,K}2, l 6= k

}
the new set of variables to be optimized, problem (24) can be
equivalently re-written as5

max
Q

min
k=1,...,K

( ∑
j∈J(k)

pk,jak,j

)2

J∑
j=1

δ
(k)
j +

K∑
l=1,l 6=k

εl,kϕk,l + σ2
k

,

subject to:



pk,j ≥ 0 , k = 1, . . . ,K j = 1, . . . , J ,∑
k∈K(j)

p2k,jγk,j ≤ Pmax,j , j = 1, . . . , J , ∑
j∈J(l)

pl,jc
(k)
l,j

2

≤ εl,k ,∀l 6= k ,∑
l∈K(j)

p2l,jb
(k)
l,j ≤ δ

(k)
j , j = 1, . . . , J .

(25)
The objective function in (25) is quasi-concave. The proof
of this result is omitted since it is already available in [17].
Accordingly, the optimal solution to (25) can be obtained by
solving a sequence of convex feasibility programs, as detailed
in Algorithm 1.

The case in which the SINR expression to be considered
in the optimization problem is the upper bound (10) can be
treated similarly, with the only difference that the maximum
power constraint is now written as

∑
k∈K(j) p

2
k,j ≤ Pmax,j .

We omit the details for the sake of brevity.
2) JT mode

For the JT mode, it is seen that both the k-th AC SINR
expressions (15) and (18) can be written as

SINRk =
ηkak

K∑
j=1

ηjbk,j + σ2
k

, k = 1, . . . ,K (27)

with suitable definitions for the coefficients {ak}Kk=1 and
{bk,j}Kk,j=1. Letting η = [η1, η2, . . . , ηK ]T be the vector power

5Problem (25) is equivalent to (24) since at the optimal point the third
and fourth constraints in (25) are satisfied with equality. The proof of this
statement can be obtained by contradiction and is omitted for the sake of
brevity.
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max
P

min
k=1,...,K

( ∑
j∈J(k)

√
ηk,jak,j

)2

K∑
l=1

∑
j∈J(l)

ηl,jb
(k)
l,j +

K∑
l=1,l 6=k

( ∑
j∈J(l)

√
ηl,jc

(k)
l,j

)2

ϕk,l + σ2
k

,

subject to:


ηk,j ≥ 0 , k = 1, . . . ,K j = 1, . . . , J ,∑
k∈K(j)

ηk,jγk,j ≤ Pmax,j , j = 1, . . . , J .

(24)

Algorithm 1 Bisection algorithm for solving problem (24)

1: Choose tmin = 0 and tmax as a number certainly larger
than the maximun SINR, e.g. tmax = 108. Choose a
tolerance ε̄ > 0.

2: while tmax − tmin > ε̄ do
3: Set t = tmax+tmin

2
4: Solve the following convex feasibility program

‖sk‖ ≤
1√
t

( ∑
j∈J(k)

pk,jak,j

)
, k = 1, . . . ,K

pk,j ≥ 0 , k = 1, . . . ,K j = 1, . . . , J ,∑
k∈K(j)

p2k,jγk,j ≤ Pmax,j , j = 1, . . . , J , ∑
j∈J(l)

pl,jc
(k)
l,j

2

≤ εl,k ,∀l 6= k ,∑
l∈K(j)

p2l,jb
(k)
l,j ≤ δ

(k)
j , j = 1, . . . , J .

(26)

5: if Problem (26) is feasible then
6: tmin = t
7: else
8: tmax = t
9: end if

10: end while

to be optimized, the problem at hand can be expressed as

max
η,t

t ,

subject to:



ηkak
K∑
j=1

ηjbk,j + b0,k

≥ t , k = 1, . . . ,K ,

ηk > 0 , k = 1, . . . ,K ,
K∑
l=1

ηl ≤ Pmax .

(28)
Problem (28) can be solved efficiently by a bisection search,
in each step solving a sequence of convex feasibility problems
[27] as detailed in Algorithm 2. In problem (28), the maximum
power constraints

∑K
l=1 ηl ≤ Pmax refers to the case in which

normalized beamformers are used; if, instead non-normalized
MRT beamformers are employed, then the constraint becomes∑K
l=1 ηlγl ≤ Pmax.
With regard to the computational complexity of the pro-

posed algorithms, it is worth underlining that we are dealing

Algorithm 2 Bisection algorithm for solving problem (28)

1: Choose tmin = 0 and tmax as a number certainly larger
than the maximun SINR, e.g. tmax = 108. Choose a
tolerance ε̄ > 0.

2: while tmax − tmin > ε̄ do
3: Set t = tmax+tmin

2
4: Solve the convex feasibility program (28)
5: if Problem (28) is feasible then
6: tmin = t
7: else
8: tmax = t
9: end if

10: end while

with convex feasibility programs, which can be efficiently
solved in few iterations through off-the-shelf numerical rou-
tines. Given the fact that the quantities to optimize are just
fraction of polynomials (for the JT mode even fraction of
linear terms), the complexity of gradient-based methods is
proportional to the number of variables to be optimized, which
equals the number of ACs K times the average number of APs
serving each AC.

VI. NUMERICAL RESULTS

A. Simulation setup

We assume an industrial scenario with a factory hall of
dimensions 100×50×6 m3; we consider a system bandwidth
of 100 MHz at the carrier frequency of 3.7 GHz. We denote
by K = 16 the total number of ACs equipped with a single
antenna element with height of 1.5 m, and by MTOT = 64 the
total number of antennas to be subdivided among all the APs.
The quantity J denotes the number of APs distributed in the
factory hall and M = MTOT /J is the number of antennas for
each AP. The APs are placed at a height of 6 meters6. In the
following, numerical results are shown in terms of the CDF
of the AC’s SINR, and in terms of achievable rate-per-user
versus the error probability. The latter curve has been obtained
by fixing a value for the error probability ε and computing
the average finite blocklength rate in (19) with m = 100.
We assume to use uniform power allocation from Fig. 3 up
to Fig. 8 as it is our baseline. We focus our attention on the
downlink (DL) transmission, and assume that the total transmit
power is 20 dBm. We consider an additive white Gaussian

6We choose this value since it is the typical height in an indoor factory
environment.
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(a) Centralized

(b) Partially distributed

(c) Fully distributed

Figure 2: Considered AP deployments.

noise (AWGN) process with power spectral density of -174
dBm/Hz and a receiver noise figure (NF) of 7 dB.

B. Path-loss model

We adopt the 3GPP Indoor Office (InO) and Indoor Mixed
(InM) channel models [16] and modify them based on the
proposal in [13], where models for path-loss, shadowing, and
line of sight (LOS) probability have been proposed based
on extensive measurements done in two different operational
factories at 3.5 GHz. Such novel Indoor Industrial (InI) model
considers different deployments, distinguishing i) elevated (El)
from clutter embedded (Cl) APs and ii) open (Op) from
dense (De) production spaces, proposing for each configura-
tion specific values of the aforementioned large scale fading
parameters; all the details are reported in [13, Tab. 3].

First, we compare in Fig. 3 the InI models proposed in
[13] against the InO and InM developed in 3GPP for indoor
scenarios by showing the cumulative distribution function
(CDF) of the SINR achieved by JT with J = 16 APs serving
K = 1 AC with MRT and with perfect channel knowledge. We
observe that the achieved SINR is quite large, as just one AC
is active (i.e., there is no interference) on the whole factory
floor, and a fully distributed deployment is used. However,
there is significant difference among the different models, and
it is seen that adopting the InI-Cl-De the value of the SINR
CDF at 10−3 is almost 20 dB lower when compared to 3GPP’s
InO model. Based on such result, in the rest of the numerical
results we consider the InI-Cl-De model as it represents the
most challenging scenario. Further, we adopt the assumption
of imperfect channel knowledge for beamforming design, as
described in Section III-A, for pilot length T = 16.
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Figure 3: CDF of the SINR when using different channel models
with MRT, JT, J = 16, and K = 1.

C. Deployments comparison

Fig. 4 shows a performance comparison (using the SINR
UB) for the following deployments (see Fig. 2, [12]):

1) Centralized: A single AP equipped with 64 antennas
placed at the center of the factory hall. This case can
be seen as a single-cell network;

2) Partially distributed: J = 4 APs equipped with 16
antennas each. The inter-AP distance (IAD) along the
longest side is 50 m while the IAD along the shortest
side is 25 m;

3) Fully distributed: J = 16 APs equipped with 4 antennas
each. The IAD along longest side is 25 m while the IAD
along shortest side is 12.5 m.

The considered transmission modes are SAT and JT (for
the centralized deployment these two transmission modes are
equivalent), while the adopted beamformer is the MRT. The
results depict that the centralized deployment achieves the
worst performance. In particular, in the lower part of the SINR
CDF curves, the best performance is attained by the partially
distributed deployment, which retains both the benefits of
distributed deployment and multiple antenna processing at
each AP. Results also show that, as expected, JT provides
much better performance than SAT. It should be however noted
that the JT scheme is the one with the highest complexity. In
the remaining part of this section, we focus the numerical
analysis only on the partially distributed deployment (J = 4).

D. Comparing UB and LB SINR behaviour

Fig. 5 shows the gap between the Upper Bound and the
Lower Bound, in term of SINR and of average rate per user
versus error probability, when the MRT beamformer is used,
for the JT, CFT and SAT transmission modes. We see that
the gap between the bounds is rather limited, and this is of
course a positive result since the bounds can be assumed
to be representative of the true SINR values with a limited
approximation error. The gap in case of JT is a bit larger
than that of the other transmission modes, i.e. about 1 dB,
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Figure 4: SINR CDF and average rate-per-user with MRT for different transmission modes, JT and SAT, and different deployments.
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Figure 5: SINR CDF and average rate-per-user with MRT for different transmission modes, JT, CFT, and SAT; comparison between Upper
Bound and Lower Bound.

compared to ∼0.5-0.7 dB in case of CFT and SAT, in the low
SINR region. Based on the evidence that there is a limited gap
between the UB and LB, in the sequel we will report the UB
curves only for the sake of clarity and plot readability.

E. Impact of beamformers

Fig. 6 presents the achieved performance when MRT and
FZF beamformers are employed, for different transmission
modes, i.e. JT, CFT, and SAT. Inspecting the curves, an
interesting trade-off emerges. Focusing on the plot of the SINR
CDF, it is seen that for JT the ZF strategy is uniformly better
than the MRT strategy. Conversely, for CFT and SAT the
curves corresponding to ZF and MRT cross at some point. So,
as far as reliability is concerned, i.e. in the lower-left part of the
curve, MRT achieves better performance than ZF. This may be
explained by noticing that SINR for users with weak channels,
are mostly affected by noise rather than by interference, and,
so they suffer the noise enhancement effect that is produced
by the ZF processing. Results also show that in the lower-
left part of the curve CFT provides better performance than

SAT, while the opposite happens in the upper-right part of
the CDF. If we look at the average rates, instead (i.e., the
subplot on the right), the ZF has always better performance
than the MRT beamformer, and SAT outperforms CFT. Fig.
7 provides a comparison between the ZF beamformer and
the PZF (evaluated with Nj = 7 and Nj = 8), for CFT
and SAT. Again, the CDF curves cross at some point. In the
lower-left part of the plot, PZF with Nj = 7 exhibits the
best performance. In terms of mean rates, CFT with PZF and
Nj = 8 achieves the best performance, with more than 20%
gains over the ZF beamformer.

F. Advantages of UCT processing

In Fig. 8 the UC transmission mode is contrasted with
CFT. Results clearly show that UC transmission outperforms,
both in the lower-left part of the plot reporting the CDF of
the SINR, and in terms of mean rates, the other transmis-
sion modes. Indeed, UC retains the advantages of distributed
antenna transmissions, but, at the same time, avoids the
inefficient situation where APs have to waste their energy to
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Figure 6: SINR CDF and average rate-per-user with MRT versus FZF for different transmission modes, JT, CFT, and SAT.
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Figure 7: SINR CDF and average rate-per-user with FZF versus PZF with Nj = 7 and Nj = 8 for different transmission modes, CFT and
SAT.

transmit to far users with weak channel coefficients, potentially
even creating more interference to the ACs that are close
by. Comparing the results in Fig. 8 with those in Fig. 6 it
appears that JT outperforms the UC transmission mode, but
this was to be expected since JT performs a highly complex
joint processing.

G. Impact of power control

In Fig. 9 we finally assess the effect of the power control
rule, assuming ZF beamforming, and comparing SAT, JT, CFT
and UC mode with N = 3. Results show that the power control
rule is highly effective in the lower-left part of the CDF of the
SINR curve. Again, results confirm that the UCT mode is
outperformed by the JT only, while outperforming the SAT
and CFT modes.

VII. CONCLUSIONS

The paper considered distributed antenna settings in an
indoor industrial scenario. Several transmission modes and
several beamformers have been adopted, along with a power

control rule maximizing the minimum SINR across users,
which is extremely useful in industrial settings where reli-
ability is to be privileged with respect to peak data rates.
Moreover, the SINR upper bound and lower bound are derived
in the paper. Overall, numerical results have shown that the
user centric transmission mode, wherein each AC is served by
a limited number of APs in the neighbors, and the partially
distributed deployment, achieve the best trade-off between
implementation complexity and system performance. Current
work is focused on the extension of the proposed analysis
to the case in which millimeter wave carrier frequencies are
adopted.

APPENDIX

A. Derivation of the SINR Lower Bound for UCT

We have to find a closed form for the terms Dk, Bk, and
Ik,l.

1) Evaluation of Dk
Denoting by h̃k,j = hk,j−ĥk,j the channel estimation error,

and it is known, from the LMMSE estimation, that h̃k,j ĥk,j
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Figure 8: SINR CDF and average rate-per-user with FZF versus PZF with Nj = 7 for different transmission modes, CFT, SAT, UC with
N=2 and N=3.
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Figure 9: SINR CDF and a verage rate-per-user with FZF with uniform and optimal power allocation, CFT, SAT, UCT with N=3.

are independent. So, by substituting hk,j = h̃k,j + ĥk,j , it is
possible to derive the following expression:

Dk = E

[ ∑
j∈J(k)

√
ηk,jhHk,j ĥk,j

]
=

∑
j∈J(k)

√
ηk,jE

[
hHk,j ĥk,j

]
=

∑
j∈J(k)

√
ηk,j

(
E

[
ĥ
H

k,j ĥk,j
]

+E

[
h̃
H

k,j ĥk,j
])

=
∑

j∈J(k)

√
ηk,jγk,j

(29)
In eq.(29) γk,j is defined as:

γk,j = E
[

ĥ
H

k,j ĥk,j
]

= tr

(
E
[

ĥk,j ĥ
H

k,j

])
=

tr

(
E
[
αk,j y̌k,j y̌

H
k,jαk,j

])
=
√
ηUL−Tk βk,jαk,jM.

(30)

2) Evaluation of E
[
|Bk|2

]
Since the variance of a sum of independent RVs is equal to

the sum of their variances, E
[
|Bk|2

]
can be written as:

E
[
|Bk|2

]
= E

[∣∣∣∣ ∑
j∈J(k)

√
ηk,j

(
hHk,j ĥk,j − E

[
hHk,j ĥk,j

])∣∣∣∣2] =

=
∑
j∈J(k)

ηk,jE
[∣∣∣∣hHk,j ĥk,j − E

[
hHk,j ĥk,j

]∣∣∣∣2] =

∑
j∈J(k)

ηk,j

(
E
[∣∣∣∣hHk,j ĥk,j∣∣∣∣2]− ∣∣∣∣E[hHk,j ĥk,j︸ ︷︷ ︸

γk,j

]∣∣∣∣2) .

(31)
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Now we can evaluate the term E
[∣∣∣∣hHk,j ĥk,j∣∣∣∣2]:

E
[∣∣∣∣hHk,j ĥk,j∣∣∣∣2] =

E
[∣∣∣∣hHk,jαk,j( K∑

l=1

√
ηUL−Tl hl,jϕl,k + w̃k,j

)∣∣∣∣2] =

α2
k,jη

UL−T
k E

[∣∣∣∣hHk,jhk,j∣∣∣∣2]+
K∑

l=1,l 6=k

ηUL−Tl α2
k,jE

[∣∣∣∣hHk,jhl,j∣∣∣∣2]∣∣∣∣ϕl,k∣∣∣∣2+

α2
k,jE

[∣∣∣∣hHk,jw̃k,j∣∣∣∣2] = α2
k,jη

UL−T
k E

[∣∣∣∣hHk,jhk,j∣∣∣∣2]+
K∑

l=1,l 6=k
ηUL−Tl α2

k,jE
[

hHk,jhl,jh
H
l,jhk,j

]∣∣∣∣ϕl,k∣∣∣∣2+

α2
k,jE

[
hHk,jw̃k,jw̃

H
k,jhk,j

]
=

= α2
k,jη

UL−T
k E

[∣∣∣∣hHk,jhk,j∣∣∣∣2]+
K∑

l=1,l 6=k

ηUL−Tl α2
k,jβl,jβk,jM

∣∣∣∣ϕl,k∣∣∣∣2 + α2
k,jβk,jσ

2
wM

(32)
where w̃k,j = WjΦ:,k. We have to evaluate the terms

E
[

hHk,jhl,jh
H
l,jhk,j

]
and E

[∣∣∣∣hHk,jhk,j∣∣∣∣], and they are obtained

as follows:

E
[

hHk,jhl,jh
H
l,jhk,j

]
= E

[
tr

(
hl,jhHl,jhk,jh

H
k,j

)]
=

tr

(
E
[

hl,jhHl,jhk,jh
H
k,j

])
= βk,jβl,jM ,

(33)

and

E
[∣∣∣∣hHk,jhk,j∣∣∣∣] = tr2(βk,jIM ) + tr(βk,jIMβk,jIM ) =

β2
k,jM

2 + β2
k,jM = β2

k,j(M + 1)M
(34)

Substituting Eq. (33) and (34) in Eq. (32) first, and then in
Eq. (31) we finally get:

E
[
|Bk|2

]
=

∑
j∈J(k)

ηk,j

(
γ2k,j + γk,jβk,j − γ2k,j

)
=∑

j∈J(k)

ηk,jγk,jβk,j
(35)

3) Evaluation of E
[
|Ik,l|2

]

As it has been done for E
[
|Bk|2

]
, it is possible to follows

a similar approach.

E
[
|Ik,l|2

]
= E

[∣∣∣∣ ∑
j∈J(l)

√
ηl,jhHk,j ĥl,j

∣∣∣∣2] =

E
[∣∣∣∣ ∑
j∈J(l)

√
ηl,jαl,jhHk,j

(
K∑
i=1

ηUL−Ti hi,jϕi,l + W̃l,j

)∣∣∣∣2] =

= E
[∣∣∣∣ ∑
j∈J(l)

√
ηl,jαl,jhHk,jη

UL−T
k hk,jϕi,l

∣∣∣∣2]+
E
[∣∣∣∣ ∑
j∈J(l)

√
ηl,jαl,jhHk,j

(
K∑

i=1,i6=k

√
ηUL−T
i

hi,jϕi,l
)∣∣∣∣2]+

+E
[∣∣∣∣ ∑
j∈J(l)

√
ηl,jαl,jhHk,jW̃l,j

∣∣∣∣2] =

ηUL−Tk E
[∣∣∣∣ ∑
j∈J(l)

√
ηl,jαl,jhk,jhk,j

∣∣∣∣2]∣∣∣∣ϕk,l∣∣∣∣2+

+
∑
j∈J(l)

K∑
i=1,i6=k

ηl,jη
UL−T
i α2

l,jE
[∣∣∣∣hHk,jhi,j∣∣∣∣2]∣∣∣∣ϕi,l∣∣∣∣2+

∑
j∈J(l)

ηl,jα
2
l,jE
[∣∣∣∣hHk,jW̃l,j

∣∣∣∣2] =

= ηUL−Tk E
[∣∣∣∣ ∑
j∈J(l)

√
ηl,jαl,khHk,jhk,j

∣∣∣∣2]∣∣∣∣ϕk,l∣∣∣∣2+

∑
j∈J(l)

K∑
i=1,i6=k

ηl,jη
UL−T
i α2

l,jβi,jβk,jM

∣∣∣∣ϕk,l∣∣∣∣2+∑
j∈J(l)

ηl,jα
2
l,jβk,jσ

2
wM

(36)

At this point, E
[∣∣∣∣ ∑
j∈J(l)

√
ηl,jαl,khHk,jhk,j

∣∣∣∣2] has to be evalu-

ated:

E
[∣∣∣∣ ∑
j∈J(l)

√
ηl,jαl,jhHk,jhk,j

∣∣∣∣2] =

E
[( ∑

j∈J(l)

√
ηl,jα

2
l,jh

H
k,jhk,j

)( ∑
j′∈J(l)

√
ηl,j′αl,j′h

H
k,j′hk,j′

)]
=∑

j∈J(l)

ηl,jα
2
l,j

(
β2
k,jM

2 + β2
k,jM

)
+∑

j∈J(l)

∑
j′∈J(l),j′ 6=j

√
ηl,j
√
ηl,j′αl,jαl,j′βk,jβk,j′M

2 =

=
∑

j∈J(l)
ηl,jα

2
l,jβ

2
k,jM +

( ∑
j∈J(l)

√
ηl,jαl,jβk,jM

)2

(37)
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Substituting, now, Eq. (37) in Eq. (36) we get:

E
[
|Ik,l|2

]
= ηUL−Tk ×[ ∑

j∈J(l)
ηl,jα

2
l,jβ

2
k,jM +

( ∑
j∈J(l)

√
ηl,jαl,jβk,jM

)2]∣∣∣∣ϕk,l∣∣∣∣2+

+
∑

j∈J(l)

K∑
i=1,i6=k

ηl,jη
UL−T
i α2

l,jβi,jβk,jM

∣∣∣∣ϕi,l∣∣∣∣2+∑
j∈J(l)

ηl,jα
2
l,jβk,jσ

2
wM =

=
∑
j∈J(l)

√
ηl,jα

2
l,jβk,jM

( K∑
i=1

ηUL−Ti βi,j

∣∣∣∣ϕi,l∣∣∣∣+σ2
w

)
︸ ︷︷ ︸

den(αl,j)

+

( ∑
j∈J(l)

√
ηUL−Tk

√
ηl,jαl,jβk,jM

)2∣∣∣∣ϕk,l∣∣∣∣2=

=
∑
j∈J(l)

ηl,jβk,j

γl,j︷ ︸︸ ︷√
ηUL−Tl αl,jβl,jM

den(αl,j)
den(αl,j)+( ∑

j∈J(l)

√
ηl,jαl,jβk,jM

)2∣∣∣∣ϕk,l∣∣∣∣2=

∑
j∈J(l)

ηl,jβk,jαl,j +

( ∑
j∈J(l)

√
ηl,j

√
ηUL−Tk√
ηUL−Tk

βk,j
βl,j

αl,j

)2∣∣∣∣ϕk,l∣∣∣∣2
(38)

where den(αk,j) is the denominator of αk,j defined in Eq. (5).
Finally, we can plug Eq. (29), Eq. (35) and Eq.(38) into Eq.
(12) to obtain Eq. (13).

B. Derivation of the SINR Lower Bound for JT

1) Definition of block matrices
It is possible to write ĥk = Dky̌k, where Dk is a (MTOT ×

MTOT ) block diagonal matrix defined in Section IV and y̌k
is defined as:

y̌k =


y̌k,1
y̌k,2

...
y̌k,J

 (39)

So we have the following power constraint: ηkE
[

ĥ
H

k ĥk
]
≤

Pmax. We know that E
[

ĥ
H

k ĥk
]

= tr
(
E
[

ĥkĥ
H

k

])
so we can

write E
[

ĥkĥ
H

k

]
= E

[
Dky̌ky̌Hk DHk

]
.

2) Evaluation of E
[

y̌k y̌Hk

]
: it is possible to evaluate separately the quantity E

[
y̌ky̌Hk

]
,

so first of all we define:

y̌k,j =

√
ηUL−Tk hk,j +

∑
l 6=k

√
ηUL−Tl hl,jϕl,k + W̃k,j , (40)

then,

E
[

y̌k,j y̌
H
k,j

]
=

( K∑
l=1

ηUL−Tl βl,j

∣∣∣∣ϕl,k∣∣∣∣2 + σ2
w

)
IM = ck,jIM .

(41)
Now, assuming that the channels among users and APs are
independent:

E
[

y̌ky̌Hk

]
= Ck =


ck,1IM 0 . . . 0

0 ck,2IM . . . 0
...

...
. . .

...
0 0 . . . ck,JIM

 (42)

Since αk,j =

√
ηUL−T
k βk,j

ck,j
and we are dealing with diagonal

matrices we can rewrite, Dk =
√
ηUL−Tk BkC−1k , where Bk is

defined in Section IV.

In the end,
√
ηUL−Tk ĥk = BkC−1k y̌k and so:

E
[

ĥ
H

k ĥk
]

= BkC−1k E
[

y̌k,j y̌
H
k,j

]
C−1k BHk =

√
ηUL−Tk DkBHk .

(43)

3) Evaluation of Dk

by looking at the eq.(16) Dk can be written as:

Dk = E

[
hHk q̂k

]
= E

[
hHk ĥk

]
= E

[
hHk Dky̌k

]
=

tr
(
E
[

y̌khHk

]
Dk
)

=

tr
(
E
[(

K∑
l=1

√
ηUL−Tl hl,jϕl,k + W̃k,j

)
hHk

]
Dk
)

=

= tr
(√

ηUL−Tk E
[

hkhHk

]
Dk
)

= γk

(44)

4) Evaluation of E
[
|Bk|2

]
now, we have to evaluate E

[
|Bk|2

]
.

E
[
|Bk|2

]
= E

[∣∣∣∣hHk qk − E
[

hHk qk

]∣∣∣∣2] =

E
[∣∣∣∣hHk ĥk

∣∣∣∣2]− ∣∣∣∣E[hHk ĥk
]

︸ ︷︷ ︸
γk

∣∣∣∣2 (45)

Assuming that all the channels are independent it is possible
to follow the same approach for the UC; then we can write:

E
[
|Bk|2

]
=

√
ηUL−Tk tr(BkDHk Bk). (46)
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5) Evaluation of E
[
|Ik,l|2

]
From eq.(16) we have to evaluate E

[∣∣∣∣hHk ĥl
∣∣∣∣2]:

E
[
|Ik,l|2

]
= E

[∣∣∣∣hHk ĥl
∣∣∣∣2] = E

[∣∣∣∣hHk Dly̌l

∣∣∣∣2] =

E
[∣∣∣∣hHk Dl(

K∑
i=1

√
ηUL−Ti hi,jΦH

:,iΦ:,k + W̃l)

∣∣∣∣2] =

=

ηUL−Tk

[
tr2
(

DlBk
)

+ tr
(

DlBkDHl Bk
)]
|ϕk,l

∣∣∣∣2+

+
K∑

i=1,i6=k
ηUL−Ti tr

(
DlBiDHl Bk

)∣∣∣∣ϕi,l∣∣∣∣2 + σ2
wtr
(

DlDHl Bk
)

=

ηUL−Tk tr2
(

DlBk
)∣∣∣∣ϕk,l∣∣∣∣2+

K∑
i=1

ηUL−Ti tr
(

DlBiDHl Bk
)∣∣∣∣ϕi,l∣∣∣∣2 + σ2

wtr
(

DlDHl Bk
)

(a)
=

ηUL−Tk tr2
(

DlBk
)∣∣∣∣ϕk,l∣∣∣∣2+

tr
[

Dl
( K∑
i=1

ηUL−Ti Bi
∣∣∣∣ϕi,l∣∣∣∣2 + σ2

wIMTOT︸ ︷︷ ︸
Cl

)
DHl Bk

]
=

= ηUL−Tk tr2
(

DlBk
)∣∣∣∣ϕk,l∣∣∣∣2 + tr

(
DlClDHl Bk

)
(b)
=

(b)
= ηUL−Tk tr2

(
DlBk

)∣∣∣∣ϕk,l∣∣∣∣2 +
√
ηUL−Tl tr

(
BlDHl Bk

)
(47)

where in (a) we exploited the linearity of the trace and in (b)
we exploited Dl =

√
ηUL−Tl BlC−1l . In the end, summing up

all the terms in the eq.(44),(46),(47) we get eq.(18).
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