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Abstract

The design, construction and performance of a highly segmented Start Counter are described. The Start Counter is an integral part of

the trigger used in photon beam running with CLAS in Hall B at the Thomas Jefferson National Accelerator Facility (TJNAF). The

Start Counter is constructed of 24 2.2-mm-thick single-ended scintillation paddles, forming a hermetic hexagon around the target region.

This device measures the interaction time of the incoming photon in the target by detecting the outgoing particles. The counter provides

complex trigger topologies, shows good efficiency and achieved a time resolution of 350 ps.

r 2005 Elsevier B.V. All rights reserved.
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1. Introduction

The Continuous Electron Beam Accelerator at the
Thomas Jefferson National Accelerator Facility currently
delivers a continuous electron beam up to �6GeV in
energy. The machine delivers beam to three experimental
areas (Halls A, B, and C) at any multiple of 1

5
of the

endpoint energy. The beam has a 2.004 ns bunch structure
with an energy spread of DE=Ep10�4. Hall B contains the
CEBAF Large Acceptance Spectrometer (CLAS) [1].
CLAS is based on a multigap magnet with six super-
conducting coils, symmetrically arranged to generate an
approximately toroidal field distribution. Each of the six
sectors is instrumented with drift chambers [2] to determine
charged particle trajectories, scintillation counters for the
e front matter r 2005 Elsevier B.V. All rights reserved.
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measurement of time-of-flight (TOF) [3], gas Cherenkov
counters [4] for electron identification and an electromagnetic
calorimeter [5] for electron, photon and neutron energy
measurement and detection. A photon beam with energy
resolution of DEg=Eg ¼ 10�3 is provided by the photon
tagging system [6] upstream of the CLAS detector. The
system tags photons with energies between 0.2 and 0.95 of
the incident electron energy, E0, using a scintillator
hodoscope. The energy is measured using 384 plastic
scintillators, E-counters, 20 cm long and 4mm thick. Their
widths range from 6 to 18mm in order to subtend
approximately constant momentum intervals of 0:003� E0.
Each counter overlaps its adjacent neighbors by one-third of
their respective widths, thus creating 767 energy bins that
provide a resolution of 0:001� E0. The timing of the
radiating electron is provided by a second plane of 61 T-
counters 20 cm downstream of the E-counters, sized to give
approximately equal counting rates over the range of
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Fig. 1. New Start Counter.
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detected energy. These scintillators are 2 cm thick and read
out using PMT’s attached by solid light guides at both ends,
giving a timing resolution of about 110ps.

The main technique for particle identification in CLAS is
through the measurement of the time-of-flight of the
scattered particle from the interaction vertex to the outer
detectors (TOF or EC). The time of interaction is obtained
by determining the photon beam bucket that produced the
event. For this purpose a sub-nanosecond coincidence of
the tagging spectrometer with a counter (Start Counter)
close to the target region is needed. The time of interaction
at the target must be determined to �2 ns. The software-
corrected time should result in a confidence interval
between �1 ns for the interaction of greater than 99%,
i.e. have tails outside of 1 ns for no more than 1% of the
events. For a Gaussian time distribution, this translates
into a standard deviation s ¼ 388 ps. Thus, the Start
Counter signal in coincidence with the T-counter time
allows good identification of the RF bucket that produced
the hadronic interaction in the target. Comparison to the
nearest RF time gives the start time of the particle
trajectory to better than 25 ps.

Thin scintillators are required to minimize the effects of
multiple scattering. In the old Start Counter design [7],
there were two main contributions to the multiple
scattering: The 2-mm-thick carbon fiber beam pipe
surrounding the target, and the Start Counter scintillators.
To keep the multiple scattering angle due to the Start
Counter below that generated by the target and beam pipe
ð�1:5mradÞ the scintillators were 3mm thick. A double-
ended scintillator design was used to achieve the best
timing. However, the PMTs could not be placed down-
stream of the Start Counter because they would interfere
with the small angle acceptance of the CLAS or be
subjected to an intense and potentially damaging photon
flux. This led to a coupled paddle design [8]. In this design,
adjacent paddles are mechanically joined at the down-
stream end to form three double-ended paddles covering all
six sectors.

Although this design worked well for the initial low-
intensity ðo10 nAÞ running of the CLAS, it proved to be
inadequate for the high-intensity running (e.g. 440 nA)
that is needed for low cross-section experiments such as
Pentaquark searches [9]. The scintillator signals began to
‘‘sag’’ under the increased count rate due to the current
limitations of the PMT bases used, and the ability to form
triggers with several particles in the final state was severely
limited. In addition, the increasing multiple hits in the
coupled paddles severely degraded the timing resolution. A
new more highly segmented Start Counter was needed.
With the increase in segmentation, the smaller width of the
scintillators results in better light collection. This allows the
use of thinner single-ended scintillators. With a new and
improved support system the counter could be made more
hermetic, provided the gap between the scintillators could
be kept to a minimum. Finally, at these higher currents, the
rate limits of the tagger were being reached so increasing
the beam current was impractical. Thus, increasing the
luminosity required a longer target, which necessitated a
longer Start Counter to cover the desired acceptance.

2. New Start Counter

The new Start Counter was designed to provide full
acceptance coverage defined by the CLAS detector with a
40 cm long liquid hydrogen target. Based on the estimated
integrated rate load at the anticipated luminosity, the
number of paddles has been chosen to be 24. According to
Monte Carlo simulations [10], this segmentation is enough
to keep the rate due to electromagnetic background within
acceptable values by requiring the multiplicity of hit
paddles to be equal or greater than two. The Start
Counter, shown in Fig. 1, is built of six identical sectors
surrounding the target cell mounted on a foam scattering
chamber. Each sector consists of four EJ-200 scintillator
paddles coupled to an acrylic light guide. A paddle is a
continuous single piece of scintillator with a straight
section 502mm long, between two bends, and a tapered
end, the ‘‘nose’’ (Fig. 2). The paddles were 29mm wide and
2.15mm thick, which along with the wrapping and the
support material give a total thickness of about 0:26 g=cm2.
The two paddles in Fig. 2 along with their mirror images
make up one sector. The first bend, which couples to the
light guide, is 35� with a radius of curvature 25.4mm. The
second bend is 45� with a radius of curvature of 50.8mm.
The ‘‘nose’’ region of the middle paddles has a rectangular
section 52mm long and finishes off with a truncated
triangular section 41mm long. On the outer paddles, the
‘‘nose’’ section is a triangle about 30.0mm long. The
127mm long light guide tapers within a quasi-adiabatic
cross-section of the scintillator to the 15mm diameter
Hamamatsu 10-stage R4125HA photomultiplier tube.
Such long thin paddles present a formidable challenge
in obtaining enough useful light. Monte Carlo calculations
of the light-collection efficiency have shown that this
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Fig. 2. New Start Counter, slat detail.
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scintillator paddle’s geometry would provide adequate time
resolution (see Appendix A). Nevertheless, careful con-
sideration of the wrapping to be used was needed. Tests of
various wrapping materials were performed [11]. These
tests are summarized in Appendix B. On the basis of these
wrapping tests the paddles and light guides were wrapped
in radiant mirror film VM-2000 from 3M. In addition,
every other scintillator was wrapped in black Tedlar film.
To avoid wrinkles and to provide smaller gaps between
slats a special technology of thermal shaping of the
wrapping on a mandrel has been developed and used.
The hermeticity of the final assembly was estimated by
direct measurements to be not less than 98%.

Each of the six sectors were assembled separately and
then mounted on a rigid hexagonal support shell with
5.3-mm-thick walls made of high-strength Rohacell PMI
foam with 110mg=cm2 density. The sag measured at the
downstream end of the fully assembled Start Counter was
less than 0.1mm. The base with flange, light guides,
photomultiplier tubes and various housing parts were
completely out of the useful acceptance of CLAS, see
Fig. 3. A schematic cross-section of the components
including the wrapping that were within the acceptance
are shown in Fig. 4. Their specifications are listed in
Table 1. Another Rohacell PMI foam shell, 9.79mm thick
with a density of 30:0mg=cm3 provided further support
and protection of the scintillators. The total thickness of
the two shells and scintillators is 510mg=cm2, compared to
the 660mg=cm2 of the scintillator and beam pipe for the
previous Start Counter.

3. New Start Counter tests and performance

3.1. Preinstallation tests

Due to time constraints, only general tests were
performed on the new device before installation in the
experimental Hall. The relative gains were roughly
measured using a 90Sr electron source (2.283MeV endpoint
energy). The source was placed near the center of each
paddle in coincidence with a small scintillator paddle on
the other side. The energy of the electron in the paddle was
1–2MeV, close to the minimum ionizing value, giving an
energy loss of 0.43MeV for normal incidence. The gains
were equalized by adjusting the high voltage. Then the
pulse height versus position was measured for one paddle
(#3 of sector 21). This paddle had a PMT that had been
gain calibrated according to the procedure described in
Appendix B. The scale factor to convert ADC channels to
photoelectrons was measured to be 0:170� 0:002. The
pulse height versus position, measured from the light guide
is shown in Fig. 5. The measured number of photoelectrons
at Z ¼ 12 cm was 129 p.e.
The measured attenuation length (Technical Attenuation

Length, TAL) is defined as the length required to reduce
the signal amplitude by 1=e. This length is due to three
factors, (a) the bulk attenuation length, (b) the thickness
and shape of the scintillator and (c) the reflective properties
of the surfaces. The TAL (106 cm) was surprisingly short
given that the bulk attention length has a nominal value of
350 cm. To attempt to understand the value of the TAL the
scintillator response was studied using a Monte Carlo
program BARTIM (see Appendix A). A Landau distribu-
tion was used to generate the energy loss spread of the
electrons. The energy loss was corrected for path length by
averaging over the angles subtended by the coincidence
paddle. The quantum efficiency of the photocathode was
assumed to have a nominal value of 25%. The value for the
first term in the TAL was taken to be 350 cm (see Appendix
A). The second term is reproduced by the Monte Carlo
program. The third term can be modelled by reducing the
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Table 1

Components and wrapping materials used in Start Counter

Items Brand name Material Thickness Density

(mm) ðmg=cm3Þ

Support shell Rohacell XT-110 Polymethacrylimide 5.33 110

(PMI) foam

Protection shell Rohacell XT-30 Polymethacrylimide 9.75 30.9

(PMI) foam

Scintillator EJ-200 Polystyrene 2.15 1032

Radiant mirror film VM-2000 Polyethylene 0.063 1300

Naphthalate

Light insulation film Tedlar Polyvinyl fluoride 0.050 1150

(PVF)

Light insulation tape Photographic tape Cotton 0.270 1020
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Fig. 5. Pulse height versus Z, where Z is measured from the light guide.

Data taken with 90Sr source. The TAL is calculated from an exponential

fit to the data. The Monte Carlo simulation is shown for R ¼ 0:90 and

IR1 ¼ 0:997 (MC1), and for IR1 ¼ 0:995 in the body and IR2 ¼ 0:950 in

the bend region (MC2).
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reflectivity to less than 100% for angles less than the
critical angle. The pulse height at small values of Z could
be reproduced by using a reflectivity for the wrapping of
R ¼ 0:90 and a reflectivity IR1 ¼ 0:997 for angles less than
the critical angles. These results are plotted in Fig. 5. But as
can be seen in the figure, this gave a much larger TAL than
the observed value. During assembly it was noted that
there was marring in the region of the bends, possibly due
to overheating during bending. In order to model this, the
scintillator total internal reflectivity was decreased for the
bend region. This is shown in the figure for IR1 ¼ 0:995 for
the body of the scintillator and IR2 ¼ 0:950 for the bend
region. This gives a better approximation for the TAL, but
gives too small a pulse height.
The effect of changing the reflectivity in the bend regions
is illustrated in Fig. 6. Decreasing the reflectivity in the 45�

bend region, reduces the pulse height throughout the length
of the scintillator since it attenuates the light reflected from
the nose of the scintillator. This primarily decreases the
reflected peak. For the parameters R ¼ 0:90, IR1 ¼ 0:995
and IR2 ¼ 0:950, the Monte Carlo can approximate the
slope but underestimates the pulse height by �20%.
The pulse height is affected by the photocathode efficiency,
the energy loss, and the value of R used. The errors on
these quantities are estimated to be about 15% for the
photocathode efficiency, 8% for the energy loss and 3% for
the reflectivity R, see Appendix B. This gives a total error
of 17%. Another possible reason is that the light guide is
approximated by a rectangular wedge, instead of an
adiabatic transition from a rectangle to a circle. The
Monte Carlo predicts a 40% decrease in light transmission,
of which about 20% is due to the ratio of the area of a
circle with radius r to the area of a square with a side of
length 2r.
All paddles, with one exception, performed adequately,

although there were variations in the TAL (see Section 3.3
for more details). Given the severe time constraints, the
defective paddle could not be replaced. Since it was an edge
paddle, this results in only about a 3% loss of acceptance
(the outer half of the edge paddles are shadowed by the
magnet coils). From the data shown in Fig. 6, we can see
that the paddles can deliver the �100 p:e. needed to achieve
the timing goals. Thus, the new Sart Counter was judged to
be ready and it was installed in the CLAS detector.

3.2. Trigger logic

The trigger electronics must reduce the �100 kHz
hadronic interaction rate in the target to the few kHz rate
that can be accepted by the data-acquisition system
(DAQ). This can be achieved by selecting specific event
topologies and limiting the energy range of the incoming
photons that produce a trigger. The Start Counter is a
fundamental tool to define the trigger for photon runs as
shown in the block diagram in Fig. 7 [12]. The Start
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Fig. 6. Pulse height versus t. The Monte Carlo simulation of the arrival time of the photons at the cathode is shown for R ¼ 0:90 and IR1 ¼ 0:995 (solid

line) and IR2 ¼ 0:950 in the bend region (dashed line). The normally incident pion is assumed to interact at: (A) Z ¼ 5 cm, (B) Z ¼ 25 cm, (C) Z ¼ 45 cm

and (D) Z ¼ 55 cm.

Fig. 7. Block diagram of trigger logic. For each sector the 4 Start-Counter-discriminated PMT signals, along with the corresponding TOF, EC and CC

PMT signals, are fed into a synchronous memory lookup unit of Level 1 trigger. If the desired topology is found, a Trigger signal is generated. The Trigger

signal from all sectors and the ASYNCHMOR-ST coincidence signal are fed into a final memory lookup unit. If the logic requirements are met a signal is

passed to the trigger supervisor, which initiates the digitization and readout of the event.
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Counter signals are used in two separate legs of Level 1
trigger: the synchronous leg which selects the topology of
the event and the asynchronous leg that provides a fast
coincidence between the OR of the tagger T-counters and
the OR of the Start Counter paddles.

Level 1 trigger is deadtimeless, processing all prompt
PMT signals (TOF, Calorimeter, Cherenkov detectors and
Start Counter) through a pipelined memory lookup within
90 ns [1]. The PMT signals are presented to six boards
corresponding to the six independent sectors and defining
sector-based coincidences. The signals set bits correspond-
ing to the active PMT’s and a fast lookup table is used to
determine if the required topology is met. The resulting
signals, in coincidence with the asynchronous signal, are
sent to the trigger supervisor, where they are used to ‘‘gate’’
the front-end electronics. This includes generating the
common start signal for the PMT TDCs, the integrating
gate signal for the PMT ADCs, and with some delay
added, the common stop signal for the drift chamber
TDCs. After Level 1 trigger has occurred, the event will be
digitized and read out.

The dynode and anode signals from the 24 Start Counter
PMTs were sent to ADCs and CAMAC C207 discrimina-
tors. The discriminated outputs were sent to both the VME
V775 TDC modules and to the trigger logic. These 24
(A) (

(C) (

Fig. 8. PMT and trigger rates as a function of beam current. (A) MOR—the O

OR �MOR—the coincidence of the MOR and OR ST. This is the ASYNC s
signals were combined in an OR circuit and ANDed with
the MOR signal from the tagger to form the fast
asynchronous (ASYNC) input of Level 1 trigger logic.
The MOR (Master OR) is the OR of the tagger T-counters.
The entire focal plane (64 T-counters) was on and recorded
in the readout chain, but only the first 40 T-counters were
enabled in the MOR. In this way we required a minimum
energy in the trigger of 1.5GeV while the low-energy
photons were still available for off-line analysis. To reduce
the coincidence window between the CLAS and the tagger
we required the MOR signal to be in coincidence with the
Start Counter OR within a time window of 15 ns.
Level 1 trigger required at least two sector-based

coincidences between any of the four Start Counter paddles
with any of the 48 TOF paddles, within a coincidence
window of 150 ns. This width was chosen to accommodate
the TOF spread of the particles hitting the TOF paddles
after the �4m path length. We also implemented a
minimum bias trigger ignoring the Start Counter and only
requiring the coincidence of the TOF paddles in one or two
CLAS sectors. Due to the high rates these triggers were
prescaled by a factor of 10,000 and 1000, respectively. The
performance of the trigger system as a function of the beam
current is shown in Fig. 8. The radiator was 8� 10�5

radiation lengths thick and the target was 40 cm of liquid
B)

D)

R of the tagger T-counters, (B) OR ST—the OR of the Start Counters, (C)

ignal and (D) Trigger—the trigger rate before the DAQ dead time.
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Table 2

Summary of Level 1 trigger rates for electron and real photon running scaled to the design luminosity of 2� 1034cm�2s�1-nucleon

Trigger configuration Electron Real photon

(15.8 nA) (162 nA)

L1ðSC � ECÞðSCÞðSCÞ 39.4 kHz

L1ðSC � STÞðSC � STÞðSTÞ þ ðSC � STÞðSC � ST � STÞ 11.4 kHz

L1ðSC � STÞðSC � STÞðSC � STÞ 1.3 kHz

Table 3

Measured TAL’s for all paddles

Sector Paddle 1 Paddle 2 Paddle 3 Paddle 4

1 12172 15672 15574 8772

2 16975 14573 10172 15373

3 3671 17677 13779 19278

4 19978 15775 196710 17077

5 14175 15778 226712 19477

6 11974 18476 15677 394734

Fig. 9. Pulse height versus Z for pþ with momentum 0.3–0.7MeV/c. The

central paddle #2 is shown for each sector. The sectors are #1 filled square,

#2 filled triangle, #3 inverted filled triangle, #4 open circle, #5 open

square, and #6 open triangle. A fit to the TAL is shown for sectors #2 and

#6. The Monte Carlo simulation is shown for R ¼ 0:90 and IR1 ¼ 0:995
and either IR2 ¼ 0:995 (MC1) or 0.950 (MC2) in the bend region.
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hydrogen. At 60 nA the tagger signal (MOR) was begin-
ning to saturate, providing an upper limit on the useful
beam current for this configuration. However, the trigger
rate remains linear up to 80 nA.

Further evidence of the efficacy of the segmented Start
Counter is illustrated from the results of the trigger studies
for CLAS Experiment 04-010 [13]. This experiment required
a very high luminosity of 2� 1034cm�2s�1-nucleon. Two
beam conditions were studied, a virtual photon beam
(electrons on the target) and a real photon beam. The Start
Counter is not installed during electron beam running [1].
The trigger required a track in three separate sectors, and a
coincidence with the Electromagnetic Calorimeter for one
sector. The EC threshold was set for a minimum ionizing
particle, which selects a forward going ðo45�Þ fast particle.
The electron was not required and was assumed to go down
the beam pipe. The trigger rate, extrapolated to the desired
luminosity, is given in Table 2.

For the real photon running, two trigger configurations
were investigated. The first was an OR of a track in any
two sectors plus an additional Start Counter hit in a third
sector, and a track in one sector and two tracks in another.
This was possible because the segmented Start Counter
provided f granularity in Level 1 trigger for the first time.
The other trigger was a track in any three sectors,
corresponding roughly to the electron trigger. The trigger
rates are given in Table 2. Although the two beam
conditions are only vaguely similar, it is clear that the
addition of the Start Counter to Level 1 can reduce the
trigger rate by as much as an order of magnitude.

3.3. Performance

Once the new Start Counter had been installed in CLAS,
a final adjustment of the HV was made to equalize the
signals in all the ADC spectra. The pulse height as a
function of position was measured for all the paddles using
particles from the target. However, in this case the PMT’s
have not been calibrated, so only relative pulse heights
were measured. Positive pions with momentum in the
minimum ionizing range 0.3 to 0.7MeV/c were selected.
The pulse height was measured in �2:5 cm bins in Z, at
nine distances from the light guide. The results were
corrected for the angle of incidence to give the equivalent
pulse height for normally incident particles. The TALs
were derived with an exponential fit to the paddle data. The
results are given in Table 3. The value of TAL varies from
paddle to paddle, with an average value of 163 cm,
presumably due to the varying quality of the scintillator
surface in the bend region. One paddle, sector 3 number 1,
was apparently so badly overheated during the bending
that it was unusable. Paddle number 4 in sector 6 has an
unusually large TAL. Due to the complex geometry of the
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paddles an exponential fit gives only an approximation of
the TAL, although a useful one.

The results for one paddle from each sector are shown in
Fig. 9 for central paddles and in Fig. 10 for edge paddles.
All the paddles have approximately the same pulse height
at large Z. This can be understood by looking at the pulse
height versus Z shown in Fig. 11. The intercepted flux is
much larger for Z450 cm where the paddles bend towards
the beam line. Thus, when the paddle gains were equalized,
we were in effect equalizing the pulse heights at large Z.
Since most of the particles are produced at small angles and
achieving a high overall efficiency for each paddle was
required, then such equalization seems to be reasonable. As
can be seen from Fig. 11 the pulse height is above the
threshold for all Z, demonstrating that the efficiency of
the Start Counter paddles is close to 100%. Finally, the
forward region of the edge paddles has an elevated pulse
height. This is due to the triangular shape of the ‘‘nose’’,
which tends to focus the light into the direction of the
PMT. The Monte Carlo simulations are plotted for
R ¼ 0:90, IR1 ¼ 0:995 for all flat sections and IR2 ¼
0:995 (MC1) and 0.950 (MC2) in the bend regions. Since
the pulse height is not calibrated the Monte Carlo
simulations were scaled to fit the paddles with the nearest
value of TAL. This is more pronounced in the edge
paddles, because the Z chosen lies in the triangular section,
while it is still in the rectangular portion of the ‘‘nose’’
region for the central paddles, see Fig. 2. They are a
reasonable fit to the central paddle #2 in sectors #2 and #6
in Fig. 9 and the edge paddle #4 in sectors #1 and #6 in
Fig. 10. Thus, the Monte Carlo parameters chosen can
reproduce some of the TAL’s shown and they can be tuned
to fit most slopes by varying IR2 and/or IR1. For example,
the Monte Carlo curve for paddle #2 in sector #6 could be
improved by decreasing IR2 to reduce the pulse height in
the nose region and slightly increasing IR1 to compensate
in the leg region.

3.4. Timing

The time-delay calibration for each paddle is achieved by
comparing the difference of the time extrapolated from the
hit position on the slat to the event vertex in the target with
the RF time from the accelerator. The correct RF time
bucket is determined in software from the TOF system
which has, on average, a time resolution of 200 ps. The time
of a particle hitting a paddle is given by

t ¼ c0 þ c1T þ tw � tpos (1)

where c1 is typically 0.042 ns/channel and is used to convert
the raw TDC channels (T) to nanoseconds. The time-delay
calibration constant, c0, is obtained for each paddle by
comparing the Start Counter time with the RF time. The
time walk correction, tw, corrects for pulse height slewing.
This software correction takes the empirically determined
form

tw ¼ tw0 þ
tw1

A� A0
(2)

where A is the pulse height (ADC counts) and A0 is the
minimum pulse height. The term tpos corresponds to the
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time for the light to travel from the hit position to the light
guide. In the straight part of the paddle (‘‘leg’’ region), tpos
assumes the normal linear form

tpos ¼
l

V eff
(3)

where l is the distance between the hit position and the light
guide. The position of the hit was extrapolated from the
tracking information provided by the CLAS drift cham-
bers. V eff denotes the effective velocity of the light
propagation in the scintillator in the ‘‘leg’’ region. Fig. 12
shows the time versus position in a typical paddle. The time
has been corrected for pulse height slewing and for the
transit time of the particle from the interaction point in the
target to the paddle. The slope gives the velocity of
propagation of the light. The transit time is the time
measured by the paddle minus the time of the interaction as
determined by the TOF counters. In the ‘‘leg’’ region V eff is
typically 13� 1 cm=ns. However, the light travels in a more
complicated manner when the particle hits the ‘‘nose’’
region. The Monte Carlo BARTIM indicates that due to
the fact that the light can reflect off the triangular portion
of the scintillator, resulting in a longer effective path
length, one can no longer assume a linear relationship
between the travel time and the distance. The following
empirical form was used:

tpos ¼
l0

V eff
þ k0 þ k1l2 þ k2l

2
2 (4)
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Fig. 12. Determination of the velocity of propagation of light in a Start

Counter paddle. The Z-position is measured with respect to the phototube

as determined by the tracks reconstructed by the CLAS tracking system.
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Fig. 14. Time resolution of the Start Counter for hits in the ‘‘nose’’ region

of a paddle measured with respect to the RF time.
where the first term is due to the light propagation the
whole leg length ðl0 ¼ 52:9 cmÞ, and the last three terms are
due to the light propagation in the ‘‘nose’’ region using a
second-order polynomial function of the distance, l2, from
the hit position to the leg/nose junction.
The measured time resolution of the Start Counter can

be determined by fitting the time difference between the
Start Counter vertex time and the RF vertex time, as
shown in Figs. 13 and 14. The solid curve is a sum of a
Gaussian fit plus a second-order polynomial fit to the peak.
The dashed curve is the polynomial. The time resolution of
the ‘‘leg’’ (the flat region see Fig. 2) of a Start Counter
paddle, Fig. 13, is 292� 1 ps, while the time resolution of
the ‘‘nose’’ (the semi-triangular region after the bend see
Fig. 2) of a Start Counter paddle, Fig. 14, is 324� 2 ps. The
peaks have non-Gaussian tails, the dashed curves, which
increase the area outside the required �1 ns to about 3%.
However, the Start Counter is intended for use in
experiments with large ð42Þ multiplicities.
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Fig. 15 shows the time resolution for the vertex time of a
three prong event. The side peak is due to a pþ accidental
band. Less than 0.5% of the central peak lies outside of
�1 ns. Thus, the Start Counter essentially achieved the
timing resolution goals.
4. Conclusions

A highly segmented Start Counter was designed and
constructed for high-intensity photon runs at CLAS. The
device was first studied based on detailed Monte Carlo
simulations. These studies demonstrated that the use of
long narrow single-ended paddles will give an adequate
light output, �100 p:e. This allowed the construction of a
new Start Counter with a substantial increase in segmenta-
tion (24 versus 3 for the old Start Counter), without the use
of an excessive number of tubes. Second, the wrapping
studies clearly indicated that the new reflective material,
VM2000, is superior to the standard aluminized Mylar,
despite its short wavelength cutoff. Finally, the tests of the
finished Start Counter showed that technical attenuation
length varied by almost a factor of 2 from one paddle to
another. This was attributed to non-uniformities in the
scintillator bends. However, despite this problem, all
paddles, except one, produced enough light to give good
efficiency and adequate timing. The new Start Counter has
performed well and met the timing goals, o388 ps, and
efficiency goals set for it. The trigger studies clearly
demonstrate the flexibility of the segmented Start Counter
and its ability to reduce the trigger rate by requiring
complex topologies.
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Appendix A. Monte Carlo BARTIM

A Monte Carlo program, BARTIM, was written to
transport the light through a scintillator and attached light-
guide system. The scintillator is built up of constant thickness
subunits with simple geometric areas, such as rectangles,
triangles, and rectangular sections bent in one dimension.
Light guides are approximated by rectangular cones. The
effect of wrapping the scintillator is modelled by specularly
reflecting the light that escapes the scintillator with an
appropriate reflection coefficient R. This makes the some-
what unrealistic assumption that the wrapping is perfectly
smooth and conforms exactly to the surface of the scintillator
or light guide. This program was then used to evaluate the
various wrapping materials used on the simple parallelepiped
test bar and the new segmented Start Counter.
The light is generated isotropically along the line of an

incident charged particle (for convenience the track is split
into 10 discrete points). The energy loss of the charged
particle can be calculated from a Vavilov distribution,
using CERN programs DINVAV and RANLAN, or
assuming a minimum ionizing particle. The number of
photons is calculated using 10,000 photons per MeV for
BC400 (65% of Anthracene). The time spread is given by
the convolution of a 0.2 ns clipped Gaussian with the rise
and decay times of the scintillator [14]. The 0.2 ns
represents the decay time of the excited benzene ring and
the other two times are the decay times of the phosphors
used to downshift the UV photon to blue light which can
be seen by the PMT. The time of each photon is then
tracked through the system according to the path length
and index of refraction, which is 1.58 for the scintillators in
Table A.1. The attenuation of the photon is modelled by

PðLÞ ¼ expð�L=DÞ (A.1)

where D is the absorption length of the material being
transversed. The properties of various scintillators are
given in Table A.1.
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Table A.1

Scintillator properties

Scint Wave length of Light output Rise time Fall time Bulk atten.

emission (nm) anthracene (%) (ns) (ns) length (cm)

BC408 428 64 0.9 2.1 380

BC404 408 68 0.7 1.8 160

BC420 391 64 0.5 1.5 110

EJ200 428 64 0.9 2.1 300–400

Y.G. Sharabian et al. / Nuclear Instruments and Methods in Physics Research A 556 (2006) 246–258256
A photon is then tracked until it hits a wall. It is either
totally internally reflected, or reflected or refracted
according to the Fresnel equations

RðaÞ ¼ 1
2
½sin2ða� bÞ=sin2ðaþ bÞ þ tan2ða� bÞ=

tan2ðaþ bÞ� ðA:2Þ

where we have assumed an equal mixture of polarizations.
The incident angle, normal to the interface, is given by a
and the refracted angle is given by b. Imperfections on the
surface can be modelled by reducing the total internal
reflection coefficient, IR, below 100%. The light that
escapes the scintillator is specularly reflected with an
appropriate reflection coefficient R. Photons that are
absorbed or lost are removed and tabulated. If the wall is
an interface between the scintillator and light guide, Snell’s
law is used to give the angle of the refracted photon. The
time of each photon is then tracked through the system
according to the path length and index of refraction, which
is 1.58 for the scintillators in Table A.1. The process is
repeated for several hundred photons to gain decent
statistics, but the results are reported per event. Finally,
the number of photons must be converted to photoelec-
trons from the photocathode. For the R4125 PMT being
tested here, a nominal conversion factor of 0.25 is used.
Appendix B. Wrapping tests

Since the long thin paddles present such a formidable
challenge in obtaining enough useful light, careful con-
sideration of the wrapping to be used was needed. Tests of
various wrapping materials to be used in conjunction with
the EJ2000 scintillator were performed. Further details are
given in Ref. [11]. The materials tested were two samples of
a highly reflective non-metallic multilayer polymer devel-
oped by 3M. This material has 495% reflectivity in the
visible but decreases to less than 50% below 400 nm. Since
the emission spectrum of EJ2000 extends below 400 nm,
measurements of the effective reflectivity were needed. Two
samples VM2000, 2.5mil thick, and VM2002, 1.5mil thick
were evaluated. The two samples were compared with a
standard material, aluminum coated Mylar, 1mil thick.
The tests were performed using cosmic rays, to simulate
minimum ionizing particles.

The setup consisted of two scintillators overlapped to
form a 1:25 in:� 1:25 in: active area to tag a cosmic ray
event. This yielded a rate of about 2 counts/min. The test
scintillator, with dimensions 12 in:� 1 in:� 2mm, was
placed between the two paddles at its midpoint and read
out without forming a three-fold coincidence. The test
scintillator was coupled to a Hamamatsu R4125 10-stage
PMT. It has a 15mm active area diameter so that less than
60% of the light generated in the 25.4mm wide scintillator
is collected. The scintillator could not be glued to the PMT
since it had to be available for later use. Thus, it was
difficult to provide a reliable optical coupling to the long
thin scintillator without interfering with the light collec-
tion. The solution was to use a 1mm air gap. This resulted
in a factor of 2–3 less light, but was reasonably reliable.
Since the number of photoelectrons with this arrangement
was expected to be 100 or less, a 4x amplifier was used to
boost the signal into the midrange of the ADC.
The ADC scale was calibrated using the well known

statistical method [15]. The number of photoelectrons can
be estimated from the signal distribution width via the
formula

Nphe ¼ G
Q

sQ

� �2

(B.1)

where Q is the ADC peak, sQ is the RMS of the peak and
G is related to the gain, k, of an individual dynode.
Assuming that all 10 dynodes have the same gain, as is the
case for most tubes,

G ¼
k

k� 1
(B.2)

k can be estimated from the amplification of the PMT,
k ’ K1=10. A better estimate of G can be obtained from the
measurements by using the equation

K ¼
s2Q

4eGQ
(B.3)

and iterating. The factor of 4 is due to the use of the 4x
amplifier.
The method requires a stable light source to inject a fixed

number of photons into the PMT. This was provided by
using a Nichia NSPB320BS blue LED. It is capable of
producing a stable light output at 460 nm for short pulses,
which is well matched to the PMT photocathode response.
The LED was driven with a square pulse 4.5V in amplitude
with a width of 25 ns. This gave about 460K p.e. and a
long-term stability of a few percent [16]. The LED
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Table B.1

Measured pulse heights, in units of photoelectrons, for the various

wrapping materials. Values given are for the most probable energy loss

VM2000 VM2002 Mylar ‘‘Black’’

1 73.170.7 74.670.8 67.770.8 40.870.5

2 72.270.7 74.670.7 69.870.5 47.170.6

3 75.070.6

Avg. 72.770.5 74.770.3 69.270.4 43.870.4
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illuminated a bundle of silica light fibers with one fiber
illuminating a pinhole placed over the PMT. This gave the
100–200 p.e. that we required. A second run was made with
a larger pinhole to approximately double the pulse height.
The pedestal was measured to be 17 channels and the RMS
spread of the pulser and 4x amplifier was measured to be
0.6%. From the data, K was estimated to be 1:74� 106 and
G ¼ 1:31. Using this value, the two runs were found to
have 133 and 315 p.e., respectively, which corresponds to
scale factors, converting ADC channels to photoelectrons,
of 0.227 and 0.224. The calibration procedure was repeated
at the end of the testing, yielding 358 p.e. and a scale factor
of 0.227. An average scale factor of 0:226� 0:002 was used
to analyze the data.

Each wrapping material was tested several times to check
for reproducibility of the results. In addition, runs were
made with no wrapping (black paper) for a comparison
with the Monte Carlo predictions and to provide a baseline
to evaluate the wrapping. The pulse height spectrum of the
test paddle was fit with an approximation to the Landau
function

f ðADCÞ ¼ A exp½ðB�ADCÞ=2C

� expfðB�ADCÞ=Cg� þD ðB:4Þ

where ADC is the ADC channel and A, B, C, and D are
varied. The peak is given by Bþ C lnð2Þ. This gives the
most probable value. The typical ADC spectra and fits are
shown in Fig. B.1.

The results from several runs are listed in Table B.1, in
which the scintillator was rewrapped in each case. As the
light leaves the end of the scintillator, it is refracted to
larger angles and spreads out in space. Thus, the light
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Fig. B.1. Test paddle pulse height spectrum. The scintillator is wrapped

with (A) VM2000, (B) VM2002, (C) Mylar and (D) Black Paper.
hitting the PMT will decrease with increasing spacing. But
tests show that as long as the scintillator to PMT distance
is less than 2mm the results are reproducible to 3%, which
corresponds to a systematic error of about �2 p:e. As can
be seen from these data, both VM2000 and VM2002 give
superior results compared with aluminized Mylar and are
roughly equal within the errors of the measurement.
In order to estimate the reflectivity of a given wrapping

we must compare the measured pulse height to a Monte
Carlo simulation as a function of the reflectivity. But the
Monte Carlo requires several input parameters that are
not well known. Specifically, we need to know the
photocathode efficiency, the attenuation length, internal
reflectivity factor IR and the energy deposited in the
scintillator. From the phototube data sheets, the quantum
efficiency of the photocathode was assumed to have a
nominal value of 0.25 and the bulk attenuation length was
assumed to be 350 cm, midway between 300 and 400 cm.
Additional information was obtained by measuring the
attenuation length of the bar using a 109Ru beta source,
with an endpoint energy of 3.54MeV. A Landau distribu-
tion was used to generate the energy loss spread of
the electrons. This value was corrected for path length
by averaging over the angles subtended by the coincidence
paddles. Since we do not have a monochromatic normally
incident beam the average amount of energy deposited
in the scintillator represents the largest potential error in
this calculation. We estimate about a 3–4% error due
to the energy spread and about 8% due to the angular
spread of the electron beam. The photocathode quantum
efficiency varies from about 0.3 at 400 nm to 0.2 at 480 nm,
the region of the scintillator emission spectrum. An
effective value of 0.25 was used in the Monte Carlo
calculations. According to the manufacturer the variation
in the cathode blue sensitivity at 400 nm is about 15%.
Since the peak of the scintillator spectrum is near 400 nm
this should give a reasonable estimate of the quantum
efficiency variation. The source was placed directly on
the test scintillator, 1.5, 6.0 and 10.5 in. from the PMT
and a coincidence with the lower paddle was formed. The
pulse height versus position is shown in Fig. B.2. An
exponential fit to the data gives a TAL of 230 cm for
the Mylar wrapping and 275 cm for the VM2000 wrapping.
These results could be reproduced by assuming that
the reflectivity (R) was 0.70 for Mylar and 0.90 for
VM2000. In both cases the internal reflectivity (IR) was
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taken to be 99.5% instead of 100%. This accounts for any
imperfections of the scintillator surfaces. With these
assumptions the data and Monte Carlo can be brought
into agreement. However, the system is not well deter-
mined. For example, if the bulk attenuation length is
300 cm instead of the 350 assumed, the value of IR would
be approximately 99.6%.

The Monte Carlo calculation of the number of photo-
electrons versus reflectivity of the wrapping material is
plotted in Fig. B.3. The value for the attenuation length
and internal reflectivity found above were used. The Monte
Carlo was normalized by setting the number of photoelec-
trons at zero reflectivity to the value measured for the
‘‘Black’’ wrapping, e.g. 44 p.e. The data tabulated in
Table B.1 are plotted at the value of the reflectivity
corresponding to the number of photoelectrons measured.
The average values of reflectivity, R, for the VM2000 is
0:89� 0:02, VM2002 is 0:95� 0:01 and Mylar is
0:78� 0:02. The reflectivity of the VM2000 and VM2002
should be identical since they differ only in the thickness.
The two Mylar runs also differ by more than the statistical
errors. These discrepancies are presumably due to the 3%
systematic error in the optical coupling due to the spacing
variation.
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