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Abstract: Facial expression recognition (FER) plays an important role in human–computer interaction. The recent years have
witnessed an increasing trend of various approaches for the FER, but these approaches usually do not consider the effect of
individual differences to the recognition result. When the face images change from neutral to a certain expression, the
changing information constituted of the structural characteristics and the texture information can provide rich important clues
not seen in either face image. Therefore it is believed to be of great importance for machine vision. This study proposes a
novel FER algorithm by exploiting the structural characteristics and the texture information hiding in the image space. Firstly,
the feature points are marked by an active appearance model. Secondly, three facial features, which are feature point distance
ratio coefficient, connection angle ratio coefficient and skin deformation energy parameter, are proposed to eliminate the
differences among the individuals. Finally, a radial basis function neural network is utilised as the classifier for the FER.
Extensive experimental results on the Cohn–Kanade database and the Beihang University (BHU) facial expression database
show the significant advantages of the proposed method over the existing ones.
1 Introduction

Emotion recognition has been an important direction in the
field of human–computer interaction (HCI). To establish a
friendly and harmonious HCI model, a large number of
researchers start from voice, facial expression or text and
expect to achieve better HCI effectiveness through
single-mode or multi-mode. As a meaningful field of the
emotion recognition, facial emotion recognition has been a
strong impetus to the development of HCI. Numerous
outstanding research achievements have emerged [1–12] in
recent years. Paul and Friesen [13, 14] proposed six basic
expressions ( joy, sadness, surprise, anger, disgust and fear)
in 1971, and established the facial action coding system in
1978. However, automatic facial expression recognition
(FER) in the real sense began in the 1990s, and many
research achievements based on Paul and Friesen’s theory
sprouted during this period. Besides, some researchers [15–
17] proposed other facial expressions in addition to the six
basic ones, which greatly enriched the contents of the FER.
With the rapid development of computer technology,
automatic FER has achieved remarkable results. Generally
speaking, different approaches of the FER can roughly be
divided into two main categories: one is the holistic
approach, and the other is the feature-based approach. The
main difference between the holistic approach and the
feature-based approach is that the former takes all the pixels
of the face image as the input data, but the latter only need
the local shape or the texture information.
The holistic approach takes the entire face region as the

input data for the FER system. Thus, the capturing process
of the local texture information is very important. To obtain
the ideal texture information, it is necessary to extract the
original expression features by taking advantage of the
information which consists of the facial shape, the local
texture, the optical flow and so on. However, these original
features usually have the problem of information
redundancy and a high dimension. Therefore the original
features must be preprocessed before classification.
Achieving this goal mainly depends on feature extraction
and dimensionality reduction. Three of the most popular
techniques for feature extraction and dimensionality
reduction are principal component analysis (PCA) [18],
linear discriminant analysis (LDA) [19] and independent
component analysis (ICA) [20]. To effectively eliminate the
interfering factors, the PCA reduces the dimension of the
data space and extracts the most essential features, but does
not consider the distinction among the different categories
of data. LDA is a supervised learning algorithm and selects
a suitable projection direction by maximising the ratio of
the between-class distance to the within-class distance. The
intrinsic limitation of the classical LDA algorithm is that
the objective function requires the non-singularity of one
scatter matrix. The ICA is a computational method for
separating a multivariate signal into additive
subcomponents, and also a special case of blind source
separation. However, for the shortcoming of the
components being treated independently, the ICA is not
widely used. The PCA, the LDA and the ICA are only
good at extracting information with the Euclidean structure.
However, the expression features usually lie on the
non-linear submanifold hiding in the face image space.
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Therefore the study of the dimensionality reduction goes deep
into the field of the non-linear manifold. Thus, some
non-linear dimensionality reductions have been proposed to
solve this problem, for example, multidimensional scaling,
isometric mapping, locally linear embedding, Laplacian
eigenmap and stochastic neighbour embedding (SNE) [21–25].
The feature-based approach for the FER can also gain a

satisfactory recognition effect. Kotsia et al. [26] used the
shape and texture information for the FER and obtained
very good results. Mahdi and Hamed [27] proposed a fuzzy
FER system based on the colour images. They also gave
the feature extraction of the facial organs and the fuzzy
classification in detail, and obtained a successful
experimental result. Shi et al. [28] verified the effect of the
marked points related to the facial geometry information in
face recognition (FR) and FER, and pointed out that the
geometric coordinates of the marked points could not be
directly used to train the classifier, because different people
might have different facial features. Therefore the relative
distance became the primary means to measure the
geometric distance. Park et al. [29] used the active
appearance model (AAM) to extract the facial geometrical
features, thus realised the purpose of the FER. Valstar and
Pantic [30] proposed a method for face geometry feature
extraction and motor unit identification, and predicted the
facial expression. However, for some of the different facial
expressions, the geometrical features might be similar
although the local texture features were different. For this
reason, Valstar and Pantic’s research became more difficult.
Song et al. [31] used the active shape model (ASM) to
detect the feature points of the face images preprocessed by
the graphic processing unit, then combined the image ratio
features with the facial animation parameters as the input of
the support vector machine (SVM), and ultimately obtained
good recognition results. All the methods discussed above
have the same problem that they do not consider the effect
of the individual differences on the recognition results. To
solve this problem, this paper proposes a novel FER
algorithm by exploiting the structural characteristics and the
texture information hiding in the image space, and gives
three facial features: feature point distance ratio coefficient
(FPDRC), connection angle ratio coefficient (CARC) and
skin deformation energy parameter (SDEP).
Fig. 1 Diagram of the proposed FER system

The proposed system includes three parts: feature point detection, feature extractio
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This paper is organised as follows: Section 2 describes an
overview of our FER system and the AAM. Section 3
demonstrates the proposed facial feature extraction and
gives three concepts: FPDRC, CARC and SDEP. Section 4
is the experimental results and analysis. The conclusions
and future work are given in Section 5.
2 Overview of the proposed FER system

Fig. 1 shows the overview of the proposed FER system. The
basic idea of the system is to merge the structural
characteristics and the texture information, and then classify
the extracted features by using a radial basis function (RBF)
neural network. The system consists of three parts: feature
point detection, feature extraction and classification.
For the feature point detection, we select two face images

with neutral and certain expressions, respectively, from the
facial expression sequence, as illustrated in Fig. 2. The
classic feature point localisation algorithm AAM [32] is
utilised to locate the feature points of the face images.
Different from the ASM [33], the AAM uses not only the
information of the face shape, but also the texture
information. The AAM’s shape model is constituted of the
two-dimensional (2D) coordinates of the vertices that make
up the mesh. As shown in (1), S denotes the set of vertices,
and v is the number of vertices

S = x1, y1, x2, y2, . . . , xv, yv
( )T

(1)

After the alignment, the statistical estimation and the PCA,
the final shape model S is expressed by a linear
combination of a mean shape S0 and the orthogonal basis
{Si}(i = 1, 2, …, n)

S = S0 +
∑n
i=1

riSi (2)

where {ρi} denotes a group of shape parameters, and Si is the
ith eigenvector that corresponds to the ith largest eigenvalue.
Based on S0, the texture model of the AAM is established.

After the alignment, the statistical estimation and the PCA,
n and classification
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Fig. 2 Selected two face images from the facial expression sequence (the Cohn–Kanade database)
Here, the database gives two selecting processes for the joy and the sadness emotions, and the processes are the same for the other four expressions
a Facial expression sequence with the expression of joy
b Facial expression sequence with the expression of sadness
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the appearance variable T can be obtained by the following

T = T0 +
∑m
i=1

liT i (3)

where T0 is the mean texture, {Ti} (i = 1, 2, …, m) are the m
texture basis vectors and {λi} denote a group of texture
parameters.
For the feature extraction, the characteristic parameters of

the FER are divided into feature point vectors containing
the structural characteristics and feature blocks containing
the texture information. As we all know, the shapes of the
facial organs differ from man to man, which leads to
differences of magnitude and direction of facial muscle
movement while people are giving a certain expression. In
addition, the different sizes of the face images could
directly make the positions of the feature points different,
and make the FER lack uniform conditions. Therefore, to
achieve satisfactory FER results, we should not only apply
the position information of the feature points, which ignores
the differences in the facial structure. Based on this
consideration, we perform feature point detection on two
face images which are selected from the facial expression
sequence and show neutral and certain expression,
respectively. Then, according to the movements of the
feature points and the dynamic texture variations of the
feature blocks, we give the concept of a ratio coefficient
and propose a feature point distance ratio coefficient
(FPDRC), a connection angle ratio coefficient (CARC) and
a skin deformation energy parameter (SDEP), which are
expected to eliminate the negative effects of the individual
differences. After obtaining the three characteristics
(FPDRC, CARC and SDEP), a problem of big data has
emerged, which seriously affects the efficiency of the FER.
IET Comput. Vis., 2014, Vol. 8, Iss. 5, pp. 429–440
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However, it is found that not all the features are helpful for
the final recognition results in the experiments. Those
FPDRCs and CARCs always fluctuating near 1 under all
the expressions are eventually removed, because the
movements of the corresponding feature points are not
significant. For the SDEP, we extract its most essential
features by the PCA. In our experiments, the three
characteristics mentioned above prove to be effective in
reducing the data dimension, and make the training and the
classification of the RBF neural network be more effective
and faster. Details of this part have been described in
Section 3.
The third part of our system is classification. As shown in

Fig. 1, we utilise the RBF neural network for data training and
classification after obtaining the fused features. The artificial
neural network (ANN) is a bionic neural network, and a
mathematical model of distributed and parallel information
processing. As an important member of the ANN, the RBF
neural network has the following advantages: the nature of
a global approximation and no problem of local minima;
strong input and output mapping functionality; a linear
relationship between the connection weights and the output;
a powerful classification ability and fast convergence speed.
Fig. 3 represents the structure of the RBF neural network.
The RBF neural network consists of three layers: the input

layer, the hidden layer and the output layer. Each hidden layer
neuron corresponds to one centre. The RBF takes the
Gaussian function. Upon receiving the input of the
expression vectors, the RBF neural network executes a
non-linear transformation based on the Euclidean distance
between the vectors and the centres, and then performs a
linear operation to the output of the hidden layer by the
connection weights. The final results are stored in the
output layer. This paper designs a radial basis network by
the MATLAB toolbox function and combines the three
431
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Fig. 3 Structure of the RBF neural network

In the proposed algorithm, the RBF takes the Gaussian function and the final outputs of the RBF neural network can be set as 1, 2, 3, 4, 5 and 6, which correspond
to joy, sadness, surprise, anger, disgust and fear, respectively

Fig. 4 Feature points for the FER 26 of 106 points are selected as
the feature points and are thought to be the most representative in
the proposed algorithm

Table 1 Feature point numbers and corresponding names

Number Name Number Name

1 right eyebrow right 14 left eyelid down
2 right eyebrow middle 15 right forehead
3 right eyebrow left 16 left forehead
4 right eyelid outer 17 right ala nasi
5 right eyelid up 18 nasal columella
6 right eyelid inner 19 left ala nasi
7 right eyelid down 20 right lip corner
8 left eyebrow left 21 up lip middle
9 left eyebrow middle 22 left lip corner
10 left eyebrow right 23 down lip middle
11 left eyelid outer 24 right cheek
12 left eyelid up 25 left cheek
13 left eyelid inner 26 chin
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proposed characteristics (FPDRC, CARC and SDEP) as the
inputs of the RBF neural network. The final outputs of the
RBF neural network can be set as 1, 2, 3, 4, 5 and 6, which
correspond to joy, sadness, surprise, anger, disgust and fear,
respectively.

3 Facial feature extraction

By considering the individual differences, this section gives
the facial feature extraction process in detail. After marking
the feature points, we present two innovative concepts
based on the feature point vectors: FPDRC and CARC. We
also propose the SDEP. Finally, we mix the three features
to form a new facial feature vector for the FER.

3.1 Feature point vector

There are many differences between individuals, especially
the facial appearance. Different persons’ facial organs cause
a lot of differences in the same expression. For example,
people usually keep their eyes widely open when they feel
surprised. The eyes-open amplitude (distance between the
upper eyelid and the lower eyelid) of small-eyed people
with the surprised expression may be equal to or even
smaller than the eyes-open amplitude of large-eyed ones
with the neutral expression. Therefore we should consider
the great effect of the individual differences on the FER.
In our approach, a total of 106 points are located in a face

image by the AAM. 26 of 106 points are selected as the
feature points and shown in Fig. 4, where ‘ + ’ indicates
the location of each feature point, and the arrow represents
the corresponding number of the feature point. The feature
point numbers and the corresponding names are described
in Table 1.
Here, pi(i = 1, 2, 3, …, 26) denote the selected feature

points. The feature points of the neutral and the other
expressions are denoted as pneutrali and pexpressioni ,
respectively. Fig. 5 shows the results of some samples’
feature point detections. The feature point vector is
determined by two different points. Fig. 6 shows the feature
point vector of the feature point p18. Firstly, we calculate
432
& The Institution of Engineering and Technology 2014

IET Comput. Vis., 2014, Vol. 8, Iss. 5, pp. 429–440
doi: 10.1049/iet-cvi.2013.0171



Fig. 5 Feature point detection results of some examples

a and c Exhibit neutral emotion
b and d Exhibit surprise emotion

Fig. 6 Feature point vectors of p18.

With the expression changing from neutral to certain expressions, the
corresponding feature point vectors change
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the Euclidean distance dij(i, j = 1, 2,…, 26 i≠ j) between two
different feature points

dij = pi − pj

∥∥∥ ∥∥∥ =
������������������������
xi − xj

( )2
− yi − yj

( )2√
(4)

Secondly, we represent the line between pi and pj and the
line between pi and pk by lij and lik, respectively

lij = pj − pi = (xj − xi, yj − yi) (5)

lik = pk − pi = xk − xi, yk − yi
( )

(6)

where i, j, k = 1, 2,…, 26, and i≠ j≠ k. Finally, we define the
angle between lij and lik as follows

alij lik
= arccos lij † lik

( )
/ lij

∣∣∣ ∣∣∣× lik
∣∣ ∣∣( ){ }

(7)

3.2 FPDRC and CARC

After knowing the coordinate values of pneutrali and pexpressioni ,
we firstly calculate the Euclidean distances dneutralij and

dexpressionij by (4). Relative to dneutralij , the changing of

dexpressionij has three situations, as illustrated in Fig. 7a. Then,
we standardise them and obtain the initial FPDRC, as

kd = dexpressionij /dneutralij (8)

In Fig. 8, we give the FPDRCs of two samples whose
expressions are surprise. The total number of the feature
points is 26. According to C2

26 = 325, the maximum value
of the abscissa of Fig. 8 is 325.
IET Comput. Vis., 2014, Vol. 8, Iss. 5, pp. 429–440
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We have performed a large number of experiments and
found that some FPDRCs in the histogram always fluctuate
near 1 under all expressions. These FPDRCs are not helpful
and even negatively affect the following training and the
classification of the RBF neural network. Hence, we
remove the FPDRCs which meet the condition as

kd − 1
∣∣ ∣∣ ≤ K (9)

where K is a constant and its value is discussed in Section
4. The rest are included in the final inputs of the FER
experiment as kd-final.
We calculate the angles aneutral

lij lik
and aexpression

lij lik
by (7).

Relative to aneutral
lij lik

, the changing of aexpression
lij lik

has three

situations, as illustrated in Fig. 7b. Then, we standardise
them and obtain the initial CARC, as

ka = aexpression
lij lik

/aneutral
lij lik

(10)

Fig. 9 presents the CARCs of performer 1 whose expression
is surprise. The total number of the feature points is 26.
According to C3

26 = 2600, the maximum value of the
abscissa of Fig. 9 is 2600 × 3 = 7800.
Similarly, we remove those CARCs which meet the

condition as

ka − 1
∣∣ ∣∣ ≤ K (11)

The remaining ones are included in the final inputs of the FER
experiment as kα-final.

3.3 Skin deformation energy parameter

Although showing certain expressions, people’s faces often
have the expression lines which perform on the face images
as texture variations. These changes make the original
433
& The Institution of Engineering and Technology 2014



Fig. 7 Distance and connection angle of the feature points

The three changing situations of the distance and the connection angle are bigger, equal and smaller
a Distance
b Connection angle

www.ietdl.org
smooth surface of the facial skin complicated and the energy
distribution of the image changed. Using texture changes for
the FER has been a research focus. Song et al. [31] selected
Fig. 8 FPDRCs of the two samples

The maximum value of the abscissa is 325

434
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the characteristic block with the texture changes for
wrinkles detection and proposed the concept of the skin
deformation parameters to achieve better recognition effect.
IET Comput. Vis., 2014, Vol. 8, Iss. 5, pp. 429–440
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Fig. 9 CARCs of performer 1

The maximum value of the abscissa is 7800

Fig. 10 Selected feature blocks for the FER

Here, the two selected blocks will be adjusted to 155 × 65 and 35 × 25,
respectively

www.ietdl.org
Liu et al. [34] pointed out that the expression ratio image can
capture the facial local motion information, just as the
expression lines. By considering that the expression lines in
the forehead and the glabella are the most obvious ones, we
Fig. 11 Calculation process of the SDEP

IET Comput. Vis., 2014, Vol. 8, Iss. 5, pp. 429–440
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select the two feature blocks for the FER, which are shown
in Fig. 10.
The two feature blocks are referred to as F15,16,9,2 and

F3,10,13,6, where the subscript represents the serial number
of the feature point. For the case of F3,10,13,6, we note that
its textures change with the occurrence of the expression
and the movement of the corresponding facial muscles.
These changes consist of a grey-value variation and an edge
appearance. The more complex the image is, the more
component of high frequency it contains. According to this
fact, we give the new concept of the SDEP, whose
calculation process is shown in Fig. 11.
Owing to the changes of the feature points’ positions, the

size of the corresponding feature block will change.
Therefore we make the size of the selected feature blocks
uniform by the median interpolation method before the
Fourier transform. F15,16,9,2 and F3,10,13,6 are adjusted to
155 × 65 and 35 × 25, respectively. The Fourier transform of
a feature block is shown in Fig. 12.
The matrices of F15,16,9,2 and F3,10,13,6 after the Fourier

transform are depicted in (12) and (13), respectively

B1 =
b111 · · · b11N

..

. . .
. ..

.

b1M1 · · · b1MN

⎛
⎜⎝

⎞
⎟⎠ (12)
435
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Fig. 12 Fourier transform of a feature block

Fig. 13 Some samples of the BHU facial expression database

www.ietdl.org
B2 =
b211 · · · b21N

..

. . .
. ..

.

b2M1 · · · b2MN

⎛
⎜⎝

⎞
⎟⎠ (13)

where N ×M can be 155 × 65 or 35 × 25. Thereby, the ratio
coefficient matrix B is calculated by

B = B1/B2 =
b111/b211 · · · b11N/b21N

..

. . .
. ..

.

b1M1/b2M1 · · · b1MN/b2MN

⎛
⎜⎜⎝

⎞
⎟⎟⎠

=
b11 · · · b1N

..

. . .
. ..

.

bM1 · · · bMN

⎛
⎜⎜⎝

⎞
⎟⎟⎠

(14)

Finally, after the processing of the PCA, we obtain the final
SDEP which is denoted as ks-final.
By merging the FPDRC, the CARC and the SDEP, we

obtain the final input feature for the FER, as

kfinal = kd−final, ka−final, ks−final

( )
(15)

4 Experimental results and analysis

We have performed some experiments that demonstrate the
effect of the proposed FER method. All the experiments are
implemented in a Matlab2011 environment on a computer
with an Intel (R) Core (TM)2 Duo CPU with a clock speed
of 2.2 GHz, a 2 GB RAM and Windows XP professional.

4.1 Database

Two facial expression databases are used in our experiment:
the first is the famous Cohn-Kanade database [35, 36], and
the second is the BHU (Beihang University) facial
expression database which is built by our laboratory [15].
The Cohn-Kanade database includes more than 100
performers from different regions (15% are
African-American and 3% are Asian or Latino), with
different colours, ages (ranging from 18 to 43) and genders
(65% female). Besides, the image resolution of the
Cohn-Kanade database is 640 × 490. For this database, 100
performers who have more than 500 frontal face image
436
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pairs are selected to perform our FER experiments. In the
training process, 60 performers are employed to train the
classifier. The BHU facial expression database consists of
three parts: 18 kinds of single expressions, 3 kinds of
mixed expressions and 4 kinds of complex expressions.
Thirty-two Chinese college students from different ages
(ranging from 21 to 25) and genders (14 males and 18
females) have participated in the data collection [15]. We
choose 20 performers for the training and the rest for
classifying. Each subject has at least six basic expressions.
Hence, there are a total of 192 frontal face image pairs.
Some samples of the BHU facial expression database are
shown in Fig. 13.

4.2 Results and analysis

To evaluate the performance of the proposed algorithm, we
implement our FER experiment in three stages. The first
stage is to search the best value of K which is given in (9)
and (11). The second stage is to evaluate the final FER
rates of our proposed algorithm under the best value of K.
The final stage is to compare our proposed algorithm with
the other methods.
We compared the FER performance by using the RBF

neural network with different K. Figs. 14 and 15 show the
FER rates for different K. The two figures show that the
average rate becomes smaller after a peak value and obtains
the highest point when K is 0.15. It should be noted that it
is necessary to determine a suitable value of K for a new
given database.
IET Comput. Vis., 2014, Vol. 8, Iss. 5, pp. 429–440
doi: 10.1049/iet-cvi.2013.0171



Fig. 15 Comparison of the FER rates of the BHU facial expression
database

Fig. 14 Comparison of the FER rates of the Cohn–Kanade database

Table 2 FER rates of the Cohn–Kanade database (%)

Input

Joy Sadness Surpr

joy 96.7 0 0.5
sadness 1.4 86.8 0.4
surprise 1.2 0.3 93.
angry 0 8.8 0
disgust 0 5.4 0.8
fear 0.2 0.6 3.5

the average FER

Table 3 FER rates of the BHU facial expression database (%)

Input

Joy Sadness Surpr

joy 95.3 0.1 0.7
sadness 0.7 85 0.4
surprise 1.6 0 92.
angry 0 9.4 0.6
disgust 0 5.2 0.5
fear 0.4 3.4 0.3

the average FER

www.ietdl.org
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For the best value of K, Tables 2 and 3 show the FER rates
of the different expressions of the Cohn-Kanade database and
the BHU facial expression database, respectively. As shown
in Table 2, joy and surprise hold the top two of the FER
rates: 96.7 and 93.4%, respectively. For the other four
expressions, the FER rates are distributed between 80 and
90%, respectively, and the lowest recognition rate is 82.9%.
Tables 2 and 3 also give the error recognition rates of the
six basic expressions. The probability is 8.8% for angry
being recognised as sadness, 6.3% for disgust being
recognised as angry and 5.6% for sadness being recognised
as disgust. For the Cohn-Kanade database, the final average
recognition rate is 88.7%.
For the BHU facial expression database, the recognition

results are shown in Table 3. The distribution of the
experimental results of the BHU facial expression database
is similar to the Cohn-Kanade database, and the overall
recognition performances are lower than the latter. The final
average recognition rate is 87.8%.
Fig. 16 compares the FER performances by using different

features of input: PCA, LDA, SNE, FPDRC, CARC and a
group of FPDRC, CARC and SDEP, whereas the classifier
is the RBF neural network, and also makes the comparison
of the FER rates with different methods given by the
authors [11, 37, 38]. It presents that the proposed algorithm
outperforms the others. For the Cohn-Kanade database, the
recognition rate increases by 20.2, 14.1, 6.2, 10.8, 6.7, 10.6
and 1.9%, respectively. For the BHU facial expression
database, the recognition rate increases by 23.5, 16.1, 6,
12.6, 7.5, 11 and 3.2%, respectively. Fig. 16 also shows the
FER performances by using the FPDRC only, the CARC
only and a group of FPDRC, CARC and SDEP. Compared
with the recognition rates 84.1 and 82.6%, the results
increase by 4.6 and 5.2%, respectively, which indicate that
the method merging the three proposed facial features is
more effective. In Fig. 16, we know that our proposed FER
algorithm which merges the structural characteristics and
Output

ise Angry Disgust Fear

0.6 0 2.2
5.6 4.6 1.2

4 0.5 0.6 4
84.7 1.4 5.1
6.3 82.9 4.6
4.4 3.6 87.7

rate: 88.7

Output

ise Angry Disgust Fear

0.3 0 3.6
5.1 5.3 3.5

3 0.9 0.8 4.4
84.6 2.2 3.2
6.8 82.7 4.8
4.3 4.7 86.9

rate: 87.8
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Fig. 16 Comparison of the FER performances with different feature inputs

Here, the NB represents a Naive Bayesian

www.ietdl.org
the texture information is more robust and works better than
the existing methods.
Fig. 17 gives the FER rates by using different types of

classifiers: the SVM, the ADABOOST and the RBF neural
network. To ensure a fair comparison, the SVM, the
ADABOOST and the RBF are given the same training and
Fig. 17 Comparison of the FER performances with different classifiers

Fig. 18 Comparison results of the verified experiment
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testing data in our experiments. It should be noted that the
training and the testing data are non-linear. As shown in
Fig. 17, with the same inputs of the FPDRC, the CARC
and the SDEP, the proposed algorithm using the RBF
neural network has better recognition effect. Through a
series of ratio normalisation approaches, the feature points
IET Comput. Vis., 2014, Vol. 8, Iss. 5, pp. 429–440
doi: 10.1049/iet-cvi.2013.0171
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have different contributions to different expressions and the
trained RBF classifier gives suitable weights to different
feature points. That is the reason why the RBF performs
better than the other classifiers.
To test and verify the resistance to noise, we perform one

more experiment in our paper. For the testing data of this
experiment, the locations of the feature points 11, 12, 13
and 14 in the expression images are manually set as the
same values with the corresponding feature points’
locations in the neutral images. Similar to Fig. 17, the
experimental results shown in Fig. 18 do not change much.
Although these feature points’ locations are fixed, the
locations of the feature points 4, 5, 6 and 7 are changing,
and these changes are still able to make our algorithm robust.

5 Conclusion and future work

In this paper, we have proposed a new algorithm for the FER
which merges three novel features: FPDRC, CARC and
SDEP. In comparison with the other FER methods, it
demonstrates better recognition performance on the Cohn–
Kanade database and the BHU facial expression database.
Based on the idea of the feature point vector, the FPDRC
and the CARC are defined as the distance ratio coefficient
and the connection angle ratio coefficient of the feature
points marked by the AAM, respectively. To calculate the
final FPDRC and CARC, we have eliminated the
interference of the excess coefficients by the value of K. To
take advantage of the facial texture information, we also
have proposed the SDEP which represents the changing of
the skin deformation energy. The RBF neural network is
used as the classifier. The results of our experiments prove
that the utilisation of the structural characteristics and the
texture information of the face image is robust and better
for the FER.
We frankly recognise that our algorithm has two

limitations. Firstly, in spite of having good experimental
results, the method requires both a neutral and an
expressive image, which is quite restrictive. Secondly, this
work does not test the robustness of the proposed method
under several environmental conditions (noisy, illumination
variations, head pose variations etc.). Therefore the authors
will mainly devote their energy and enthusiasm to the two
previously mentioned limitations in the future. Furthermore,
the authors plan to discover how to make better use of the
space–time information hiding in the facial expression
sequences. The separation of the identity information and
the motion information will be our next research focus.
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