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Abstract  

Predictions of the response of ecosystem respiration to warming in the Arctic are not well 

constrained, partly due to the considerable spatial heterogeneity of these permafrost-

dominated areas. Accurate calculations of in-situ temperature sensitivities of respiration (Q10) 

are vital for the prediction of future Arctic emissions. To understand the impact of spatial 

heterogeneity on respiration rates and Q10, we compared respiration measured from 

automated chambers across the main local polygonized landscape forms (high and low 

centers, polygon rims, polygon troughs) to estimates from the flux partitioned net ecosystem 

exchange (NEE) collected in an adjacent eddy covariance tower. Microtopographic type 

appears to be the most important variable explaining the variability in respiration rates, and 

low-center polygons and polygon troughs show the greatest cumulative respiration rates, 

possibly linked to their deeper thaw depth and higher plant biomass. Regardless of the 

differences in absolute respiration rates, Q10 is surprisingly similar across all 

microtopographic features, possibly indicating a similar temperature limitation to 

decomposition across the landscape. Q10 was higher during the colder early summer and 

lower during the warmer peak growing season, consistent with an elevated temperature 

sensitivity under colder conditions. The respiration measured by the chambers and the 

estimates from the daytime-flux partitioned eddy covariance data were within uncertainties 

during early and peak season, but overestimated respiration later in the growing season. 

Overall, this study suggests that it is possible to simplify estimates of the temperature 

sensitivity of respiration across heterogeneous landscapes, but that seasonal changes in Q10 

should be incorporated into model simulations. 
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1. Introduction 

Comprising an area of more than 7 x 10
6
 km

2
 and storing over 28% (41.0 kg·SOC·m

-

2
) of the world's soil organic matter pool, Arctic tundra ecosystems are vitally important 

components of the global carbon (C) cycle (Ping et al., 2008). These ecosystems are sensitive 

to subtle changes in climate and many of these functional changes can feedback on 

atmospheric CO2 and future climate regimes (Callaghan & Maxwell, 1995; Deslippe et al., 

2012; Pearson et al., 2013). As a current estimate, the soils of the circumpolar Arctic store 

over 1,035 ± 150 Pg C in the near surface (0–3m), approximately twice the amount of carbon 

that is currently in the atmosphere and 43% of the global carbon content to this depth 

(Tarnocai et al., 2009; Hugelius et al., 2014). Historically, most of this carbon has been 

sequestered as the net result of photosynthetic dominance in the short summer season and low 

rates of decomposition as a consequence of cold, nutrient poor, and generally waterlogged 

conditions (Oechel et al., 1993). Yet, much of this soil carbon pool is at risk of being lost to 

the atmosphere due to accelerated soil organic matter decomposition in warmer future 

climates (Grogan & Chapin, 2000; Dorrepaal et al., 2009; Schuur et al., 2015). 

Notwithstanding any acclimation and metabolic adjustments that may occur, greater soil 

drying, aeration, and an expansion of the seasonally thawed active layer may result in 

increased carbon losses to the atmosphere (Oechel et al., 2000; Hinzman et al., 2005; Natali 

et al., 2012). 

The sensitivity of carbon emissions from soil organic matter to current and future 

climate regimes is an increasingly important area of research. Despite the importance of the 

Arctic to the global climate system, carbon budgets are poorly constrained and models poorly 

capture respiration losses, particularly during the cold period (e.g., McGuire et al., 2012; 

Fisher et al., 2014; Commane et al., 2017). Much of the inadequacy can be attributed to a 

poor understanding of the spatial patterns and controls on carbon flux in the Arctic (Hodson 
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et al., 2013). Summer warming, in particular, might increase both carbon loss from 

respiration and photosynthetic carbon uptake (Hanson et al., 2000; Ueyama et al., 2013). 

However, the complex interactions between respiration and photosynthesis, together with the 

complexity of their environmental controls (e.g., soil moisture, substrate quality, nutrient 

cycling, and vegetation categories), increase uncertainties in predictions of the carbon 

balance under a changing climate (Hobbie et al., 2000; Trumbore, 2006; Nobrega & Grogan, 

2008; Sommerkorn, 2008; Zona et al., 2011).  

Arctic tundra landscapes are largely characterized by patterned ground. Polygonal 

landscapes are generated through the formation of ice wedge polygons that underlie soils of 

the coastal tundra (Brown, 1967). Through the alternation of yearly freeze-thaw cycles, and 

the growth and subsidence of the underlying ice wedges, low-center and high-center 

polygons develop across the tundra (Billings & Peterson, 1980; Gamon et al., 2013). 

Approximately 65% of the Arctic Coastal Plain in northern Alaska is underlain by polygonal 

landforms (Hinkel et al., 2005; Liljedahl et al., 2011; Liljedahl et al., 2012). High-center 

polygonal landforms have a relatively high relief and are generally found in well-drained 

interstitial tundra regions, while low-center polygons are similar to high-center polygons with 

the exception of having an often submerged moist-aquatic center (Lara et al., 2015). Adjacent 

to this moist-aquatic center in low-center polygons are dry-moist rims. Finally, troughs and 

drainage channels are found on the perimeter of the high and low center polygons. While ice 

wedge formation is typically limited to a few meters in depth, polygonization produces 

substantial biogeochemical and hydrological heterogeneity (Zona et al., 2011; Davidson et 

al., 2016).  

Landscape heterogeneity has been shown to influence the patterns and controls of 

CO2 fluxes in both Arctic and non-Arctic systems (Vourlitis & Oechel, 1997; Riveros-Iregui 

& McGlynn, 2009; Pacific et al., 2011; Zona et al., 2010; Zona et al., 2011; Sturtevant et al., 
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2013; Knowles et al., 2015; Steilstra et al., 2015; Davidson et al., 2016). Polygonal units are 

characterized by heterogeneity in water table, thaw depth, and vegetation type (Zona et al., 

2010; Zona et al., 2011; Davidson et al., 2016). As a result, mean ecosystem respiration has 

been seen to vary substantially amongst polygonal units (Sommerkorn, 2008; Zona et al., 

2011). The difference in water table height across polygonized landscapes is one of the main 

drivers of spatial heterogeneity in vegetation and CO2 and CH4 fluxes (Zona et al., 2011; 

Davidson et al., 2016). Water table mediates both aerobic and anaerobic processes in wetland 

systems (Blodau, 2002; Lipson et al., 2012). A higher water table generally limits the 

diffusion of oxygen, thus favoring methanogenesis and anaerobic fermentation over aerobic 

respiration in the soil. Conversely, greater soil oxygen availability, and therefore a lower 

water table, regularly stimulates aerobic respiration. In general, soil drying and increasingly 

aerobic conditions increase the rates of soil respiration (Billings et al., 1983; Freeman et al., 

1993; Moore & Knowles, 1989; Oechel et al., 1998). However, changes in water table and 

temperature may have different effects dependent on particular surface features. More mesic 

and waterlogged soil sites have also been shown to have increased mineralization rates and 

soil microbial N pools than drier hummock dominated sites across Siberian tundra zones 

(Biasi et al., 2005). Dissimilarities in permafrost depth, pore water chemistry, nutrient 

availability, plant cover, and productivity have also been linked with microtopographic 

features in polygon-dominated tundra ecosystems (Engstrom et al., 2005; Schuur et al., 2007; 

Baumann et al., 2009; Newman et al., 2015; Davidson et al., 2016). Nutrient availability 

(Damman, 1978; Chapin et al., 1979) and plant species distributions (Andrus et al., 1983; 

Ohlson & Dahlberg, 1991) have also been seen to vary with landscape heterogeneity, thus 

affecting the carbon dynamics in these systems (Moore & Knowles, 1989; Christensen et al., 

2000). As such, differences in vegetation type, and their effects on shading, soil temperature, 

and hydrological characteristics are tightly linked to the water level in defining the spatial 
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heterogeneity of these ecosystems (Billings & Peterson, 1980; Chu & Grogan, 2000; von 

Fischer et al., 2010; Zona et al., 2011; Davidson et al., 2016). 

Though past studies have underscored the importance of spatial heterogeneity to 

carbon cycling and trace gas emissions (Arbo et al., 2013), there are still large uncertainties 

in the temperature sensitivity of respiration across these different microtopographic features 

in the Arctic Coastal Plain. The difficulties in collecting continuous Arctic greenhouse gas 

fluxes has limited our understanding of the temperature sensitivity of respiration, with only a 

few studies reporting continuous year-round CO2 flux from tundra ecosystems (Sullivan et 

al., 2008; Lüers et al., 2014; Oechel et al., 2014; Euskirchen et al., 2017). Importantly, 

previous studies that measured CO2 and CH4 fluxes across the different microtopographic 

features from these tundra ecosystems were only collected within a short temporal resolution 

(e.g. once a day or once a week, von Fischer et al., 2010; Olivas et al., 2011; Zona et al., 

2011; McEwing et al., 2015; Davidson et al., 2016).   

Broadly, the relative activity of biological and chemical reactions, including 

respiration, has been generally approximated to double for every 10°C increase in 

temperature, based on a theoretical Q10 of 2 (Tjoelker et al., 2001; Anderson, 2010; Mahecha 

et al., 2010). These fixed Q10 values are widely used in ecosystem models (Potter et al., 1993; 

Mahecha et al., 2010; Foereid et al., 2014). Conversely, several studies have suggested that 

Q10 is variable, with values ranging from 1 to more than 12 (Hamdi et al., 2013; Gritsch et 

al., 2015), and reaching 4.5 in Arctic tundra ecosystems (Ueyama et al., 2013). Globally, Q10 

seems to be amplified in Arctic ecosystems in comparison to temperate and tropical regions, 

perhaps due to an inverse correlation with mean annual temperature across biomes (Bekku et 

al., 2003; Zhou et al., 2009). In Arctic soils the temperature sensitivity of CO2 production is 

often larger than 2, with experiments conducted at field-relevant temperatures (Nadelhoffer et 

al., 1991; Mikan et al., 2002; Chowdhurry et al., 2015), or lower than 2, commonly during 
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the winter in Alaska (Oechel et al., 2014). Several studies suggest that soil respiration and 

Q10 decline with increasing temperature (Paembonan et al., 1991; Tjoelker et al., 2001; 

Hamdi et al., 2013), yet others have shown the opposite trend (Stockfors & Linder, 1998; 

Atkin et al., 2000a; Lipson, 2006; Oechel et al., 2014). The picture becomes more 

complicated when the effect of soil moisture is considered. Correlations between Q10 and soil 

moisture levels have been shown to be either positive (Craine & Gelderman, 2011), negative 

(Luan et al., 2013), or non-significant (Fang & Moncrieff, 2001). Moreover, Q10 has been 

shown to vary substantially even with uniform soil moisture levels (Craine et al., 2010). This 

variance could also be due to the quality and degradability of soil organic carbon (SOC) in 

Arctic soils, as recalcitrant SOC is more sensitive to warming than fresh and labile organic 

matter (Davidson & Janssens, 2006; Lefèvre et al., 2014). The controlling factors of Q10 at 

regional scales thus remain uncertain. It is therefore important to continue to investigate the 

spatial patterns and controls on carbon loss and temperature sensitivities in Arctic systems.  

Parameterizing ecosystem level responses to climate change in the Arctic requires a 

fine-scale understanding of how microtopography, soil microbial processes, and thermal 

regimes control biogeochemical cycling (Stoy et al., 2013). Recent data syntheses and 

modeling studies of Arctic tundra net CO2 flux have suggested that the tundra is either a CO2 

sink or a CO2 source, with large uncertainties in these estimates (McGuire et al., 2012; 

Belshe et al., 2013; Fisher et al., 2014). This uncertainty is related to the poor availability of 

continuous CO2 data to both parameterize and validate ecosystem models in the Arctic 

(McGuire et al., 2012). Nonetheless, several studies have shown that the spatial and temporal 

variation in the patterns and controls of CO2 fluxes are large even at the meter scale 

(Morrissey & Livingston, 1992; Vourlitis et al., 1993; Vourlitis & Oechel, 1997). Most larger 

scale modelling studies have used the flux partitioned net ecosystem exchange (NEE) from 

eddy covariance towers to estimate respiration across a variety of ecosystems (Reichstein et 
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al., 2005; Lasslop et al., 2010). While these methodologies are well established for temperate 

ecosystems, where nighttime facilitates the calculation of the respiration component, there are 

still uncertainties with the application of these algorithms to fluxes from Arctic sites with no 

dark periods during the summer (Zamolodchikov et al., 2003; Groendahl et al., 2007; 

Kutzbach et al., 2007; Runkle et al., 2013). Several studies have found substantially different 

estimates between ecosystem respiration (ER) measured by soil chambers and estimations 

from eddy covariance fluxes (Janssens et al., 2001, Fox et al., 2008). Chamber estimates can 

be biased due to soil modifications (e.g. abscission of roots and mycorrhizae when placing 

chambers in the soil), the potential for anomalous chamber heating, the creation of pressure 

gradients, and unsatisfactory placement of sampling units within the tower footprint 

(Dabberdt et al., 1993; Vourlitis et al., 1993; Norman et al., 1997; Rochette et al., 1997; 

Subke et al., 2009). Tower estimates, on the other hand, may be biased due to advection, lack 

of energy balance closure, or diurnal footprint variability (Wilson et al., 2002; Baldocchi, 

2003; Oren et al., 2006). The eddy covariance technique gives a single integrated flux within 

the tower footprint. This can potentially bias or overestimate the emission estimates if there is 

variation in the land cover within the footprint. Conversely, closed chamber measurements 

may increase spatial representativeness of plant communities to a degree, but can have a 

reduced temporal coverage in comparison to tower measurements (Stoy et al., 2013). It is 

well documented that measured CO2 flux estimates vary depending on the method employed 

(Oechel et al., 1998; Björkman et al., 2010; Riederer et al., 2014). Thus it is often 

important, if possible, to combine both techniques, as the information gained from each 

technique is complimentary and essential for understanding spatial and temporal patterns in 

fluxes.  

To better refine our understanding of the sensitivity of spatial variability and the 

controls on carbon fluxes to projected near-term warming, we measured respiration rates 
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across different polygonal types in the coastal Arctic landscape. The goal of this study was to 

investigate the spatial patterns of Arctic growing season respiration, the environmental 

controls on respiration, the performance of currently used flux partitioning methods to 

estimate respiration from the NEE measured by eddy covariance flux towers in the Arctic, 

and to estimate the temperature response of respiration (Q10) across different ecosystem 

types. For this study we combined data from automated soil chambers that measured 

continuous soil CO2 measurements, with tower fluxes gathered in the footprint of an eddy 

covariance tower in the highly-polygonized tundra in northern Alaska (Utqiaġvik). We 

hypothesize that landscape heterogeneity influences both the absolute rates and the 

temperature response of respiration, that temperature sensitivity will vary during the growing 

season, and that current flux partitioning methods do not properly capture the respiration rates 

from arctic tundra ecosystems.  

 

2. Methods  

2.1. Site Description 

The study area is located near Utqiaġvik (previously named Barrow), Alaska, at the 

northernmost point of the mainland United States (71.32
°
N, 156.62

°
W) (Fig. 1a). Utqiaġvik is 

located within the Arctic Coastal Plain, where the landscape consists of thaw lake basins and 

areas of interstitial tundra, with approximately 65% of the ground covered by flat, high, and 

low center ice-wedge polygons (Brown, 1967; Billings & Peterson, 1980). The study site is a 

region of interstitial polygonized tundra (Fig. 1b) located in part of the Barrow 

Environmental Observatory (BEO), a 30.21 km
2
 study area dedicated to terrestrial and 

atmospheric climate research. Vegetation in Utqiaġvik is broadly dominated by mosses 

(Sphagnum spp.), sedges (Carex aquatilis, Eriophorum spp.), and grasses (Dupontia fisheri, 

Arctophila fulva), with mosses dominating high sites (e.g. polygon rims) and Carex 
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dominating low (e.g. polygon centers) sites (Olivas et al., 2011). Previous vegetation surveys 

noted that high-center polygons consisted of Polytrichum moss and lichen-dominated 

communities with a highly reduced vascular plant cover (Davidson et al., 2016). Polygon 

rims and flat centers were dominated by a mixture of graminoids, including the sedge 

Eriophorum russeolum, the grass Poa arctica, and the rush Luzula arctic, with limited 

smatterings of Dicranum mosses, liverworts, and lichens. The sedge C. aquatilis dominated 

vascular plant canopies in polygon troughs and low-center polygons.  

In Utqiaġvik the maximum active layer is generally ~35 cm and the organic layer, 

which overlies silty mineral horizons, has a general thickness of 12 to 15 cm (Walker et al., 

2003). Mean annual precipitation is 120 mm, while mean annual (January-December) and 

July temperatures are -11.3°C and 3.7°C respectively. Soil parent materials in the North 

Slope of Alaska are marine sediments of Pleistocene age that have been altered by thaw-lake 

processes (Sellmann & Brown, 1973). The organic C content in the top 100 cm of these soils 

ranges from 37 to 139 kg m
-3

 (Bockheim et al., 2004) and soil bulk density of the organic 

layer in the study site is 0.06 g cm
-3

 on average (Lipson et al., 2013). Soil pH values range 

from 5.1 at the low-center polygons to 4.5 at polygon rims (Lipson et al., 2012). 

  

2.2. Ecosystem Respiration Measurements 

At the beginning of June 2007, fourteen acrylic soil collars were inserted into the 

surface moss layer with a serrated knife. These fourteen sampling plots were clustered 

together (across a 30 m diameter area in the SW portion of the footprint of the nearby 

Barrow-BEO eddy covariance tower). The landscape included two high-center polygons, 

three polygon troughs, four low-center polygons, and five polygon rims (Fig. 1b, c). All 

collars were inserted at least 24 hours before measurements began to reduce the impact of 

disturbance on respiration from collar installation. A 16-port multiplexed chamber array 
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system was used for measuring ecosystem respiration once every hour (LI-8100 Multiplexor, 

LI-COR Biosciences, Lincoln, Nebraska). These dynamic, opaque chambers are 

mechanically lifted from their soil collar base, thus minimizing alterations to sun exposure, 

wind, and precipitation in the sampling plots (Fig. 1c). Automated chamber data was 

collected every hour from June 18
th

 to August 2
nd

, 2007 totaling 13,628 soil flux 

measurements during the entire sampling period.  

 Respiration rates were calculated from the measured increase in gas concentration 

within the chamber headspace, as described in McEwing et al. (2015). The linear increase in 

CO2 concentration inside the chamber headspace was used to estimate the fluxes based on the 

following equation  

  

    
           

              
     

Fo Flux at the time of chamber closure (μg C CO2 m
-2

h
-1

) 

S Time derivative (slope) CO2 concentration change over time (ppm s
-1

) 

V Chamber volume (m
3
) 

A Chamber area (m
2
) 

M  Molecular mass of CO2 (g mol
-1

) 

Vm Ideal gas mole volume (0.224 m
3
 mol

-1
) 

 

An eddy covariance tower (Barrow-BEO, Zona et al., 2016) that measured net 

ecosystem exchange (NEE) in proximity of the chambers was used to estimate respiration 

rates based on the two flux partitioning methods (Reichstein et al., 2005; Lasslop et al., 

2010). More details on the instruments, calibrations, and data processing steps for tower 

derived fluxes can be found in Zona et al., 2016. 
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2.3. Environmental Parameters 

Water table and thaw depth values were recorded once a week at every chamber 

location. PVC pipes of 2.2 cm diameter, perforated every cm throughout their lengths, were 

permanently inserted into the soil and used for these water table measurements (Zona et al., 

2009; Olivas et al., 2011). Thaw depth measurements were taken within 5 cm of the 

chambers using a graduated metal cylinder (Brown et al., 2000; Zona et al., 2009). Surface 

temperatures and atmospheric pressures were also measured within the chamber headspace 

during flux data collection.  Air temperature and air pressure were collected inside each 

chambers with the same temporal resolution of the CO2 measurements used to estimate the 

fluxes (i.e. 13,628 data points for the entire sampling period). Thaw depth was collected 

weekly right outside of each of the chamber collars from mid-June to the end of July. Water 

table measurements was only measured from the beginning to the end of July as these 

measurements required the installation of PVC pipes in proximity of each chamber’s collar 

(which was completed by late June). 

 

2.4. Temperature Sensitivity 

The temperature response of respiration from the chamber measurements was 

estimated based on a best fit exponential regression model between the hourly respiration and 

both air and soil temperature, with separate fits for each ecosystem type. Unfortunately, the 

loss of soil temperature data from individual chambers forced us to use either soil 

temperature data collected at the surface in proximity of the eddy covariance tower (in a 

high-center polygon ecosystem type), or air temperature collected from each chamber. Soil 

temperature data collected across the different ecosystem types used in this study showed 

similar values (Zona et al., 2011; Davidson et al., 2016), likely due to the short and sparse 

vegetation limiting shading effects from different ecosystem types. To address the potential 
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limitation of using just one soil temperature for all the Q10 estimates collected in proximity of 

the eddy covariance tower, we also calculated Q10 using the chamber air temperatures and the 

results were very similar to the Q10 calculation using soil temperatures. The calculation of 

respiration Q10 for the chambers was performed on weekly periods to include enough data to 

allow the building of reasonable temperature responses of respiration. 

 

2.5. Statistical Analysis 

  To address temporal and spatial pseudoreplication, the relative importance of each 

environmental variable in explaining the weekly averaged ecosystem respiration was 

determined using linear mixed effects models (lme4 package in R, R Core Team, 2015). The 

mixed models included the relevant fixed effects (ecosystem type, thaw depth, water table 

depth, and soil temperature), the week of measurement, and the chamber number as 

continuous and categorical random effects. These mixed models were chosen given the 

violation of independence (within a repeated measures design, the same plots are measured 

multiple times during an experiment). Weekly averages were chosen for this analysis as the 

thaw depth and water table were only collected once a week. Ecosystem respiration data were 

log transformed to meet normality and homoscedasticity assumptions. The following 

variables were tested as explanatory variables (fixed effects) of the spatial variability in 

ecosystem respiration: ecosystem type, thaw depth, water table depth, and soil temperature. 

As water table values were only collected starting in July, weekly log transformed ecosystem 

respiration was modeled as a function of the various environmental parameters including a 

dataset both with water table (n = 69; all of July) and without data (n = 97; June and July). 

Model performance was evaluated on Akaike information criterion (AIC) values, on the 

significance of the partial F-test, and on the marginal coefficient of determination (similar to 

the explanatory power of the linear models) for generalized mixed-effects models as output 
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by the r
2

GLMM function within the MuMIn package in R (Nakagawa & Schielzeth, 2013; 

Johnson, 2014). This r
2

GLMM function (Nakagawa & Schielzeth, 2013) was used to estimate 

both the marginal R
2
 which describes the percentage of the variance in the respiration 

explained by fixed effects, and conditional R
2
 (i.e. percentage of the variance explained by 

both fixed and random effects). To assess the co-variance among the independent variables, 

correlation coefficients were assessed for all combinations. We also performed a partial 

correlation analysis to test how much the explanatory power of a variable increased, once we 

accounted for other variables. All statistical models were defined as significant at p < 0.05. 

As the sampling plots were stratified by microtopographical category, we also tested the 

difference in ecosystem respiration between these categories through a one-way ANOVA and 

pairwise comparisons. All statistical analyses were carried out in the statistical software R, 

version 3.2.3 (R Core Team, 2015).  

 

3. Results 

3.1. Environmental Parameters 

 Throughout the growing period high-center polygons had the shallowest thaw depths, 

while low-center polygons had the deepest thaw depths (Fig. 2a). For all topographic 

categories, averaged thaw depth increased with the progression of the growing season. 

Throughout the growing period high-center polygons and polygon rims had deeper water 

tables, while low-center polygons had shallower water tables (Fig. 2b). Air temperature, 

measured inside each chamber, also increased from June to July (Fig. 2c).  

 

3.2. Ecosystem Respiration 

 During mid- to late June, ecosystem respiration was the highest in polygon troughs, 

followed by low-center polygons, polygon rims, and finally high-center polygons (Fig. 2d). 
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This pattern remained throughout July as well. Ecosystem type was a dominant control 

explaining the variability in respiration in both datasets. Thaw depth, water table, and soil 

temperature were also significant controls on growing season respiration (Table 2 & 3). 

There was a significant amount of collinearity amongst the environmental variables 

(Supplementary Table 1), and the explanatory power of ecosystem type increased after 

controlling for the other variables (Supplementary Table 2). The exclusion or inclusion of 

data points without water table measurements (i.e., June 18 – July 29 vs. July 2 – July 29) led 

to different model results (i.e. the model applied to the entire dataset without water table 

n=97 and that with the reduced dataset that also included water table n=69). However, the 

relationship between thaw depth and ecosystem respiration was only significant in the 

reduced model (n=69).  

Ecosystem respiration, measured by the chambers across all the microtopographic 

features, was fairly stable across the season and relatively comparable with the estimated 

respiration using the daytime flux partitioning by Lasslop et al. (2010), especially for the 

beginning of the season (see Fig. 3). On the other hand, the flux partitioning by Reichstein et 

al. (2005) appeared to substantially overestimate the measured respiration rates (Fig. 3). 

 

3.3. Q10 Estimates 

The regressions between chamber air and tower soil temperatures and ecosystem 

respiration generated highly significant relationships (p-values <0.001 for all the regressions) 

(Table 1, 2, & Supplementary Fig. 1).  

In general, temperature sensitivities decreased from June to July, but they were 

surprisingly similar, and within each other’s confidence intervals, for most of the period 

across all microtopographic units (Fig. 4). During the month of June average Q10, estimated 

from the chamber data, were on average 2.45 ± 0.207 decreasing to 1.67 ± 0.119 during the 
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first two weeks of July, and to 1.58 ± 0.11 during the last two weeks of July. Overall Q10 was 

highest early in the summer, and lowest during the peak growing season (Fig. 4).  

 

4. Discussion 

4.1. Soil Hydrology across Microtopographic Landscape Forms 

Water table depth varied across each polygonal unit and with the progression of the 

growing season. By August the driest microsites, the polygon rims and high-center polygons, 

had the deepest water tables in comparison to polygon troughs and low-center polygons. As 

microtopographic areas with higher elevation are further above the water table and therefore 

drier, their higher elevation results in significant drainage throughout the growing season and 

thus a lower water table (Engstrom et al., 2005). The deepest thaw depths occurred in the 

low-center polygons during the late growing season. Thermokarst dynamics and the 

formation of ice-wedge polygons results in water drainage in the low-center polygons and 

troughs, thus leading to shallower water table levels (Hussey & Michelson, 1966; Billings & 

Peterson, 1980). The shallower water table in these lower elevation areas results in a higher 

heat conductance into the soil (Hinzman et al., 1991) supporting the increase in active layer 

depth (Shiklomanov et al., 2010; Fig. 2a, b). The increased heat conductance in wetter 

microtopographic areas is likely responsible for their deeper thaw depth, despite the similar 

soil temperature between low center, and polygon rims (Zona et al., 2011). The increased 

ground heat fluxes, and deeper thaw depths in these polygonal units can also stimulate 

decomposition therefore increasing respiration rates (Minke et. al, 2009), as discussed in the 

following section.  

 

4.2. Growing Season Ecosystem Respiration 
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Respiration increased across every polygonal type during the growing season with 

deeper water table and thaw depth (Fig. 2c). This decrease in water table undoubtedly 

increased aeration of the soil (Fig. 2a, d). The higher soil aeration, together with the increase 

of both active layer depth and temperature with the progression of the summer likely 

increased microbial activity, increasing respiration rates (Freeman et al., 1993; Moore & 

Knowles, 1989). However, respiration rates were highest in low-centers and in troughs (Fig. 

1d), despite their shallower water levels (and therefore more anoxic conditions of their soils) 

presumably because of the predisposition of the microbial communities in these low regions 

to anaerobic respiration (Lipson et al., 2012). Moreover, the deeper depth of thaw in these 

lower elevation areas also results in a higher nutrient concentration (Lipson et al., 2011), and 

more productive vegetation (Zona et al., 2010), possibly contributing to the higher respiration 

rates observed (Fig. 1d). However, the collinearity of all these environmental variables (water 

table, thaw depth, air and soil temperature), co-varying with vegetation phenological change, 

makes it extremely challenging to separate each of their roles in controlling the respiratory 

fluxes (Supplementary Table 1, 2; Zona et al., 2009). Generally, if independent variables are 

highly correlated, any regressive statistics will tend to assign all the predictive capacity to one 

regressor only, likely not representing the full complexity of the ecological processes 

controlling respiration.  

The poor performance of the nighttime based flux partitioning by Reichstein et al. 

(2005) is consistent with the near-absence of dark conditions across the Arctic in the summer. 

A more reasonable comparison was found between the ecosystem scale respiration rates 

measured by the chambers and the ones estimated following Lasslop et al. (2010), given that 

the daytime fluxes are used in the Lasslop method. However, even if closer to the chamber 

respiration estimates, the respiration estimated using Lasslop et al. (2010) showed higher 

values, particularly later in the season (Fig. 3). This result could be explained by a higher air 
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temperature effect on the respiration portion of NEE (Runkle et al., 2013), linked to the lack 

of inclusion in the Lasslop parameterization of the changes in soil moisture, water table, or 

air humidity (Runkle et al., 2013).  

 

4.3. Influence of Temperature on Respiration 

 While respiration rates were found to differ across the microtopographic features 

investigated here, the temperature response was very similar (Fig. 4). This dissimilarity in 

rates of respiration with the same temperature response was quite unexpected, but it may 

suggest stability in the thermal controls of carbon loss. Temperature was positively correlated 

with ecosystem respiration throughout the early and peak growing season for all polygonal 

features considered in this analysis (Table 1), yet R
2
 values were greatest during the 

beginning of the growing season. During this period soils had just begun to thaw and water 

table depths were closest to the soil surface. Early in the growing season, before vegetation 

becomes active and starts absorbing carbon, soil respiration is the main process taking place 

in these ecosystems, thus simplifying modeling of the temperature response of ecosystem 

respiration (Dorrepaal et al., 2009; Hicks Pries et al., 2013). Later in the season, plant and 

soil respiration can have different temperature sensitivities, increasing the noise of the 

temperature-respiration regressions (Janssens et al., 2004; Davidson et al., 2006; Karhu et al., 

2014).  

The temperature sensitivity of respiration can vary considerably depending on factors 

such as vegetation composition, water table and seasonality (Hobbie et al., 2000). A similar 

Q10 across microtopographic features, even under very different water table and thaw depth 

levels (Fig. 4) is nonetheless surprising, as different vegetation types, with varying leaf litter 

qualities (Aerts & Chapin, 2000; Dorrepaal et al., 2005), different rates of organic matter 

decomposition (Wardle, 2002), and different substrate qualities should have different 
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temperature sensitivities of decomposition (Fierer et al., 2005). The observed similar 

temperature sensitivities across these very different landscapes could be attributed to a 

general temperature limitation to decomposition, independent from the litter and soil carbon 

qualities in these very cold ecosystems. Strong physicochemical protection methods could 

also shield organic matter from decomposition, and the perennially low Arctic soil growing 

season temperatures may effectively constrain any temperature sensitivities of carbon 

decomposition (Aerts, 2006; Conant et al., 2011). 

Overall, our results suggest the presence of seasonal patterns in temperature 

sensitivity that should be carefully considered and modeled. The seasonal decrease in Q10 was 

very similar among all these microtopographic features, with the progression of the summer 

(Fig. 4). This decrease is likely due to an increase in temperature (Anderson, 2010), in 

agreement with Tjoelker et al. (2001) and Carey et al. (2016). A decrease in water table 

levels (tightly related to soil moisture) at high temperatures can also explain the decreased 

sensitivity at elevated temperatures (Carey et al., 2016). Low soil water content could affect 

the diffusion of soluble substrates, which can limit soil microbial respiration (Linn & Doran, 

1984; Grant & Rochette, 1994). Additionally, warmer conditions could decrease autotrophic 

demand for ATP and enzyme capacity, ultimately reducing temperature sensitivity (Atkin et 

al., 2000b). Finally, an increase in plant productivity with warmer temperatures during peak 

season could increase the soil carbon quality, decreasing the temperature sensitivity of 

respiration (Fierer et al., 2005; Knorr et al., 2005). Given the differential temperature 

sensitivity of respiration, accounting for these seasonal changes is critical to prevent 

overestimation of the predicted response of carbon loss to warming. Including this 

seasonality into model estimates is particularly important, given that most models use a fixed 

Q10 of 2 to simulate regional and global carbon dynamics (Lariguaderie & Körner, 1995; Xu 

et al., 2017).  
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In conclusion, a similar temperature sensitivity of respiration across very different 

microtopographic features supports simplification of the modeling of the response of 

respiration to warming from these highly heterogeneous landscapes. However, the seasonal 

decrease in Q10 should be taken into consideration, as it could lead to overestimation of the 

response of respiration to warming in the Arctic if not included in model estimates. 

 

Acknowledgements  

This work was funded by the Office of Polar Programs of the National Science Foundation 

(NSF) awarded to DZ, WCO, and DAL (award number 1204263) with additional logistical 

support funded by the NSF Office of Polar Programs, and by the Carbon in Arctic Reservoirs 

Vulnerability Experiment (CARVE), an Earth Ventures (EV-1) investigation, under contract 

with the National Aeronautics and Space Administration, and by the ABoVE 

(NNX15AT74A; NNX16AF94A) Program. We would like to thank the Global Change 

Research Group at San Diego State University, in particular, Patrick Murphy and UMIAQ 

and Ukpeagvik Inupiat Corporation (UIC) for logistical support. This research was conducted 

on land owned by the UIC. This project has received funding from the European Union’s 

Horizon 2020 research and innovation program under grant agreement No. 727890, and by 

the Natural Environment Research Council (NERC) UAMS Grant (NE/P002552/1). We 

would like to thank Cole Kelleher and the team at the Polar Geospatial Center at the 

University of Minnesota for their help with the satellite imagery. Tower flux data has been 

submitted to Ameriflux and chamber data are accessible on the Pangaea repository at the 

following url: https://doi.pangaea.de/10.1594/PANGAEA.890144.  



 

© 2018 American Geophysical Union. All rights reserved. 

References  

Aerts R., & Chapin, F. S. (2000). The mineral nutrition of wild plants revisited: A re-evaluation 

of processes and patterns. Advances in Ecological Research, 30, 1–67. 

https://doi.org/10.1016/S0065-2504(08)60016-1 

Aerts, R. (2006). The freezer defrosting: global warming and litter decomposition rates in cold 

biomes. Ecology, 94(4), 713–724. https://doi.org/10.1111/j.1365-2745.2006.01142.x 

Anderson, O. R. (2010). An analysis of respiratory activity, Q10, and microbial community 

composition of soils from high and low tussock sites at Toolik, Alaska. Journal of 

Eukaryotic Microbiology, 57(2), 218–219. https://doi.org/10.1111/j.1550-

7408.2009.00461.x 

Andrus, R. E., Wagner, D. J., & Titus, J. E. (1983). Vertical zonation of Sphagnum mosses 

along hummock-hollow gradients. Canadian Journal of Botany, 61(12), 3128–3139. 

https://doi.org/10.1139/b83-352 

Arbo, P., Iversen, A., Knol, M., Ringholm, T., & Sander, G. (2013). Arctic futures: 

Conceptualizations and images of a changing Arctic. Polar Geography, 36(3), 163–182. 

https://doi.org/10.1080/1088937X.2012.724462 

Atkin, O. K., Edwards, E. J., & Loveys, B. R. (2000a). Response of root respiration to changes 

in temperature and its relevance to global warming. New Phytologist, 147(1), 141–154. 

https://doi.org/10.1046/j.1469-8137.2000.00683.x 

Atkin, O. K., Holly, C., & Ball, M. C. (2000b). Acclimation of snow gum (Eucalyptus 

pauciflora) leaf respiration to seasonal and diurnal variations in temperature: The 

importance of changes in the capacity and temperature sensitivity of respiration. Plant 

Cell & Environment, 23, 15–26. https://doi.org/10.1046/j.1365-3040.2000.00511.x 



 

© 2018 American Geophysical Union. All rights reserved. 

Baldocchi, D. D. (2003). Assessing the eddy covariance technique for evaluating carbon 

dioxide exchange rates of ecosystems: Past, present and future. Global Change Biology, 

9(4), 479–492. https://doi.org/10.1046/j.1365-2486.2003.00629.x 

Baumann, F., He, J. S., Schmidt, K., Kuehn, P., & Scholten, T. (2009). Pedogenesis, 

permafrost, and soil moisture as controlling factors for soil nitrogen and carbon contents 

across the Tibetan Plateau. Global Change Biology, 15(12), 3001–3017. 

https://doi.org/10.1111/j.1365-2486.2009.01953.x 

Bekku, Y., Nakatsubo, T., Kume, A., Adachi, M., & Koizumi, H. (2003). Effect of warming on 

the temperature dependence  of soil respiration rate in arctic, temperate and tropical 

soils. Applied Soil Ecology, 22(3), 205–210. https://doi.org/10.1016/S0929-

1393(02)00158-0 

Bellprat, O., Kotlarski, S., Lüthi, S., De Elía, R., Frigon, A., Laprise, R., & Schär, C. (2016). 

Objective calibration of regional climate models: Application over Europe and North 

America. Journal of Climate, 29(2), 819–838. https://doi.org/10.1175/JCLI-D-15-0302.1 

Belshe, E. F., Schuur, E. A. G., & Bolker, B. M. (2013). Tundra ecosystems observed to be 

CO2 sources due to differential amplification of the carbon cycle. Ecology Letters, 

16(10), 1307–1315. https://doi.org/10.1111/ele.12164 

Biasi, C., Wanek, W., Rusalimova, O., Kaiser, C., Meyer, H., Barsukov, P., & Richter, A. 

(2005). Microtopography and plant-cover controls on nitrogen dynamics in hummock 

tundra ecosystems in Siberia. Arctic, Antarctic, & Alpine Research, 37(4), 435–443. 

https://doi.org/10.1657/1523-0430(2005)037[0435:MAPCON]2.0.CO;2 

Billings, W. D., & Peterson, K. M. (1980). Vegetational change and ice-wedge polygons 

through the thaw-lake cycle in Arctic Alaska. Arctic, Antarctic, & Alpine Research, 

12(4), 413–432. https://doi.org/10.2307/1550492 



 

© 2018 American Geophysical Union. All rights reserved. 

Billings, W. D., Luken, J. O., Mortensen, D. A., & Peterson, K. M. (1983). Increasing 

atmospheric carbon dioxide: Possible effects on arctic tundra. Oecologia, 58(3), 286–

289. https://doi.org/10.1007/BF00385225 

Björkman, M. P., Morgner, E., Cooper, E. J., Elberling, B., Klemedtsson, L., & Björk, R. G. 

(2010). Winter carbon dioxide effluxes from Arctic ecosystems: An overview and 

comparison of methodologies. Global Biogeochemical Cycles, 24(3). 

https://doi.org/10.1029/2009GB003667 

Blodau, C. (2002). Carbon cycling in peatlands: A review of processes and controls. 

Environmental Reviews, 10(2), 111–134. https://doi.org/10.1139/a02-004 

Bockheim, J. G., Hinkel, K. M., Eisner, W. R., & Dai, X. Y. (2004). Carbon pools and 

accumulation rates in an age-series of soils in drained thaw-lake basins, Arctic Alaska. 

Soil Science Society of America Journal, 68(2), 697–704. 

https://doi.org/10.2136/sssaj2004.6970 

Brown, J. (1967). Tundra soils formed over ice wedges, northern Alaska. Soil Science Society 

of America Proceedings, 31, 686–691. 

https://doi.org/10.2136/sssaj1967.03615995003100050022x 

Brown, J., Hinkel, K. M., & Nelson, F. E. (2000). The circumpolar active layer monitoring 

(CALM) program: Research designs and initial results. Polar Geography, 24(3), 166–

258. https://doi.org/10.1080/10889370009377698 

Brown, J., Miller, P. C., Tieszen, L. L., & Bunnell, F. (Eds.). (1980). An arctic ecosystem: The 

coastal tundra at Barrow, Alaska, Stroudsburg, PA: Dowden, Hutchinson & Ross, Inc. 

Callaghan, T. V., & Maxwell, B. (1995). Introduction. In T.V. Callaghan, et al. (Eds.), Global 

Change and Arctic Terrestrial Ecosystems (pp. 3–7). Luxembourg, Luxembourg: 

European Commission. 



 

© 2018 American Geophysical Union. All rights reserved. 

Carey, J. C., Tang, J., Templer, P. H., Kroeger, K. D., Crowther, T. W., Burton, A. J., et al. 

(2016). Temperature response of soil respiration largely unaltered with experimental 

warming. Proceedings of the National Academy of Sciences, 113(48), 13797–13802. 

https://doi.org/10.1073/pnas.1605365113 

Chapin, F. S., & Slack, M. (1979). Effect of defoliation upon root growth, phosphate 

absorption and respiration in nutrient-limited tundra graminoids. Oecologia, 42(1), 67–

79. https://doi.org/10.1007/BF00347619 

Christensen, T. R., Friborg, T., Sommerkorn, M., Kaplan, J., Illeris, L., Søgaard, H., et al. 

(2000). Trace gas exchange in a high‐ Arctic valley: 1. Variations in CO2 and CH4 Flux 

between tundra vegetation types. Global Biogeochemical Cycles, 14(3), 701–713. 

https://doi.org/10.1029/1999GB001134 

Chowdhury, R., Taniya, E. M., Herndon, T. J., Phelps, D. A, Elias, B. G., Liang, L., et al. 

(2015). Stoichiometry and temperature sensitivity of methanogenesis and CO2 

production from saturated polygonal tundra in Barrow, Alaska. Global Change Biology, 

21(2), 722–737. https://doi.org/10.1111/gcb.12762 

Chu, H., & Grogan, P. (2010). Soil microbial biomass, nutrient availability and nitrogen 

mineralization potential among vegetation-types in a low arctic tundra landscape. Plant 

and Soil, 329(1-2), 411–420. https://doi.org/10.1007/s11104-009-0167-y 

Commane, R., Lindaas, J., Benmergui, J., Luus, K. A., Chang, R. Y., Daube, B. C., et al. 

(2017). Carbon dioxide sources from Alaska driven by increasing early winter 

respiration from Arctic tundra. Proceedings of the National Academy of Sciences, 

114(21), 5361–5366. https://doi.org/10.1073/pnas.1618567114 

Conant, R. T., Ryan, M. G., Ågren, G. I., Birge, H. E., Davidson, E. A., Eliasson, P. E., et al. 

(2011). Temperature and soil organic matter decomposition rates–synthesis of current 



 

© 2018 American Geophysical Union. All rights reserved. 

knowledge and a way forward. Global Change Biology, 17(11), 3392–3404. 

https://doi.org/10.1111/j.1365-2486.2011.02496.x 

Craine, J., Spurr, R., McLauchlan, K., & Fierer, N. (2010). Landscape-level variation in 

temperature sensitivity of soil organic carbon decomposition. Soil Biology and 

Biochemistry, 42(2), 373–375. https://doi.org/10.1016/j.soilbio.2009.10.024 

Craine, J. M., & Gelderman, T. M. (2011). Soil moisture controls on temperature sensitivity of 

soil organic carbon decomposition for a mesic grassland. Soil Biology and Biochemistry, 

43(2), 455–457. https://doi.org/10.1016/j.soilbio.2010.10.011 

Dabberdt, W. F., Lenschow, D. H., Horst, T. W., Zimmerman, P. R., Oncley, S. P., & Delany, 

A. C. (1993). Atmosphere-surface exchange measurements. Science, 260(5113), 1472–

1481. https://doi.org/10.1126/science.260.5113.1472 

Damman, A. W. H. (1978). Distribution and movement of elements in ombrotrophic peat bogs. 

Oikos, 480–495. 

Davidson, E., & Janssens, I. (2006). Temperature sensitivity of soil carbon decomposition and 

feedbacks to climate change. Nature, 440(7081), 165–173. 

https://doi.org/10.1038/nature04514 

Davidson, E., Janssens, I., & Luo, Y. (2006). On the variability of respiration in terrestrial 

ecosystems: moving beyond Q10. Global Change Biology, 12(2), 154–164. 

https://doi.org/10.1111/j.1365-2486.2005.01065.x 

Davidson, S. J., Sloan, V. L., Phoenix, G. K., Wagner, R., Fisher, J. P., Oechel, W. C., & Zona, 

D. (2016). Vegetation type dominates the spatial variability in CH4 emissions across 

multiple Arctic tundra landscapes. Ecosystems, 19(6), 1116–1132. 

https://doi.org/10.1007/s10021-016-9991-0 



 

© 2018 American Geophysical Union. All rights reserved. 

Deslippe, J. R., Hartmann, M., Simard, S. W., & Mohn, W. W. (2012). Long-term warming 

alters the composition of Arctic soil microbial communities. FEMS Microbiology 

Ecology, 82(2), 303–315. https://doi.org/10.1111/j.1574-6941.2012.01350.x 

Dorrepaal, E., Cornelissen, J. H. C., Aerts, R., Wallen, B., & van Logtestijn, R. S. P. (2005). 

Are growth forms consistent predictors of leaf litter quality and decomposability across 

peatlands along a latitudinal gradient?. Ecology, 93, 817–828. 

https://doi.org/10.1111/j.1365-2745.2005.01024.x 

Dorrepaal, E., Toet, S., van Logtestijn, R. S., Swart, E., van de Weg, M. J., Callaghan, T. V., & 

Aerts, R. (2009). Carbon respiration from subsurface peat accelerated by climate 

warming in the subarctic. Nature, 460(7255), 616–619. 

https://doi.org/10.1038/nature08216 

Engstrom, R., Hope, A., Kwon, H., Stow, D., & Zamolodchikov, D. (2005). Spatial distribution 

of near surface soil moisture and its relationship to microtopography in the Alaskan 

Arctic Coastal Plain. Nordic Hydrology, 36, 219–234. 

Euskirchen, E. S., Bret-Harte, M. S., Shaver, G. R., Edgar, C. W., & Romanovsky, V. E. 

(2017). Long-term release of carbon dioxide from arctic tundra ecosystems in Alaska. 

Ecosystems, 20(5), 960–974. https://doi.org/10.1007/s10021-016-0085-9 

Fang, C., & Moncrieff, J. B. (2001). The dependence of soil CO2 efflux on temperature. Soil 

Biology and Biochemistry, 33(2), 155–165. https://doi.org/10.1016/S0038-

0717(00)00125-5 

Fierer, N., Craine, J. M., McLauchlan, K., & Schimel, J. P. (2005). Litter quality and the 

temperature sensitivity of decomposition. Ecology, 86, 320–326. 

https://doi.org/10.1890/04-1254 



 

© 2018 American Geophysical Union. All rights reserved. 

Fisher, J. B., Sikka, M., Oechel, W. C., Huntzinger, D. N., Melton, J. R., Koven, C.D., et al. 

(2014). Carbon cycle uncertainty in the Alaskan Arctic. Biogeosciences, 11, 4271–4288. 

https://doi.org/10.5194/bg-11-4271-2014 

Freeman, C., Lock, M. A., & Reynolds, B. (1993). Fluxes of carbon dioxide, methane and 

nitrous oxide from a Welsh peatland following simulation of water table draw-down: 

Potential feedback to climatic change. Biogeochemistry, 19(1), 51–60. 

Foereid, B., Ward, D. S., Mahowald, N., Paterson, E., & Lehmann, J. (2014). The sensitivity of 

carbon turnover in the Community Land Model to modified assumptions about soil 

processes. Earth System Dynamics, 5(1), 211–221. https://doi.org/10.5194/esd-5-211-

2014 

Fox, A. M., Huntley, B., Lloyd, C. R., Williams, M., & Baxter, R. (2008). Net ecosystem 

exchange over heterogeneous Arctic tundra: Scaling between chamber and eddy 

covariance measurements. Global Biogeochemical Cycles, 22(2). 

https://doi.org/10.1029/2007GB003027 

Gamon, J. A., Huemmrich, K. F., Stone, R.S., & Tweedie, C. E. (2013). Spatial and temporal 

variation in primary productivity (NDVI) of coastal Alaskan tundra: Decreased 

vegetation growth following earlier snowmelt. Remote Sensing of Environment, 129, 

144–153. https://doi.org/10.1016/j.rse.2012.10.030 

Giardina, C. P., & Ryan, M. G. (2000). Evidence that decomposition rates of organic carbon in 

mineral soil do not vary with temperature. Nature, 404(6780), 858–861. 

https://doi.org/10.1038/35009076 

Grant, R. F., & Rochette, P. (1994). Soil microbial respiration at different water potentials and 

temperatures: Theory and mathematical modeling. Soil Science Society of America 

Journal, 58(6), 1681–1690. doi:10.2136/sssaj1994.03615995005800060015x 



 

© 2018 American Geophysical Union. All rights reserved. 

Gritsch, C., Zimmermann, M., & Zechmeister-Boltenstern, S. (2015). Interdependencies 

between temperature and moisture sensitivities of CO2 emissions in European land 

ecosystems. Biogeosciences, 12(20), 5981–5993. https://doi.org/10.5194/bgd-12-4433-

2015 

Groendahl, L., Friborg, T., & Søgaard, H. (2007). Temperature and snow-melt controls on 

interannual variability in carbon exchange in the high Arctic. Theoretical and Applied 

Climatology, 88(1-2), 111–125. https://doi.org/10.1007/s00704-005-0228-y 

Grogan, P., & Chapin, F. S. (2000). Initial effects of experimental warming on above and 

belowground components of net ecosystem CO2 exchange in arctic tundra. Oecologia, 

125(4), 512–520. https://doi.org/10.1007/s004420000490 

Hamdi, S., Moyano, F., Sall, S., Bernoux, M., & Chevallier, T. (2013). Synthesis analysis of 

the temperature sensitivity of soil respiration from laboratory studies in relation to 

incubation methods and soil conditions. Soil Biology & Biochemistry, 58, 115–126. 

https://doi.org/10.1016/j.soilbio.2012.11.012 

Hanson, P. J., Edwards, N. T., Garten, C. T., & Andrews, J. A. (2000). Separating root and soil 

microbial contributions to soil respiration: A review of methods and observations. 

Biogeochemistry, 48(1), 115–146. https://doi.org/10.1023/A:1006244819642 

Hicks Pries, C. E., Schuur, E. A., & Crummer, K. G. (2013). Thawing permafrost increases old 

soil and autotrophic respiration in tundra: Partitioning ecosystem respiration using δ
13

C 

and ∆
14

C. Global Change Biology, 19(2), 649–661. https://doi.org/10.1111/gcb.12058 

Hinkel, K., Eisner, W., Bockheim, J., Nelson, F., Peterson, K., & Dai, X. (2003). Spatial extent, 

age, and carbon stocks in drained thaw lake basins on the Barrow Peninsula, Alaska. 

Arctic, Antarctic, & Alpine Research, 35, 291–300. https://doi.org/10.1657/1523-

0430(2003)035[0291:SEAACS]2.0.CO;2 



 

© 2018 American Geophysical Union. All rights reserved. 

Hinkel, K., Paetzold, F., Nelson, F., & Bockheim, J. (2001). Patterns of soil temperature and 

moisture in the active layer and upper permafrost at Barrow, Alaska: 1993–1999. Global 

& Planetary Change, 29(3), 293–309. https://doi.org/10.1016/S0921-8181(01)00096-0 

Hinkel, K. M., Frohn, R. C., Nelson, F. E., Eisner, W. R., & Beck, R. A. (2005). Morphometric 

and spatial analysis of thaw lakes and drained thaw lake basins in the western Arctic 

Coastal Plain, Alaska. Permafrost & Periglacial Processes, 16(4), 327–341. 

https://doi.org/10.1002/ppp.532 

Hinzman, L. D., Kane, D. L., Gieck, R. E., & Everett, K. R. (1991). Hydrologic and thermal 

properties of the active layer in the Alaskan Arctic. Cold Regions Science and 

Technology, 19(2), 95–110. https://doi.org/10.1016/0165-232X(91)90001-W 

Hinzman, L. D., Bettez, N. D., Bolton, W. R., Chapin, F. S., Dyurgerov, M.B., Fastie, C. L., et 

al. (2005). Evidence and implications of recent climate change in northern Alaska and 

other Arctic regions. Climatic Change, 72(3), 251–298. https://doi.org/10.1007/s10584-

005-5352-2 

Hobbie, S. E., Schimel, J. P., Trumbore, S. E., & Randerson, J. R. (2000). Controls over carbon 

storage and turnover in high‐ latitude soils. Global Change Biology, 6(S1), 196–210. 

https://doi.org/10.1046/j.1365-2486.2000.06021.x 

Hodson, D. L., Keeley, S. P., West, A., Ridley, J., Hawkins E., & Hewitt, H. T. (2013). 

Identifying uncertainties in Arctic climate change projections. Climate Dynamics, 40(11-

12), 2849–2865. https://doi.org/10.1007/s00382-012-1512-z 

Hugelius, G., Strauss, J., Zubrzycki, S., Harden, J. W., Schuur, E. A. G., Ping, C. L., et al. 

(2014). Estimated stocks of circumpolar permafrost carbon with quantified uncertainty 

ranges and identified data gaps. Biogeosciences, 11(23), 6573–6593. 

https://doi.org/10.5194/bg-11-6573-2014 



 

© 2018 American Geophysical Union. All rights reserved. 

Hussey, K. M., & Michelson, R. W. (1966). Tundra relief features near point Barrow, Alaska. 

Arctic, 19(2), 162–184. https://doi.org/10.14430/arctic3423 

Janssens, I. A., Kowalski, A. S., & Ceulemans, R. (2001). Forest floor CO2 fluxes estimated by 

eddy covariance and chamber-based model. Agricultural and Forest Meteorology, 

106(1), 61–69. https://doi.org/10.1016/S0168-1923(00)00177-5 

Janssens, I. A., Carrara, A., & Ceulemans, R. (2004). Annual Q10 of soil respiration reflects 

plant phenological patterns as well as temperature sensitivity. Global Change Biology, 

10(2),161–169. https://doi.org/10.1111/j.1529-8817.2003.00727.x 

Johnson, P. C. (2014). Extension of Nakagawa & Schielzeth’s R²GLMM to random slopes 

models. Methods in Ecology & Evolution, 5(9), 944–946. https://doi.org/10.1111/2041-

210X.12225 

Karhu, K., Auffret, M. D., Dungait, J. A., Hopkins, D. W., Prosser, J. I., Singh, B. K., et al. 

(2014). Temperature sensitivity of soil respiration rates enhanced by microbial 

community response Nature, 513(7516), 81–84. https://doi.org/10.1038/nature13604 

Knorr, W., Prentice, I. C., House, J. I., & Holland, E. A. (2005). Long term sensitivity of soil 

carbon turnover to warming. Nature, 433, 298–301. https://doi.org/10.1038/nature03226 

Knowles, J. F., Blanken, P. D., & Williams, M. W. (2015). Soil respiration variability across a 

soil moisture and vegetation community gradient within a snow-scoured alpine meadow. 

Biogeochemistry, 125(2), 185–202. https://doi.org/10.1007/s10533-015-0122-3 

Kutzbach, L., Wille, C., & Pfeiffer, E. M. (2007). The exchange of carbon dioxide between wet 

arctic tundra and the atmosphere at the Lena River Delta, Northern Siberia. 

Biogeosciences, 4(5), 869–890. https://doi.org/10.5194/bg-4-869-2007 

Lara, M. J., McGuire, A. D., Euskirchen, E. S., Tweedie, C. E., Hinkel, K. M., Skurikhin, A. 

N., et al. (2015). Polygonal tundra geomorphological change in response to warming 



 

© 2018 American Geophysical Union. All rights reserved. 

alters future CO2 and CH4 flux on the Barrow Peninsula. Global Change Biology, 21(4), 

1634–1651. https://doi.org/10.1111/gcb.12757 

Larigauderie, A., & Körner, C. (1995). Acclimation of leaf dark respiration to temperature in 

alpine and lowland plant species. Annals of Botany, 76(3), 245–252. 

https://doi.org/10.1006/anbo.1995.1093 

Lasslop, G., Reichstein, M., Papale, D., Richardson, A. D., Arneth, A., Barr, A., et al. (2010). 

Separation of net ecosystem exchange into assimilation and respiration using a light 

response curve approach: critical issues and global evaluation. Global Change Biology, 

16(1), 187–208. https://doi.org/10.1111/j.1365-2486.2009.02041.x 

Lefèvre, R., Barre, P., Moyano, F. E., Christensen, B. T., Bardoux, G., Eglin, T., et al. (2014). 

Higher temperature sensitivity for stable than for labile soil organic carbon–Evidence 

from incubations of long‐ term bare fallow soils. Global Change Biology, 20(2), 633–

640. https://doi.org/10.1111/gcb.12402 

Liljedahl, A. K., Boike, J., Daanen, R. P., Fedorov, A. N., Frost, G. V., Grosse, G., et al. 

(2016). Pan-Arctic ice-wedge degradation in warming permafrost and its influence on 

tundra hydrology. Nature Geoscience, 9(4), 312–318. https://doi.org/10.1038/ngeo2674 

Liljedahl, A. K., Hinzman, L. D., Harazono, Y., Zona, D., Tweedie, C. E., Hollister, R. D., et 

al. (2011). Nonlinear controls on evapotranspiration in arctic coastal wetlands. 

Biogeosciences, 8(11), 3375–3389. https://doi.org/10.5194/bg-8-3375-2011 

Liljedahl, A. K., Hinzman, L. D., & Schulla, J. (2012). Ice-wedge polygon type controls low-

gradient watershed-scale hydrology. Proceedings of the Tenth International Conference 

on Permafrost, 1, 231–236. 

Linderholm, H. W. (2006). Growing season changes in the last century. Agricultural & Forest 

Meteorology, 137(1-2), 1–14. https://doi.org/10.1016/j.agrformet.2006.03.006 



 

© 2018 American Geophysical Union. All rights reserved. 

Linn, D. M., & Doran, J. W. (1984). Effect of water-filled pore space on carbon dioxide and 

nitrous oxide production in tilled and nontilled soils. Soil Science Society of America 

Journal, 48(6), 1267–1272. https://doi.org/10.2136/sssaj1984.03615995004800060013x 

Lipson, D. (2006). Relationships between temperature responses and bacterial community 

structure along seasonal and altitudinal gradients. FEMS Microbiology Ecology, 59(2), 

418–427. https://doi.org/10.1111/j.1574-6941.2006.00240.x 

Lipson, D., Zona, D., Raab, T., Bozzolo, F., Mauritz, M., & Oechel, W. (2012). Water table 

height and microtopography control biogeochemical cycling in an Arctic coastal tundra 

ecosystem. Biogeosciences, 9, 1–15. http://doi.org/10.5194/bg-9-577-2012 

Lipson, D., Raab, T., Goria, D., & Zlamal, J. (2013). The contribution of Fe(III) and humic 

acid reduction to ecosystem respiration in drained thaw lake basins of the Arctic Coastal 

Plain. Global Biogeochemical Cycles, 27, 1–11. https://doi.org/10.1002/gbc.20038 

Lloyd, J., & Taylor, J.A. (1994). On the temperature dependence of soil respiration. Functional 

Ecology, 8(3), 315–323. https://doi.org/10.2307/2389824 

Loya, W. M., Johnson, L. C., & Nadelhoffer, K. J. (2004). Seasonal dynamics of leaf-and root-

derived C in arctic tundra mesocosms. Soil Biology & Biochemistry, 36(4), 655–666. 

https://doi.org/10.1016/j.soilbio.2003.11.009 

Luan, J., Liu, S., Wang, J., & Zhu, X. (2013). Factors affecting spatial variation of annual 

apparent Q10 of soil respiration in two warm temperate forests. PloS one, 8(5). 

https://doi.org/10.1371/journal.pone.0064167 

Lüers, J., Westermann, S., Piel, K., & Boike, J. (2014). Annual CO2 budget and seasonal CO2 

exchange signals at a high Arctic permafrost site on Spitsbergen, Svalbard archipelago. 

Biogeosciences, 11(22), 6307–6322. https://doi.org/10.5194/bg-11-6307-2014 



 

© 2018 American Geophysical Union. All rights reserved. 

Mack, M. C., Schuur, E. A., Bret-Harte, M. S., Shaver, G. R., & Chapin, F. S. (2004). 

Ecosystem carbon storage in arctic tundra reduced by long-term nutrient fertilization. 

Nature, 431(7007), 440–443. https://doi.org/10.1038/nature02887 

Mahecha, M. D., Reichstein, M., Carvalhais, N., Lasslop, G., Lange, H., Seneviratne, S. I., et 

al. (2010). Global convergence in the temperature sensitivity of respiration at ecosystem 

level. Science, 329(5993), 838–840. https://doi.org/10.1126/science.1189587 

McEwing, K.R., Fisher, J.P., & Zona, D. (2015). Environmental and vegetation controls on the 

spatial variability of CH4 emission from wet-sedge and tussock tundra ecosystems in the 

Arctic. Plant & Soil, 388(1-2), 37–52. https://doi.org/10.1007/s11104-014-2377-1 

McGuire, A. D., Christensen, T. R., Hayes, D., Heroult, A., Euskirchen, E., Kimball, J. S., et 

al. (2012). An assessment of the carbon balance of Arctic tundra: comparisons among 

observations, process models, and atmospheric inversions. Biogeosciences, 9(8), 3185–

3204. https://doi.org/10.5194/bg-9-3185-2012 

Mikan, C. J., Schimel, J. P., & Doyle, A.P. (2002). Temperature controls of microbial 

respiration in arctic tundra soils above and below freezing. Soil Biology and 

Biochemistry, 34(11), 1785–1795. https://doi.org/10.1016/S0038-0717(02)00168-2 

Minke, M., Donner, N., Karpov, N., de Klerk, P., Joosten, H. (2009). Patterns in vegetation 

composition, surface height and thaw depth in polygon mires in the Yakutian Arctic (NE 

Siberia): A microtopographical characterisation of the active layer. Permafrost & 

Periglacial Processes, 20(4), 357–368. https://doi.org/10.1002/ppp.663 

Moore, T. R., & Knowles, R. (1989). The influence of water table levels on methane and 

carbon dioxide emissions from peatland soils. Canadian Journal of Soil Science, 69(1), 

33–38. https://doi.org/10.4141/cjss89-004 



 

© 2018 American Geophysical Union. All rights reserved. 

Morrissey, L. A., & Livingston, G. P. (1992). Methane emissions from Alaska arctic tundra: 

An assessment of local spatial variability. Journal of Geophysical Research: 

Atmospheres, 97(D15), 16661–16670. https://doi.org/10.1029/92JD00063 

Nadelhoffer, K. J., Giblin, A. E., Shaver, G. R., & Laundre, J. A. (1991). Effects of temperature 

and substrate quality on element mineralization in six arctic soils. Ecology, 72(1), 242–

253. https://doi.org/10.2307/1938918 

Nakagawa, S., & Schielzeth, H. (2013). A general and simple method for obtaining R² from 

Generalized Linear Mixed-effects Models. Methods in Ecology & Evolution, 4, 133–142. 

https://doi.org/10.1111/j.2041-210x.2012.00261.x 

Natali, S. M., Schuur, E. A., & Rubin, R. L. (2012). Increased plant productivity in Alaskan 

tundra as a result of experimental warming of soil and permafrost. Ecology, 100(2), 488–

498. https://doi.org/10.1111/j.1365-2745.2011.01925.x 

Newman, B. D., Throckmorton, H. M., Graham, D. E., Gu, B., Hubbard, S. S., Liang, L., et al. 

(2015). Microtopographic and depth controls on active layer chemistry in Arctic 

polygonal ground. Geophysical Research Letters, 42(6), 1808–1817. 

https://doi.org/10.1002/2014GL062804 

Nobrega, S., & Grogan, P. (2008). Landscape and ecosystem-level controls on net carbon 

dioxide exchange along a natural moisture gradient in Canadian low Arctic tundra. 

Ecosystems, 11(3), 377–396. https://doi.org/10.1007/s10021-008-9128-1 

Norman, J. M., Kucharik, C. J., Gower, S. T., Baldocchi, D. D., Crill, P. M., Rayment, M., et 

al. (1997). A comparison of six methods for measuring soil‐ surface carbon dioxide 

fluxes. Journal of Geophysical Research: Atmospheres, 102(D24), 28771–28777. 

https://doi.org/10.1029/97JD01440 



 

© 2018 American Geophysical Union. All rights reserved. 

Oechel, W. C., Hastings, S. J., Jenkins, M., Riechers, G., Grulke, N., & Vourlitis, G (1993). 

Recent change of arctic tundra ecosystems from a net carbon dioxide sink to a source. 

Nature, 361, 520–523. https://doi.org/10.1038/361520a0 

Oechel, W. C., Vourlitis, G. L., Brooks, S., Crawford, T. L., & Dumas, E. (1998). 

Intercomparison among chamber, tower, and aircraft net CO2 and energy fluxes 

measured during the Arctic System Science Land‐ Atmosphere‐ Ice Interactions 

(ARCSS‐ LAII) Flux Study. Journal of Geophysical Research: Atmospheres, 103(D22), 

28993–29003. https://doi.org/10.1029/1998JD200015 

Oechel, W. C., Vourlitis, G. L., Hastings, S. J., Zulueta, R. C., Hinzman, L., & Kane, D. 

(2000). Acclimation of ecosystem CO2 exchange in the Alaskan Arctic in response to 

decadal climate warming. Nature, 406, 978–981. https://doi.org/10.1038/35023137 

Oechel, W. C., Laskowski, C. A., Burba, G., Gioli, B., & Kalhori, A. A. (2014). Annual 

patterns and budget of CO2 flux in an Arctic tussock tundra ecosystem. Journal of 

Geophysical Research: Biogeosciences, 119(3), 323–339. 

https://doi.org/10.1002/2013JG002431 

Ohlson, M., & Dahlberg, B. (1991). Rate of peat increment in hummock and lawn communities 

on Swedish mires during the last 150 years. Oikos, 369–378. 

 Olivas, P. C., Oberbauer, S. F., Tweedie, C., Oechel, W. C., Lin, D., & Kuchy, A. (2011). 

Effects of fine-scale topography on CO2 flux components of Alaskan Coastal Plain 

Tundra: Response to contrasting growing seasons. Arctic, Antarctic, & Alpine Research, 

43(2), 256–266. https://doi.org/10.1657/1938-4246-43.2.256 

Oren, R. A., Hsieh, C. I., Stoy, P., Albertson, J., Mccarthy, H. R., Harrell, P., & Katul, G. G. 

(2006). Estimating the uncertainty in annual net ecosystem carbon exchange: Spatial 

variation in turbulent fluxes and sampling errors in eddy‐ covariance measurements. 



 

© 2018 American Geophysical Union. All rights reserved. 

Global Change Biology, 12(5), 883–896. https://doi.org/10.1111/j.1365-

2486.2006.01131.x 

Pacific, V. J., McGlynn, B. L., Riveros‐ Iregui, D. A., Welsch, D. L., & Epstein, H. E. (2011). 

Landscape structure, groundwater dynamics, and soil water content influence soil 

respiration across riparian–hillslope transitions in the Tenderfoot Creek Experimental 

Forest, Montana. Hydrological Processes, 25(5), 811–827. 

https://doi.org/10.1002/hyp.7870 

Paembonan, S. A., Hagihara, A., & Hozumi, K. (1991). Long-term measurement of CO2 

release from the aboveground parts of a hinoki forest tree in relation to air temperature. 

Tree Physiology, 8, 399–405. https://doi.org/10.1093/treephys/8.4.399 

Pearson, R. G., Phillips, S. J., Loranty, M. M., Beck, P. S., Damoulas, T., Knight, S. J., & 

Goetz, S. J. (2013). Shifts in Arctic vegetation and associated feedbacks under climate 

change. Nature Climate Change, 3(7), 673–677. https://doi.org/10.1038/nclimate1858 

Ping, C. L., Michaelson, G. J., Jorgenson, M. T., Kimble, J. M., Epstein, H., Romanovsky, V. 

E., & Walker, D. A. (2008). High stocks of soil organic carbon in the North American 

Arctic region. Nature Geoscience, 1(9), 615–619. https://doi.org/10.1038/ngeo284 

Potter, C. S., Randerson, J. T., Field, C. B., Matson, P. A., Vitousek, P. M., Mooney, H. A., & 

Klooster, S. A. (1993). Terrestrial ecosystem production: A process model based on 

global satellite and surface data. Global Biogeochemical Cycles, 7(4), 811–841. 

https://doi.org/10.1029/93GB02725 

Reichstein, M., Falge, E., Baldocchi, D., Papale, D., Aubinet, M., Berbigier, P., et al. (2005). 

On the separation of net ecosystem exchange into assimilation and ecosystem 

respiration: review and improved algorithm. Global Change Biology, 11(9), 1424–1439. 

https://doi.org/10.1111/j.1365-2486.2005.001002.x 



 

© 2018 American Geophysical Union. All rights reserved. 

Riederer, M., Serafimovich, A., & Foken, T. (2014). Net ecosystem CO2 exchange 

measurements by the closed chamber method and the eddy covariance technique and 

their dependence on atmospheric conditions. Atmospheric Measurement Techniques, 

7(4), 1057–1064. https://doi.org/10.5194/amt-7-1057-2014 

Riveros‐ Iregui, D. A., & McGlynn, B. L. (2009). Landscape structure control on soil CO2 

efflux variability in complex terrain: Scaling from point observations to watershed scale 

fluxes. Journal of Geophysical Research: Biogeosciences, 114(G2). 

https://doi.org/10.1029/2007GL030938 

Rochette, P., Ellert, B., Gregorich, E. G., Desjardins, R. L., Pattey, E., Lessard, R., & Johnson, 

B. G. (1997). Description of a dynamic closed chamber for measuring soil respiration 

and its comparison with other techniques. Canadian Journal of Soil Science, 77(2), 195–

203. https://doi.org/10.4141/S96-110 

Runkle, B. R., Sachs, T., Wille, C., Pfeiffer, E. M., & Kutzbach, L. (2013). Bulk partitioning 

the growing season net ecosystem exchange of CO2 in Siberian tundra reveals the 

seasonality of its carbon sequestration strength. Biogeosciences, 10(3), 1337–1349. 

https://doi.org/10.5194/bg-10-1337-2013 

Shiklomanov, N. I., Streletskiy, D. A., Nelson, F. E., Hollister, R. D., Romanovsky, V. E., 

Tweedie, C. E., et al. (2010). Decadal variations of active‐ layer thickness in 

moisture‐ controlled landscapes, Barrow, Alaska. Journal of Geophysical Research: 

Biogeosciences, 115(G4). https://doi.org/10.1029/2009JG001248 

Schuur, E. A., Crummer, K. G., Vogel, J. G., & Mack, M. C. (2007). Plant species composition 

and productivity following permafrost thaw and thermokarst in Alaskan tundra. 

Ecosystems, 10(2), 280–292. https://doi.org/10.1007/s10021-007-9024-0 



 

© 2018 American Geophysical Union. All rights reserved. 

Schuur, E. G., McGuire, A. D., Schädel, C., Grosse, G., Harden, J. W., Hayes, D. J., & Vonk, J. 

E. (2015). Climate change and the permafrost carbon feedback. Nature, 520(7546), 171–

179. https://doi.org/10.1038/nature14338 

Sellmann, P., & Brown, J. (1973). Stratigraphy and diagenesis of perennial frozen sediment in 

the Barrow, Alaska region. In U.S. Planning Committee (Eds.), Permafrost: North 

American contribution to the Second International Conference (pp. 171–181). 

Washington, DC: National Academy of Sciences. 

Sistla, S. A., & Schimel, J.P. (2013). Seasonal patterns of microbial extracellular enzyme 

activities in an Arctic tundra soil: Identifying direct and indirect effects of long-term 

summer warming. Soil Biology & Biochemistry, 66, 119–129. 

https://doi.org/10.1016/j.soilbio.2013.07.003 

Sommerkorn, M. (2008). Micro-topographic patterns unravel controls of soil water and 

temperature on soil respiration in three Siberian tundra systems. Soil Biology & 

Biochemistry, 40(7), 1792–1802. https://doi.org/10.1016/j.soilbio.2008.03.002 

Stielstra, C. M., Lohse, K. A., Chorover, J., McIntosh, J. C., Barron-Gafford, G. A., Perdrial, J. 

N., et al. (2015). Climatic and landscape influences on soil moisture are primary 

determinants of soil carbon fluxes in seasonally snow-covered forest ecosystems. 

Biogeochemistry, 123(3), 447–465. https://doi.org/10.1007/s10533-015-0078-3 

Stockfors, J. A. N., & Linder, S. (1998). Effect of nitrogen on the seasonal course of growth 

and maintenance respiration in stems of Norway spruce trees. Tree Physiology, 18(3), 

155–166. https://doi.org/10.1093/treephys/18.3.155 

Stoy, P. C., Williams, M., Evans, J. G., Prieto-Blanco, A., Disney, M.,  Hill, T. C., et al. 

(2013). Upscaling tundra CO2 exchange from chamber to eddy covariance tower.  Arctic, 

Antarctic, & Alpine Research, 45(2), 275–284. https://doi.org/10.1657/1938-4246-

45.2.275 



 

© 2018 American Geophysical Union. All rights reserved. 

Sturtevant, C. S., & Oechel, W. C. (2013). Spatial variation in landscape‐ level CO2 and CH4 

fluxes from arctic coastal tundra: Influence from vegetation, wetness, and the thaw lake 

cycle. Global Change Biology, 19(9), 2853–2866. https://doi.org/10.1111/gcb.12247 

Subke, J. A., Vallack, H. W., Magnusson, T., Keel, S. G., Metcalfe, D. B., Högberg, P., & 

Ineson, P. (2009). Short‐ term dynamics of abiotic and biotic soil 
13

CO2 effluxes after in 

situ 
13

CO2 pulse labelling of a boreal pine forest. New Phytologist, 183(2), 349–357. 

https://doi.org/10.1111/j.1469-8137.2009.02883.x 

Sullivan, P. F., Arens, S., Chimner, R. A., & Welker, J. M. (2008). Temperature and 

microtopography interact to control carbon cycling in a high arctic fen. Ecosystems, 

11(1), 61–76. https://doi.org/10.1007/s10021-007-9107-y 

Tarnocai, C., Canadell, J. G., Schuur, E. G., Kuhry, P., Mazhitova, G., & Zimov, S. (2009). 

Soil organic carbon pools in the northern circumpolar permafrost region. Global 

Biogeochemical Cycles, 23(2), 1–11. https://doi.org/10.1029/2008GB003327 

Tjoelker, M., Oleksyn, J., & Reich, P. (2001). Modelling respiration of vegetation: evidence for 

a general temperature‐ dependent Q10. Global Change Biology, 7(2), 223–230. 

https://doi.org/10.1046/j.1365-2486.2001.00397.x 

Trumbore, S. (2006). Carbon respired by terrestrial ecosystems–Recent progress and 

challenges. Global Change Biology, 12(2), 141–153. https://doi.org/10.1111/j.1365-

2486.2006.01067.x 

Ullman, J. B., & Bentler, P. M. (2003). Structural equation modeling. Hoboken, NJ: John 

Wiley. 

Ueyama, M., Iwata, H., Harazono, Y., Euskirchen, E. S., Oechel, W. C., & Zona, D. (2013). 

Growing season and spatial variations of carbon fluxes of Arctic and boreal ecosystems 

in Alaska (USA). Ecological Applications, 23(8), 1798–1816. https://doi.org/10.1890/11-

0875.1 

https://doi.org/10.1111/gcb.12247


 

© 2018 American Geophysical Union. All rights reserved. 

von Fischer, J. C., Rhew, R. C., Ames, G. M., Fosdick, B. K., & von Fischer, P. E. (2010). 

Vegetation height and other controls of spatial variability in methane emissions from the 

Arctic coastal tundra at Barrow, Alaska. Journal of Geophysical Research: 

Biogeosciences, 115(G4). https://doi.org/10.1029/2009JG001283 

Vourlitis, G. L., Oechel, W. C., Hastings, S. J., & Jenkins, M. A. (1993). A system for 

measuring in situ CO2 and CH4 flux in unmanaged ecosystems: An arctic example. 

Functional Ecology, 7, 369–379. https://doi.org/10.2307/2390217 

Vourlitis, G. L., & Oechel, W. C. (1997). Landscape-scale CO2, H2O vapour and energy flux of 

moist-wet coastal tundra ecosystems over two growing seasons. Ecology, 85(5), 575–

590. https://doi.org/10.2307/2960529 

Walker, D. A., Jia, G. J., Epstein, H. E., Raynolds, M. K., Chapin, F. S., Copass, C., et al. 

(2003). Vegetation‐ soil‐ thaw‐ depth relationships along a low‐ arctic bioclimate 

gradient, Alaska: Synthesis of information from the ATLAS studies. Permafrost & 

Periglacial Processes, 14(2), 103–123. https://doi.org/10.1002/ppp.452 

Wilson, K., Goldstein, A., Falge, E., Aubinet, M., Baldocchi, D., Berbigier, P., et al. (2002). 

Energy balance closure at FLUXNET sites. Agricultural and Forest Meteorology, 

113(1), 223–243. https://doi.org/10.1016/S0168-1923(02)00109-0 

Xu, X., Schimel, J. P., Janssens, I. A., Song, X., Song, C., Yu, G., et al. (2017). Global pattern 

and controls of soil microbial metabolic quotient. Ecological Monographs, 87(3), 429–

441. https://doi.org/10.1002/ecm.1258 

Zamolodchikov, D. G., Karelin, D. V., Ivaschenko, A. I., Oechel, W. C., & Hastings, S. J. 

(2003). CO2 flux measurements in Russian Far East tundra using eddy covariance and 

closed chamber techniques. Tellus B, 55(4), 879–892. https://doi.org/10.1046/j.1435-

6935.2003.00074.x 



 

© 2018 American Geophysical Union. All rights reserved. 

Zhou, T., Shi, P., Hui, D., & Luo, Y. (2009). Global pattern of temperature sensitivity of soil 

heterotrophic respiration (Q10) and its implications for carbon‐ climate feedback. 

Journal of Geophysical Research: Biogeosciences, 114(G2). 

https://doi.org/10.1029/2008JG000850 

Zona, D., Oechel, W. C., Kochendorfer, J., Paw U, K. T., Salyuk, A. N., Olivas, P. C., et al. 

(2009). Methane fluxes during the initiation of a large-scale water table manipulation 

experiment in the Alaskan Arctic tundra. Global Biogeochemical Cycles, 23(2). 

https://doi.org/10.1029/2009GB003487 

 Zona, D., Oechel, W. C., Peterson, K. M., Clements, R. J., Paw U, K. T., & Ustin, S. L. 

(2010). Characterization of the carbon fluxes of a vegetated drained lake basin 

chronosequence on the Alaskan Arctic Coastal Plain. Global Change Biology, 16(6), 

1870–1882. https://doi.org/10.1111/j.1365-2486.2009.02107.x 

Zona, D., Lipson, D. A., Zulueta, R. C., Oberbauer, S. F., & Oechel, W. C. (2011). 

Microtopographic controls on ecosystem functioning in the Arctic Coastal Plain. Journal 

of Geophysical Research: Biogeosciences, 116(G4). 

https://doi.org/10.1029/2009JG001241 

Zona, D., Lipson, D. A., Paw U, K. T., Oberbauer, S. F., Olivas, P., Gioli, B., & Oechel, W. C. 

(2012). Increased CO2 loss from vegetated drained lake tundra ecosystems due to 

flooding. Global Biogeochemical Cycles, 26(2). https://doi.org/10.1029/2011GB004037 

Zona, D., Gioli, B., Commane, R., Lindaas, J., Wofsy, S. C., Miller, C. E., ... & Chang, R. Y. 

W. (2016). Cold season emissions dominate the Arctic tundra methane budget. 

Proceedings of the National Academy of Sciences, 113(1), 40–45. 

https://doi.org/10.1073/pnas.1516017113 

  

https://doi.org/10.1073/pnas.1516017113


 

© 2018 American Geophysical Union. All rights reserved. 

Table 1 - Weekly soil chamber respiration (gC-CO2·m
-2

·h
-1

) vs. soil temperature (°C) by 

ecosystem type with mean least squares exponential regression fit and modeled Q10. Data are 

shown ecosystem type and include r
2
, p values, and standard error for each Q10 estimate. 

 

 

  

Regression Equation R2 p-value Q10 SE

16-Jun High-center 0.5451 >0.001 2.087566 0.155107

- Low-center 0.677 >0.001 2.008725 0.176484

24-Jun Rim 0.3961 >0.001 2.153294 0.176042

Trough 0.5227 >0.001 1.871988 0.189103

25-Jun High-center 0.3139 >0.001 2.38691 0.159215

- Low-center 0.3914 >0.001 2.680487 0.240792

1-Jul Rim 0.1455 >0.001 2.259173 0.159146

Trough 0.2115 >0.001 2.781532 0.269027

2-Jul High-center 0.6712 >0.001 2.066797 0.154014

- Low-center 0.7434 >0.001 1.829422 0.155969

8-Jul Rim 0.5975 >0.001 1.995869 0.154915

Trough 0.4477 >0.001 1.666958 0.151757

9-Jul High-center 0.0705 >0.001 1.819384 0.142607

- Low-center 0.4232 >0.001 1.632313 0.117068

15-Jul Rim 0.1608 >0.001 1.413403 0.073566

Trough 0.1435 >0.001 1.379885 0.086353

16-Jul High-center 0.3191 >0.001 1.811217 0.12411

- Low-center 0.3216 >0.001 1.603198 0.117704

22-Jul Rim 0.2169 >0.001 1.603198 0.107406

Trough 0.2448 >0.001 1.587247 0.124752

23-Jul High-center 0.2526 >0.001 1.818477 0.133937

- Low-center 0.1759 >0.001 1.494811 0.10191

29-Jul Rim 0.0545 >0.001 1.241016 0.052889

Trough 0.1368 >0.001 1.456405 0.10664

                

                

                

                

               

                

                

                

                

                

                

                

                

               

                

                

                

                

                

                

             

               

                

                



 

© 2018 American Geophysical Union. All rights reserved. 

Table 2 - Weekly soil chamber respiration (gC-CO2·m
-2

·h
-1

) 
 
vs. chamber air temperature 

(°C) by ecosystem type with mean least squares exponential regression fit and modeled Q10. 

Data are shown ecosystem type and include r
2
, p values, and standard error for each Q10 

estimate. 

 

 

  

Regression Equation R2 p-value Q10 SE

16-Jun High 0.539 <0.001 2.134007 0.159259

- Low 0.6813 <0.001 2.095936 0.185527

24-Jun Rim 0.4005 <0.001 2.259158 0.185592

Trough 0.5283 <0.001 1.925164 0.196539

25-Jun High 0.367 <0.001 2.606484 0.176102

- Low 0.4221 <0.001 2.871967 0.259083

1-Jul Rim 0.3286 <0.001 2.549768 0.188512

Trough 0.2581 <0.001 3.159708 0.305796

2-Jul High 0.6216 <0.001 2.166307 0.163721

- Low 0.7434 <0.001 1.832684 0.156304

8-Jul Rim 0.5975 <0.001 1.995705 0.154902

Trough 0.4529 <0.001 1.675308 0.153023

9-Jul High 0.1115 <0.001 1.266841 0.050969

- Low 0.4232 <0.001 1.63236 0.117074

15-Jul Rim 0.1608 <0.001 1.391941 0.070283

Trough 0.1435 <0.001 1.379876 0.086351

16-Jul High 0.3191 <0.001 1.811246 0.124113

- Low 0.3216 <0.001 1.603197 0.117704

22-Jul Rim 0.2169 <0.001 1.603182 0.107403

Trough 0.2448 <0.001 1.587231 0.124749

23-Jul High 0.2505 <0.001 1.859005 0.134872

- Low 0.1706 <0.001 1.535737 0.107339

29-Jul Rim 0.0746 <0.001 1.298238 0.062197

Trough 0.1334 <0.001 1.351133 0.083949
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Table 3 - Full model (n=97) linear mixed effects models of respiration on environmental 

parameters (significant with p < 0.05).  
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Table 4 - Reduced model (n=69) linear mixed effects models of respiration on environmental 

parameters (significant with p < 0.05). 
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Figure 1 - (a) Utqiaġvik, Alaska. (b) Study site within the Barrow Environmental 

Observatory. (c) A LI-COR 8100 chamber assembly within polygon troughs. 
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Figure 2 - (a) Weekly thaw depth (cm) by ecosystem type. (b) Weekly water table (cm) by 

ecosystem type. (c) Weekly chamber air temperature derived respiration (mgC-CO2·m
-2

·h
-1

) 

across ecosystem type. (d) Weekly soil surface air temperatures (°C) measured with the soil 

chamber headspace. Displayed are median, interquartile range, and standard deviations. 
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Figure 3 - Daily chamber respiration (gC-CO2·m
-2

·h
-1

) across ecosystem type compared to 

estimated tower respiration. 
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Figure 4 - (a) Chamber air derived growing season Q10. (b) Soil tower derived growing 

season Q10. Shaded areas represent 95% confidence intervals. 

 


