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ABSTRACT
Grid computing is a new paradigm that enables the dis-
tributed coordination of resources and services which are ge-
ographically dispersed, span multiple trust domains and are
heterogeneous. Network infrastructure monitoring, while vi-
tal for activities such as service selection, exhibits inherent
scalability problems: in principle, in a Grid composed of
n resources, we need to keep record of n2 end-to-end paths.
We introduce an approach to network monitoring that takes
into account scalability: a Grid is partitioned into domains,
and network monitoring is limited to the measurement of
domain-to-domain connectivity. However, partitions must
be consistent with network performance, since we expect
that an observed network performance between domains is
representative of the performance between the Grid Services
included into domains.

Categories and Subject Descriptors
D.2.8 [Software Engineering]: Metrics—performance mea-
sures; D.2.11 [Software Engineering]: Software Architec-
tures—Domain-specific architectures

Keywords
grid monitoring architecture, grid information service, net-
work monitoring, network service, theodolite service

1. INTRODUCTION
Modern high-speed networks enabled the definition of new

paradigms for the coordination of geographically dispersed
resources. Among these, Grid systems offer distributed com-
puting capabilities on resources not subject to centralized
control, heterogenous, and provided by different organiza-
tions. These resources and services are grouped into vir-
tual pools that are accessible to users with the right creden-
tials [11].

Grid-aware computations need an accurate and up-to-date
view of the available resources. One special case of resource
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is connectivity. In order to inform applications about con-
nectivity, we need to measure its characteristics and make
them available to applications: packet loss rate, or round
trip time are representative connectivity characteristics.

Scalability problems arise from the fact that connectivity
characteristics are defined point-to-point: if a Grid system
offers n services, the dimension of the problem is n2. A hi-
erarchical decomposition of the problem following a divide
et impera scheme offers an efficient solution, and is often
adopted. In our case, this involves partitioning the system
into subsystems, assuming that the characteristics between
arbitrary services is obtained by composing characteristics
within partitions, and between partitions. This scheme can
be made recursive, to obtain solutions with complexity bet-
ter than n2 (like suggested by [10]).

We argue that hierarchical decomposition is inapplicable
to our problem, for the reason that the composition of net-
work characteristics is practically not feasible. The following
example in a 3-nodes system should clarify our point: as-
sume that the route from node A to node B partially over-
laps (i.e., has some intermediate routers in common with)
the route from node B to node C. Knowing the packet loss
rate from A to B and from B to C does not help in de-
termining the packet loss rate between A and C, since loss
events might occur along the path in common between the
two routes, which is by-passed by packets from A to C. In
order to avoid inconsistent estimates, the monitoring activ-
ity should take into account the link level topology of the
system, which is an extremely demanding requirement. But
even when such requirement were fulfilled, the successive
problem would be the rule to apply to compose characteris-
tics: for instance, depending on network load, the composi-
tion of two loss rates may be the sum of the twos, when the
network is lightly loaded, or the maximum of the two, when
a traffic control mechanism starts dropping packets along
the pipe.

In this paper, we illustrate an architecture that controls
the production of connectivity characteristics, paying spe-
cial attention to the scalability of the proposed solutions.
We accept a n2 solution, since connectivity characteristics
composition is not viable. However, we make an effort to
reduce n, the number of points in our monitoring topology,
in order to improve the scalability of our solution, while
providing users with useful observations. In Section 2, we
present our model for partitioning a Grid system. In Sec-
tion 3, we depict the design of a prototype implementation.
Finally, in Section 4 we summarize the relevant works and
in Section 5 we draw up our conclusions.



2. MODEL FOR PARTITIONING A GRID
In this section, we introduce a model for monitoring the

connectivity of a Grid system avoiding the composition of
connectivity characteristics. It is based on the following ob-
servation: the periphery of a Grid infrastructure is usually
designed in order to optimize the use of the internal infras-
tructure, therefore it is over-dimensioned with respect to the
performance predictably offered by the internal infrastruc-
ture. This authorizes to partition Grid Services into do-
mains, corresponding to groups of peripheral services shar-
ing a common interface to the internal infrastructure, and
to introduce the requirement 1.

Requirement 1. For each pair of domains, the intra-domain
communication infrastructure performs better when com-
pared with the inter-domain communication infrastructure.

Based on the above observation, we consider that the in-
frastructure within partitions has a marginal impact on such
characteristics, and we define a Network Service for each or-
dered pair of domains as a unidirectional communication
service between them; the connectivity characteristics be-
tween two Grid services included into different partitions
will correspond to those associated to the Network Service
between the two partitions. If the internal connectivity of
a domain does not satisfy the requirement 1, actions should
be taken in order to maintain the representation of the con-
nectivity consistent with the real state (see Section 2.1 for
more details).

In order to monitor Network Services connectivity, net-
work monitoring tools should run in appropriate locations,
from where they can observe the behavior of the intra-domain
communication infrastructure, with minimal interference on/
from traffic and workload within the domain. Network mon-
itoring tools offer to Grid applications a specific service, that
we call Theodolite Service. Since the location of a Theodo-
lite Service can be dependent on the monitored Network
Service, a domain may contain several Theodolite Services,
each specialized in the monitoring of an outgoing branch.
This specialization can also reduce the interference between
internal traffic and traffic generated by monitoring tools.
Figure 2 describes the partitioning model formalized as a
UML (Unified Modeling Language) class diagram, more de-
tails are provided in Appendix A.

Figure 1 describes the partitioning of a simple Grid into
domains: each domain (i.e., D1, D2, and D3) offers a num-
ber of Edge Services (e.g., C1 and S1), and provides appro-
priate, dedicated and over-dimensioned high performance
connectivity between the hosts where Edge Services are lo-
cated, thus satisfying the requirement 1. Connectivity with
other domains might be based on an infrastructure that is
considered appropriate, but is neither dedicated nor over-
dimensioned (e.g., leased lines): these are the Network Ser-
vices (represented by arrows, e.g., N1a) of the Grid. Theodo-
lite Services (e.g., T1) might be located on the gateway itself,
or on hosts with a direct and fast connection with the gate-
way in order to avoid the interference with internal traffic
as described above.

In a real scenario, a domain may correspond to the In-
tranet of a computing center including all its Grid services.
The Intranet may also includes geographical links (see Fig-
ure 1, domain D1) under the conditions defined in require-
ment 1. Another possible scenario is an Intranet split in
two or more domains due to the different LAN (Local Area

Figure 1: A partitioning of a Grid into domains

Network) technologies that are in use (e.g., FastEthernet
and GigaEthernet). The last scenario that we consider is
a domain that consists of Grid services provided by two or
more Intranets that are geographically interconnected with
high-performance dedicated links.

2.1 Fault Tolerant Issues
We must take into account that requirement 1 can be

violated due to anticipated or unanticipated events. For
instance, (1) a traffic burst may degrade the performance
of an internal link, or (2) an hardware failure or routing
change may alter the characteristics of an internal link, or
(3) an upgrade of an inter-domain link may enable some
components of the inter-domains fabric to outperform some
domain fabric.

We distinguish two classes of events: internal events (first
two cases above), that are due to the degradation of the
fabric supporting connectivity inside a domain and external
events (latter case), that are due to the upgrade of the intra-
domain fabric. We briefly outline detection and recovery
strategies for the two classes.

When an internal event occurs, certain Edge Services in-
side the involved domains may appear closer than they are,
since the presence of the internal bottleneck is not revealed
by the observations published by the Theodolite Service.
Detection of such event is obtained by comparing internal
and external observations, and also from those applications
that find that an Edge Service does not exhibit the expected
performance: they should inform the Theodolite Service
which is responsible of the Network Service about the possi-
bility of an internal bottleneck. One way to recover from an
internal event is to indicate as unreliable the observations
for those Edge Services that exhibit a degraded performance
because of the internal bottleneck. This operation is carried
out by the Theodolite Service, that indicates the anomaly to
the Grid Information Service (GIS): a simple and effective
action might be to indicate unreachable such services. An
alternative consists in inducing a kind of back-pressure: the
degraded performance of an internal link is reflected by the



Theodolite Service of the degraded domain by lowering the
published performance of the Network Service edged to this
domain. This option might need some sort of cooperation
between the Theodolite Services at the edges of the same
Network Service.

When an external event occurs, Edge Services in the do-
main may appear closer than they are, as a consequence
of the improved performance of the fabric between the do-
mains: the situation is therefore comparable to the one fol-
lowing an external event. Detection is similar to the case
of internal events: either a Theodolite Service detects the
inconsistency, or a Grid application signals a failed expec-
tation. It seems inappropriate to tag the Edge Services as
unreachable in order to recover from such event: this might
produce a sensible degradation as a consequence of an im-
provement of the fabric. The indication that the observation
is unreliable might also induce a similar form of resource
misuse. Since external events are, with infrequent excep-
tions, somewhat planned, the best way to cope with them
seems to be to avoid their occurrence: this can be obtained
by upgrading the internal fabric before the external one, by
trading a lower share of a common resource when it is up-
graded, or by reorganizing the domain partitioning around
an improved link.

3. ARCHITECTURE OF THE PROTOTYPE
In this section, we present the status of a prototype im-

plementation. Its strongly modular design allows partial
redesign or replacement of parts that become obsolete, or
appear as unfit in a different environment.

As for the monitoring activity, each Theodolite Service
is decomposed into several monitoring Sessions subclassed
into Periodic and OnDemand. We distinguish two kinds of
controls structures for a session: a periodic control, appro-
priate for the usual ping, and an on demand control, with an
external trigger. The characteristics that can be currently
measured for each Network Service are: one way jitter, clock
skew, round trip delay, and round trip loss. The plan is to
add also: one way loss, TCP achievable bandwidth, and
UDP achievable bandwidth.

We opted not to implement the production engine, which
is an extremely delicate component, but reuse one of the ex-
isting ones. We successfully implemented separate adapters
for the Globus Monitoring and Discovery Service (MDS) ver-
sion 2 [8, 12], and for the Relational Grid Monitoring Archi-
tecture (R-GMA). The former is based on the Lightweight
Directory Access Protocol (LDAP) technology [14]. The
latter is an implementation of the Grid Monitoring Archi-
tecture (GMA) [13] based on the relational model [3, 4].

The monitoring and topology databases contain the Grid
description according to the UML representation in Figure 2.
Its replication does not pose serious problems, since it is
seldom updated, and partial inconsistencies are tolerated.

The network monitoring host contains a GIS adapter, on
the right side of the dotted line in Figure 3. On the left side
of the dotted line, a hierarchy of processes implements the
monitoring activity: GlueDomains (1) is a daemon process
that controls the whole monitoring activity of the host. It
spawns the processes that implement the theodolite services.
The description of the theodolite services is obtained query-
ing the monitoring database hosted by the GlueDomains
server, each time a theodolite service is spawned. The query
returns the list of all theodolite services that are associated

Figure 2: UML class diagram for modeling the
topology

with any of the IP addresses of the host. Theodolite (2) is
a process that implements a theodolite service. It spawns -
and re-spawns when needed all monitoring sessions associ-
ated with a theodolite service. The description of all sessions
associated with the theodolite service is retrieved from the
monitoring database. Session (3) is a process that imple-
ments a monitoring session. All parameters that configure a
specific session come from the topology database. A session
interacts with the GIS adapter to record the observations in
the production engine.

A flow of LDIF (LDAP Data Interchange Format) [9] en-
tries is generated by the functions provided by the MDS
adapter. Such flow is re-ordered and buffered by a MDS-
proxy process, which runs as a daemon. Periodically, the
buffer is flushed by the GRIS (Grid Resource Information
Service) host using the gdip-client script, which uses a pair
of sockets between the two hosts. In this way, the gathered
metrics of the connectivity of a Grid are published through
the GIS.

The prototype is currently being deployed in a number
of sites part of the INFN-Grid (the Grid of the Italian Na-
tional Institute for Nuclear Physics) [2]. The topology de-
sign consists of four domains: Bari, Napoli, Bologna and
Padova. The network monitoring data is subsequently col-
lected by the GridICE monitoring service [6]. The latter
allows for Web presentation of the current status or histori-
cal behavior of the connectivity of the whole domain-based
Grid topology. The testing of the prototype and the collec-
tion of connectivity characteristics are just started.

4. RELATED WORK
The architecture introduced in this paper is in debt with

Wolski [15] and the NWS (Network Weather Service). How-



Figure 3: Architecture of the prototype with the MDS adapter

ever, although NWS is highly relevant as a proof of concept,
it is not useful for a large scale deployment. We tried to put
in practice some ideas that characterized such a project,
paying special attention to performance: therefore we used
existing products to support the configuration database and
to store observations, and we introduced the concept of do-
main to improve scalability.

The concept of domain is not to be confused with a hier-
archical decomposition of the Grid, as in [10]. On one side,
domains do not have the power to reduce the n2 complex-
ity of the problem; on the other, we do not take as granted
the possibility of composing observations in order to obtain
significant estimates.

The domain-based architecture should also be distinguished
from a site-based architecture, as in [5]: such topology is
based on DNS (Domain Name System) naming, and cannot
reflect the requirements stated in the introduction, which en-
sures that observations consistently represent the expected
behavior.

5. CONCLUSION
Monitoring the communication infrastructure of a Grid is

a delicate task that deserves a good deal of attention in or-
der to limit its overhead and produce significant data. In
this perspective, we motivated the introduction of a net-
work topology based on the concept of domain, we gave
a conceptual framework to the architecture, and we illus-
trated an implementation that is currently being deployed
in a production-quality Grid system, the INFNGRID [2, 1].

Partitioning a Grid into domains is a way to limit network
monitoring overhead: this indirectly improves Grid scala-
bility, and usability of network monitoring output. How-
ever, a precondition for the application of such option is
that intra-domains fabric is characterized by a higher con-
nectivity, with respect to inter domain fabric: this is the
basic requirement for domains partitioning.

Future work will focus on the collection of the monitoring
data related to the connectivity of the defined Grid topology.
Such data will be correlated to the status of Grid services
in order to explore how they can be used for service selec-
tion. Finally, fault tolerant mechanisms for dealing with the
violation of the requirement 1 will be further investigated.
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APPENDIX

A. DESCRIPTION OF THE UML CLASS DI-
AGRAM

This section provides a description of the classes and at-
tributes part of the UML class diagram presented in Fig-
ure 2. Concerning the defined classes:

Service superclass that represents any service that a Grid
offers to applications

Edge Service superclass that represents a service that does
not consist of connectivity, but is reached through con-

nectivity

Multihome represents an aggregation of Edge Services that
share the same hardware support, but are accessible
through distinct interfaces

Computing Service and Storage Service they are sub-
classes of Edge Service; their attributes (not shown
in figure) include a reference to the production engine
record that contains the relevant characteristics of the
provisioned service like amount of available storage
for Storage Services, or processor share availability for
Computing Services

Network Service a unidirectional communication service
between two domains

Connectivity Class different kinds of connectivity offered,
like BestEffort or Premium IP [7] in a differentiated ser-
vices environment

Theodolite Service service that monitors a number of Net-
work Services; the service offered by a Theodolite Ser-
vice is not apparent, since its role is the observation of
network characteristics

Session a monitoring session, run as part of a theodolite

Periodic monitoring session run with a constant timing
pattern (possibly randomized)

OnDemand ondemand-based monitoring session; such sub-
class can be used to capture expensive sessions, such as
an iperf run

Domain partition that composes the Grid

The aggregation associations are defined as follow:

Location all Edge Services are included in a domain: this
relationship is represented by the location association,
that aggregates several Edge Services into a domain

Twin Edge Services can also be aggregated according to
their hardware support: this is justified when they are
accessible through different network interfaces, so they
can be differently aggregated to domains; the twin asso-
ciation binds a Service to at most one Multihome that
represents its hardware support

Component represents a Theodolite Service as an aggre-
gate of sessions

The general associations are defined as follow:

IsSource and IsTarget a Network Service represents the
fabric between two domains: the source and destina-
tion associations reflect this; a domain can be associ-
ated as source or destination of many Network Services;
instead, each Network Service has unique source and
destination domains

Target the monitoring activity of a Theodolite Service is
performed in cooperation with another Theodolite Ser-
vice; this fact is represented by the monitors associa-
tion, that binds two Theodolite Service: one which runs
the test, and another that responds

HasTarget associates a session to a target Theodolite Ser-
vice, which should cooperate in the monitoring activity

Monitors associates a session to the monitored network
service(s); it is not excluded that a monitoring session
monitors several Network Service, for instance in case
of distinct Communication Classes


