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ABSTRACT The coronavirus epidemic (COVID-19) is a public health challenge due to its rapid global
spread. Its unprecedented speed and pervasiveness have led many governments to implement a series
of countermeasures, such as lock-downs, stopping/restricting travels, and mandating social distancing.
To control and prevent the spread of COVID-19, it is essential to understand the latent dynamics of the
disease’s evolution and the effectiveness of the intervention policies. Hidden Markov models (HMMs)
capture both randomnesses in spatio-temporal dynamics and uncertainty in observations. In this paper,
we apply an overall HMM that, based on multiple nations’ COVID-19 data including the USA, several
European countries, and countries that have strict control policies, explore different types of observations,
and we use it to infer the severity state on small geographical states or regions in the USA and Italy as
test cases. Further, we aggregate the severity level of each region over a fixed time period to visualize the
time evolution and propagation across regions. Such an analysis and visualization provide suggestions for
interventions and responses in a calibrated manner. Results from HMM modeling are consistent with what
is observed in Italy and the USA and these models can serve as visualization and proactive decision support
tools to policymakers.

INDEX TERMS SARS-CoV-2, hidden Markov model, pandemic tracking, pandemic prediction, Viterbi

decoding, aggregation, visualization.

I. INTRODUCTION

The coronavirus epidemic (COVID-19) is arguably one of
the most life-threatening and economic disasters of the
215" century, as, in addition to deep economic suffering, it has
caused more than 198 million cases worldwide and over
4 million deaths, as of July 31, 2021. It spreads rapidly
due (for example) to its long incubation period (median
of 5.2 days) and asymptomatic spreading, and it impacts the
respiratory tract, possibly leading to pneumonia and acute
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respiratory disease, long recovery time, and death. The dis-
ease’s spread across several continents has affected a large
swath of the world’s population, and the World Health Orga-
nization (WHO) declared it a global public health emergency
on March 11, 2020. Recently, new strains of COVID-19
that spread even more rapidly have been identified. Different
countries and regions have adopted strict policies and restric-
tive measures to contain the virus, such as mandatory 14-day
monitored home quarantine for travelers, implementation of
social distancing measures, curtailed international air travel,
and targeted lock-downs. In this vein, it is salient to extract the
spatio-temporal evolution of the disease from the observed
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data reports to understand the similarities and differences in
the spreading patterns of COVID-19 across geographic states
and regions.

The problem addressed here is to track, probabilistically,
the severity of the epidemic in a geographic region, based
on uncertain data (e.g., daily and cumulative infections, daily
deaths) as a guide for policy decisions. We exploit the Hidden
Markov Model (HMM) formalism because of its ability to
capture the dynamics of the latent (unobservable) state vari-
ables of a system (in our case the local severity state of the
disease) that are probabilistically related to noisy observa-
tions. Moreover, HMM is a parametric model characterized
by state transition probabilities. It helps in understanding how
likely it is that a geographic region transits from one severity
state to another. Such an analysis also aids in discovering
similarities in disease spreading patterns across geographic
regions via severity state-based visualization, which may pro-
vide insights into virus propagation and may help to evaluate
policies and plans to contain the disease.

In this paper, we integrate different observation modalities
(the aforementioned daily infections and daily deaths) into a
vector of uncertain observation sequences to learn the time
evolution of the spread of COVID-19. Specifically, we learn
the HMM model across multiple nations, which includes the
USA, some European countries, and several countries with
stricter control policies (Singapore, Taiwan, New Zealand,
Australia). This complexity of the data introduces diversity
of information into the model. We then use the model to infer
the hidden state sequences of small regions or states in the
USA and Italy to quantify their COVID-19 severity levels.
Moreover, we aggregate the HMM state sequence of each
geographical state or region over a fixed time period (say,
a month) and perform grouping based on the mean value of
the state sequences over that period to glean the COVID-19
disease severity and spreading patterns.

The remainder of this paper is organized as follows.
Section II reviews the application of HMM in biological stud-
ies and existing analysis on COVID-19. Section III describes
the basic concepts of HMM modeling with other concepts
leveraged in the paper, with details relegated to Appendix A.
Section IV describes the datasets and the derived features for
analysis and visualization. Section V illustrates the proposed
framework, including details on learning the HMM models,
the severity state grouping procedure, and the computational
results. Discussion and concluding remarks are provided in
Sections VI and VII. Some material is deferred to appendices
not to fragment the exposition.

Il. RELATED WORK

A. APPLICATION OF HMM IN BIOLOGICAL STUDIES
Churchill [1] was the first to introduce Hidden Markov Mod-
els to computational biology. Since then, HMM has become
a promising tool for various biological problems [2]. Gene
transmission can be viewed as a 2D hidden Markov process,
which has led to such advances as the Elston-Stewart algo-
rithm [3] and the Lander-Green algorithm [4], for genetic

VOLUME 9, 2021

reconstruction and for extracting the inheritance information.
In biological sequence analysis, authors in [5] characterized
a biological sequence, such as protein and DNA, by an
HMM, using the sequence of monomers as observations
and the match and gap occurring in each site as a hidden
state. HMMs are extensively leveraged for single sequence
pattern recognition [6]-[8]. Similarly, by considering the
genomic DNA as the observed symbols, and the gene struc-
tures and the characteristic subsequences as hidden states,
HMM can also be applied to gene finding and feature dis-
covery domains, such as sequence pattern extraction, motif
search, and non-coding RNA [9]. Epidemiological analysis,
prediction, and surveillance are also popular application areas
of hidden Markov models [10], [11]. Progression of a chronic
disease [12], as well as epidemic dynamics [13], can be well-
modeled using HMMs because the dispersion of communi-
cable pathogen in the population satisfies a temporal-spatial
Markov dependence [14], so that the future status of a disease
only depends on the current state, but not the past states.

B. EPIDEMIOLOGICAL MODELS OF COVID-19 PANDEMIC
The Susceptible-Infected-Recovered (SIR) model is the first
and the most popular model applied to COVID-19 for ana-
lyzing the space-time dependence of the disease. In [15],
the authors predicted an exponential growth of cases based
on the SIR model, while authors in [16] pointed out that when
the epidemic peaks, death rates would have an exponential
growth following the power-law behavior based on the SIR
model. The authors in [17] made modifications to the stan-
dard SIR/Susceptible-Exposed-Infected-Recovered (SEIR)
epidemiological models, and included social distance into the
analysis for predicting the disease trends. The author in [18]
combined the SIR model with a statistical learning model
to analyze the importance of lock-downs on COVID-19 pro-
gression. In [19], the authors proposed a Bayesian sequential
estimation and forecasting algorithm tailored to the stochastic
SIR model to estimate the state of the epidemic. A deter-
ministic compartmental model was proposed in [20]. It takes
the clinical progression, epidemiological status, and inter-
vention measures into account. The authors of [21] pro-
posed an extended SEIR model by considering transmission
across cities, but without taking into account the adopted
control measures. In [22], a difference equation (DE) model
to predict the trends in COVID-19 epidemic progression is
developed. The authors of [23] proposed a quickest detection
model — the mean-agnostic sequential test (MAST) — to
study the onset of COVID-19 pandemic waves. In [24] a
discrete-time stochastic model to estimate the effect of travel
restrictions on COVID-19 has been introduced. The authors
of [25] proposed a stochastic compartmental model to capture
the effects of intervention measures. Because of the different
nature of the epidemic phases (meaning, for example that
the SIR parameters can change from recovery to explosive
growth in infections), the authors in [26] and [27] focused on
an easily-implementable version of Page’s CUSUM quickest-
detection test for composite hypothesis scenarios.
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1Il. BASIC THEORIES AND CONCEPTS

A. BASIC THEORY OF HIDDEN MARKOV MODELS

A Markov process is a stochastic process in which the con-
ditional probability distribution of a future state depends
only on the current state while, given the current state, it is
conditionally independent of the past. A hidden Markov
model (HMM) is an extension in which the state sequence is
latent and is only revealed indirectly via a probabilistic mech-
anism [28]. In other words, an HMM is a doubly embedded
stochastic process with an underlying stochastic dynamics
(e.g., the severity state of COVID-19 pandemic in a geo-
graphic region or state) that, although unobservable (hidden),
can be inferred through the observation of another set of
related stochastic processes (e.g., infection rates, deaths).
HMMs provide the required theoretical machinery to learn
a probabilistic model from data; and by letting an HMM
analyze COVID-19 observations in a region, it is possible to
estimate which severity state currently characterizes it, and
also to predict the most likely evolution of the severity state
over time [29].

Zy 22 Z3 Zn—1 Zn Zn+1
X1 X2 X3 Xn-1 Xn Xn+1

FIGURE 1. Hidden Markov Model.

As shown in Figure 1, {zz}th1 is the (hidden, latent) state
sequence and {X,}[T=1 is the observation sequence generated
by the hidden state sequence, where 7T is the total num-
ber of observations. The hidden states, denoting the sever-
ity level of the pandemic, are discrete, but the observation
sequences, representing a normalized number of infections
per 100,000 population, normalized number of daily deaths
per 5,000,000 population, etc., are ratios of integers, and are
assumed to be continuous (the rationale for the choice of nor-
malization for deaths is explored in detail in Section VI-A).
The state sequence {zt}tT:l satisfies the requirements of a
Markov process and the observation sequence {x,}tT=1 isa
function of the state sequence {zt}thl as detailed below.

Each HMM is characterized by A = (N, &, A and {b;(x)}),
defined as follows [30]:

1) The number of states in the model, N. Then, the set of
severity states can be written as S = {S1, S2, ..., Sn}.
If we denote the state of model at time ¢ as z;, then
zr € {S1,82,...,Sn}

2) The initial probability vector &, which indicates how
likely it is for a new input sequence to start in a given
hidden state. Each element 7r; represents the uncondi-
tional probability of being in state S; at time # = 1. The
sum of 7;’s must, naturally, be unity.

= (m))y where m; =P(z1 =S;), 1 <i<N. (1)
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3) A state transition probability matrix A, whose elements
indicate the conditional probability of transitioning
from one hidden state to another. An element a;; in this
matrix represents the probability of transitioning from
state S; at time ¢ to state S; at time ¢ + 1. All row sums
of A are unity.

A = [ajjlnxn
where ajj = P (z41 = Sjlzy = Si), 1 <i,j <N.

2

4) The emission probability density b;(x) in state S; indi-
cates the observation likelihood given the hidden state.
It can be any parametric density with parameter 6 con-
ditioned on the current (hidden) state. Here, we assume
bj(x) to be Gaussian:

bj(x) = N(x, pj, ), where 1 <j<N, (3)
and where p; and X; are the mean vector and covari-
ance matrix associated with hidden state S;. The Gaus-
sian assumption is convenient for estimation, and its
unboundedness causes no appreciable concern since
generally p; > Diag(X ;)e, where e is a column

vector of ones, Diag(X /') means diagonal elements of
%j, and > operates entry-by-entry.

Once an HMM is specified as A = (N, w, A, {bj(x)}),
it can be used to (1) generate an observation sequence X =
{x1, X2, ..., X7}; (2) learn the parameters from observed data;
(3) compute the likelihood of observing a given sequence,
given model parameters; and (4) determine the most likely
evolution of the state sequence over time. Details are provided
in Appendix A.

B. HAMPEL FILTER FOR OUTLIER REMOVAL
It is common to have outliers in the real-world datasets [31].
In the case of COVID-19 data, this is especially true dur-
ing weekends (when cases are accumulated and reported en
masse afterwards) and in the case of late reporting of deaths.
Thus, outlier detection and interpolation are necessary. In our
experiments, we used the Hampel filter, which is more robust
than the standard “three-sigma’ rule [32]. Hampel filter-
ing consists of a sliding window of configurable width that
slides across the time series, within which the median and a
robustified version of the standard deviation are calculated
[33], [34]. If the point of interest lies more than a prescribed
multiple of the standard deviation from the window’s median,
then it is identified as an outlier and is replaced by the
median [35].

Given a time series {x1, x2, ..., X,} and a sliding window
with length L, the median m;, and the standard deviation o;
used in Hampel filtering are defined as:

m; = median(X;_r, Xi—[41, -+, Xis -« s Xit L—1, XitL),
o; = k -median(|x;i— — ml, ..., |XitL — mil),
where k = ~ 1.4826,

V2erfc™1(1/2)
_ 2 * a2
erfc(x) = _ﬁ /x e ' dt. 4
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The quantity o;/k is referred to as the median absolute
deviation (MAD). Any sample x; for which |x; — m;| > coj,
for some predefined threshold ¢ > 0, is replaced by m;.

IV. DESCRIPTION OF COVID-19 DATASETS

AND PREPROCESSING

A. SOURCES OF DATA

In this section, we describe three datasets analyzed in this
work. The first dataset pertains to the spread of COVID-19
in the United States, the second is related to the spread of
COVID-19 in Italy, and the last is concerned with the spread
of COVID-19 in other places of the world. The data at the
national level for all countries are extracted from the last
dataset for building the HMM models. Regions or geograph-
ical states data for the USA and Italy are extracted from the
first two datasets for prediction purposes.

1) CORONAVIRUS (COVID-19) DATA IN THE UNITED STATES
For HMM analysis at the state level, we use the datasets from
“The COVID Tracking Project!”, a volunteer organization
launched by The Atlantic. It reports the available data from
all 50 states, 5 territories, and the District of Columbia in the
United States until March 7, 2021. The starting date of obser-
vation sequences in each state and territory can be different
because each state began to track the COVID-19 evolution
only after cases were detected in it. The dataset is comprised
of both cumulative and daily positive cases, hospitalizations,
deaths, the daily and cumulative intensive care unit (ICU)
occupancy, negative polymerase chain reaction (PCR) tests
and negative antibody tests, daily and cumulative ventilator
cases, and both daily and cumulative COVID-19 tests admin-
istered. Since we compare across countries, our analysis
focuses on daily positive cases and deaths because these are
present in all datasets.

2) CORONAVIRUS (COVID-19) DATA IN ITALY

The regional level COVID-19 data for Italy are downloaded
from the repository of the Italian Department of Civil Pro-
tection.> The starting date is February 24, 2020, for all the
Italian regions. The repository is updated daily at 6:00 PM
local time zone. The datasets report cumulative and daily
number of cases, deaths, and hospitalized cases of each of
the 20 regions (the region Trentino Alto Adige reports data
for each of the autonomous provinces of Bolzano and Trento,
resulting in a total of 21 timeseries). Other useful information
from this repository includes the current home confinement
cases, the current positive cases (hospitalized patients plus
home confinement), the recovered cases, number of people
tested, and daily admissions to the intensive care.

3) CORONAVIRUS (COVID-19) DATA FOR OTHER
COUNTRIES OF THE WORLD USED TO LEARN HMM

Data for Singapore, Taiwan, New Zealand, Australia, and
selected countries in Europe are downloaded from the

1 https://covidtracking.com/data/api
2https:// github.com/pcm-dpc/COVID-19/
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“JHU CSSE COVID-19 Data®”. This repository is oper-
ated and supported by the Johns Hopkins University Cen-
ter for Systems Science and Engineering (JHU CSSE),
the ESRI Living Atlas Team, and the Johns Hopkins Univer-
sity’s Applied Physics Lab (JHU APL), as the 2019 Novel
Coronavirus Visual Dashboard [36]. Cumulative positive
cases, deaths, and recovered cases of COVID-19 for most
of the countries around the world are reported since
January 21, 2020.

B. OBSERVATION SEQUENCES

In our experiments, we used different data sequences and
derived features from them to form vector observations for
learning the parameters of the HMMs. The data sequences
used and the derived features are described below.

1) POSITIVE CASES

In the experiments, we leveraged normalized daily new pos-
itive cases to infer the spread of the COVID-19 pandemic,
denoted by P(t). It is calculated by dividing the sequence
of the number of daily positive cases in one region (say,
Abruzzo in Italy) by the inhabitants in that region and then
multiplying it by 100,000. This normalized sequence cor-
responds to positive cases per 100,000 population, a metric
that is frequently used to indicate the spread of the disease
relative to the total population size. It gives standardized
information about community transmission and spread of
COVID-19 [37]. Normalized sequences can be written in the
format shown in (5), wherein P(¢) denotes the number of
positive cases, and 7’(t) its normalized version:

~ 100,000 P(1)

P(t) (&)

population
2) DEATHS

As with the number of positive cases, the normalized ver-
sion f)(t) of the daily deaths D(¢) is adopted to study how
fast the disease is spreading. In order to keep the daily
positive cases and daily deaths in the same dynamic range,
normalization of daily deaths is calculated by dividing the
sequence by the inhabitants in that region and then multiply-
ing by 5, 000, 000, i.e.,

5,000, 000 D(z)

D) = =————. ©6)
population

C. OUTLIER REMOVAL

As Figure 2 shows, there is a visible outlier that appears in
daily deaths in Italy on August 15, 2020. This jump in the
curve might be due to a delay or an artifact due to bunching
in reporting the data. To address this problem, we used the
Hampel Filter for outlier removal and interpolation. During
the experiments, window size (length of sliding window) is
set to 21 to align with the length of the moving average filter
we adopted on the observation sequences (Section IV-D).

3 https://github.com/CSSEGISandData/COVID-19/
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The threshold factor ¢ for outlier detection (in standard devi-
ations) is set to 3, according to Pearson’s rule [38].

(a) (b)

FIGURE 2. (a) Daily new positive individuals in Italy since

February 3, 2020, its moving average obtained with a window of 21 days
(orange line), and its moving average after outlier removal and
interpolation (green line). (b) Daily new deaths in Italy since

February 3, 2020, its moving average obtained with a window of 21 days
(orange line), and its moving average after outlier removal and
interpolation (green line).

D. SMOOTHING

To address the presence of potential problems in the data sets,
such as missing values, delays in reporting the data, or errors
in recording, we smooth the sequences by a moving aver-
age filter with uniform weights. After several experiments,
we selected its length to be 21 days. Henceforth, such filter
is denoted by MA(21). Figure 2 shows the daily new positive
individuals and daily new deaths in Italy, with orange lines
being the corresponding smoothed sequences without outlier
removal, and green lines being the smoothed sequences after
outlier removal and interpolation. In the experiments, after
the outlier detection, both of the observation sequences (daily
positives and daily deaths) are smoothed by MA(21) before
performing normalization.

V. COMPUTATIONAL DETAIL, RESULTS AND INSIGHTS

In this section, we first describe the details of our computa-
tional experiments, including preprocessing and learning of
HMM model parameters. The model is learned using data
from a number of nations, including the USA, a number of
European countries, as well as nations with strict COVID-19
policies. Data from these countries constituted our training
data. We used the trained model in our analysis on the spread
of COVID-19 in the geographic states in the USA and various
regions in Italy. Data from the individual states in the USA
and Italian regions formed our test set.

A. INVESTIGATION OVERVIEW
The observation sequences of daily new positive cases and
daily deaths are extracted from the national and state-level
datasets. Data preprocessing involved the use of a Hampel
filter with a window size of 21 and a threshold factor ¢ of 3
for outlier detection and interpolation, see Eq. (4), and then
applying a MA(21) filter (defined in Section IV-D) to smooth
the resulting sequences.

The left two plots in Figure 3 give examples of the raw
observation sequences for the two features, viz., new positives
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and deaths, in the USA and Italy, respectively. We note that
the two curves exhibit the same shape, but are time-shifted
from each other. For both of the plots, as the contagion grows,
the first rising curve is that of the new positives, then followed
by daily deaths. The same order is observed in phases of
decreasing contagion. This suggests that the two features are
good indicators of the contagion phases. Daily positives are
useful as early alerts of subsequent deaths. On the other hand,
the number of deaths seems to represent a more robust index
with respect to the new positives, because it is less affected
by the number of tests performed and is less susceptible to
inaccuracies in data reporting.

(c) (@

FIGURE 3. (a) Scaled daily deaths and daily new positive cases in the
USA. (b) Scaled daily deaths and 14 days right-shifted daily new positive
cases in the USA. (c) Scaled daily deaths and daily new positive cases in
Italy. (d) Scaled daily deaths and 14 right-shifted daily new positive cases
in Italy. Note that the normalized deaths are higher during the first wave
than the normalized positive because of the limited number of swab tests.

Because we consider vector observation sequences to learn
HMM models, time shift is appropriate when concatenating
sequences of daily positives and daily deaths together. The
length of the time shift is chosen by calculating the cross-
correlation [39] between the two sequences ?’(t) and 5(1‘),
and then selecting the index at which the cross-correlation
attains its maximum. In our experiments, a time shift of 14
days between D(t) and P(t) provided the best alignment for
all the nations considered. As can be seen in the two plots
on the right of Figure 3, with a 14 days shift on daily new
positive sequence, daily deaths and daily new positive cases
are nearly perfectly aligned.

Our process for training and testing the HMM mod-
els is as follows. First, HMM models are learned from
data corresponding to the USA, several European countries
and four countries with stricter COVID-19 control policies
(Singapore, Taiwan, New Zealand, Australia). Because we
want the hidden states to correspond to the severity levels
of COVID-19, we reorder the hidden states of the model
in ascending order of the mean of daily deaths. Different
numbers of hidden states were tried, with the constraint that
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FIGURE 4. Scaled daily deaths (blue line) and right-shifted daily new positive cases (orange line) of countries used in training the model. Note the

different ranges of values on the vertical axis.
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FIGURE 5. HMM Viterbi sequences of the countries used in training data.

the hidden Markov chain should be aperiodic and irreducible.
This constraint implies that all the HMM states are strongly
connected and that every hidden state is reachable from every
other hidden state [40]. Details of the model will be presented
in Section V-B.

The trained HMM model is used to infer the region-level
most-likely HMM state sequences via the Viterbi algorithm.
For each region or state in Italy and the USA, we estimate
its HMM state sequence based on the model with the vec-
tor observation sequence from this region. This HMM state
sequence is a time series, with each data point representing
the severity level of this region on the corresponding day.

We are also interested in how a region’s severity level
changes on an aggregated time scale. In order to investigate
this, the inferred HMM state sequences of each state or
region are split into monthly sequences (30 days). For each
such sequence, we calculate the mean, which represents the
average severity level of the region over a 30-day time period.
Then, aggregated state sequences can be visualized to see how
the disease is propagating in the region over a longer time
horizon.
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B. ANALYSIS OF THE MODEL

Figure 4 shows the aligned raw observation sequences of
nations that were used in building the model. The blue
line in each plot shows the (scaled) daily death sequence
while the orange line shows 14-days delayed daily new pos-
itive sequence, and note that the heterogeneous vertical axes
amongst these plots. Figure 5 plots the Viterbi sequences for
those countries. We note that the dynamically quantized state
sequence in each plot in Figure 5 reproduces, with good accu-
racy, the corresponding trends in the plot of Figure 4. Several
countries in Figure 5 show surprising results, for example,
the three Baltic countries (Latvia, Lithuania, Estonia) stay at
the highest severity level after transitioning from the lowest
to the highest severity level.

We set the number of hidden states of our HMM model
to seven, not only because we want that the hidden states
to correspond to COVID-19 severity levels, but also to
ensure the aperiodicity and irreducibility of the Markov
chain. The left plot in Figure 6 shows the state transition
diagram of the learned HMM model. Use of training data
from multiple nations to learn the HMM parameters result in
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FIGURE 6. (a) State transition diagram of the overall HMM model.
(b) Emission matrix of the overall HMM model.

 soosesy i

(a) (W)

FIGURE 7. (a) Holding time in each hidden state of the overall HMM
model. (b) Correlation coefficient between daily deaths and daily positive
cases.

a diffused initial state probability vector. Indeed, the ini-
tial state probabilities (see Eq. 1) of the hidden chain is
7 =[0.414,0,0.401, 0.137, 0, 0, 0.047].

The average holding time at each severity level (hidden
state) can also be calculated from the model’s transition
matrix as 1/(1 — p;;), where p;; is the diagonal element of
the transition matrix. As plotted in the left figure in Figure 7,
the first severity level has the largest holding time. The hold-
ing time monotonically decreases until the fourth severity
level, which has the smallest holding time, and then, inter-
estingly, it monotonically increases again up to the seventh
severity level, which has the same holding time as the second
severity level.

Emission matrix elements for each hidden state can be
extracted as in the right plot of Figure 6. Based on the
covariance matrix, we can calculate the correlation between
the daily new positives and daily deaths for each severity
state. It is clear from the right plot of Figure 7 that the higher
the severity level, the larger the correlation. This indicates
that when the severity level is high, the number of daily
new positive cases on a given day in a country (or region)
is a good indicator of what the number of daily deaths two
weeks later will be. For countries that controlled COVID-19
well, such as Singapore, Taiwan, New Zealand and Australia,
their COVID-19 contagion is typically at a lower severity
level (state 1) most of the time. Consequently, the state-
dependent correlation relationship between the shifted daily
positive cases and deaths indicates that it is hard to predict
these countries’ daily deaths based on their daily positive
cases because the correlation between daily deaths and daily
positive cases is very low. This suggests that co-morbidities
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may play a substantial role in deaths at low severity level,
while the number of daily positive cases can serve as reliable
surrogates for the daily deaths in the future (14 days from
now) at higher severity levels.

While in many instances the severity levels of the HMM
model are close to the quantized versions of the correspond-
ing raw data, there are notable exceptions that are revealing.
For example, the raw data for Bulgaria, Hungary and Bosnia
and Herzegovina, shown in Figure 4, reveals two waves of
outbreak interleaved by a period of relative pandemic con-
tainment. The HMM analysis (Figure 5) reveals instead that
for those states, the severity level remains at the highest value
during the entire period.

C. ANALYSIS ON THE USA DATASETS

This section discusses the results of our analysis on the
spread of COVID-19 in the 50 states and the District of
Columbia in the USA. Figure 8 displays the aligned raw
observation sequences of daily deaths and the 14 day right-
shift of daily positive cases. The two sequences, in almost all
of the states, aligned very well. This means that the 14 day
time delay between daily positives and daily deaths general-
izes quite well for the data from the USA. Figure 9 displays
the predicted Viterbi sequences of all the 51 regions in the
USA. We can see that each region has its own COVID-19
trend and the results obtained by the HMM analysis closely
reflect the local evolution of the contagion. Most of the
regions in the USA are either in the lower half of the sever-
ity levels or the higher half of the severity levels most of
the time. Some states like California (CA), Florida (FL),
Massachusetts (MA), New York (NY), Texas (TX), etc., are
always in the higher half of the severity level; since these are
big states, contagion severity at the national level is mainly
characterized by these states. Another interesting finding is
that Georgia (GA), FL, TX are pretty much always at a higher
severity level, despite their death totals per capita not being
as bad as NY or CA.

In order to compare the severity levels across states,
we place all the Viterbi state sequences together as in
Figure 10. In the figure, the x-axis is the time (day), the
y-axis is the region, and each position (x, y) represents the
predicted HMM state of the corresponding region based on
the vector observation at that specific time. This means each
line represents a region’s quantized sequence that reflects
the severity of COVID-19 in this region over time. We can
see that for some states like CA, FL, NY, and TX, although
the spread of COVID-19 was locally lessening, they were
still at the most severe level compared to other states. Also,
almost all the states were still at a relatively high severity
level at the time that the datasets stopped updating, which is
March 7, 2021.

To further explore how the COVID-19 spread in the USA,
we aggregate HMM state sequences of each state by month.
The path of transmission of COVID-19 over time can be
inferred by the analysis of the monthly-aggregated data. If we
split time into months as shown in Figure 11, we see that
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FIGURE 8. Scaled daily deaths (blue line) and right-shifted daily new positive cases (orange line) of 50 states and DC in the USA. Note the different

ranges of values on the vertical axis.
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FIGURE 9. Predicted HMM Viterbi sequences of 50 states and DC in the USA.

northeastern and some southern and western states like CA,
TX, Louisiana (LA), FL, and GA were firstly at a very severe
level. As time progressed, the eastern part of the USA became
less critical, the middle part of the USA changed to the middle
severity level, while the southern states were still more severe
compared with other states. Then, starting in October 2020,
all the states in the USA started to get worse. Until the end
of 2020, almost all states are in the fifth or sixth severity
level.

Note that Kansas (KS), which is white in Figure 11, had
data availability issues; both daily positive cases and deaths
are not available after June 2020. See also the raw data
sequences in Figure 8.
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D. ANALYSIS ON THE ITALIAN DATASETS

This section shows the results of our analysis on the spread
of COVID-19 in Italy. Figure 12 displays the two aligned
raw observation sequences: daily deaths with time shifts of
14 days (to the right) and daily positive cases. Almost all
the regions have three waves for both the daily positive
cases and daily deaths. For daily positives, the first wave has
the lowest peak and the second has the highest peak, while
for daily deaths, some regions’ first peaks are greater than
the second peaks. Figures 13 and 14 display the predicted
HMM state sequence for the 21 regions in Italy. We note that
all the regions have a valley in the middle, corresponding to
the interval between the first and second waves. Most of the

134391



IEEE Access

S. Zhou et al.: Application of HMMs to Analyze, Group and Visualize Spatio-Temporal COVID-19 Data

Us P(k)
AK
a
®
"2z
@
©
T S
0 ——— e
o |
fL
)
H
1"
D
i
i
(S EE—
K
1A
v
o
ve e
w
n
vo
vs
wr
ne
D
e
NH —

sbruzzo

Basilicata

Calabria

A

Emilia-Romagna

Friuli Venezia Giulia

Lombardia

\pn

Marche

PA Bolzano

PA Trento

Toscana

Sardegna

PAN

Valle d:Aosta

Veneto

SEsESssSw=288

FIGURE 10. Predicted HMM state sequence for various states in the USA
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FIGURE 11. Monthly grouping results of HMM state sequences for
various states in the USA.

regions were at the same severity level before and after the
valley; this might be because the daily deaths dominate the
severity of the disease at the beginning; this is an indication
of the necessity of including the deaths in the observation
sequence when learning the HMM models. In Italy, it appears
that, when the COVID-19 situation is severe, its intensity
appears to be worse in the north than the south.
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FIGURE 13. Predicted HMM Viterbi sequences of 21 regions in Italy.

Figure 15 shows the results of monthly-aggregated data,
for all the regions in Italy. We note that the northern part of
Italy experienced the highest severity level in the beginning.
Then, all regions started to get better until the middle of
July because almost all regions were in the lowest severity
level; the northern regions were still a little bit worse than
the southern regions. This situation changes after the middle
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of October when all regions again trended alarmingly. Until
the middle of December, almost all regions were at higher
severity levels, especially the northern part of Italy. At the
beginning of 2021, the western part of Italy started to get
better to the middle severity level. By June 2021, almost all
regions were at the first or the second severity level, with
the western coastal regions as the exceptions at the middle
level.

VI. DISCUSSION

HMMs provide a useful theoretical machinery to learn a
probabilistic model from data. They can quantize the raw
sequences to several discrete levels so that the change of the
severity of a country or a region over time is explainable by
looking at the quantized state sequences. This means HMM
can characterize the overall pandemic evolution in a region or
nation or the entire world using scalar or vector sequences of
data.
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FIGURE 16. State transition diagram and emission matrix of models using
vector observation ([death, shifted positive]) sequences with different
scaling factors for daily deaths sequences. Daily positive sequences
always have o = 1. “1-1” means daily deaths has « = 1; “10-1” means
daily deaths has o = 10, etc.

A. DISCUSSION ON THE NORMALIZATION OF
OBSERVATION SEQUENCES

In the experiments, the vector observation for learning the
parameters of the HMM is composed by normalized daily
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FIGURE 17. Holding time plots (a,b,d,f.h,j) and correlation plots (c,e,g.i,k)
with daily death sequences normalized to different scales.

positive cases and normalized daily deaths. Namely, the nor-
malization equation of the observation sequences is:
o x 100,000 x S(1)

S = .
population

(N

where S(¢) is the single observation sequence (daily deaths or
daily new positive), « is the scaling factor in the normaliza-
tion. In our experiments, the value of « for the sequence of
new daily positive cases is set to 1 (normalized to a population
of 100, 000), while it is set to 50 for the sequence of daily
deaths (normalized to a population over 5, 000, 000). Assum-
ing a nominal value of 2% deaths over the positive population,
this choice allows us to obtain normalized sequences with the
same dynamic range.

In this part, we discuss the importance of keeping the daily
deaths and daily positive cases to the same dynamic range.
Figure 16 shows the state transition diagram and emission
matrix when building models based on vector observation
sequences of deaths and shifted positive cases using different
normalization scales for daily deaths. Daily positive case
sequences are set to ¢ = 1, but daily death sequences
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FIGURE 18. Left: State transition diagram, emission matrix and holding
time plot when observation sequence is daily new positive cases;
Right: State transition diagram, emission matrix and holding time plot
when observation sequence is daily deaths.

have « set to 1, 10, 20, 40, and 50, respectively. The state
transition diagram when the observation sequence comprises
only daily deaths (Figure 18 b) suggests that it is a birth-
death process where each state can only transit to either
its next state or its previous state; in the vector observation
case, the transition matrix becomes more fully populated.
This suggests that daily deaths make only a small contri-
bution to the models. As the scaling factor for daily deaths
becomes larger, this feature becomes increasingly important
and, at @ = 50, the two sequences are approximately on
the same scale contributing equally to the model structure.
With this value of «, the states in the Markov chain can
transit to their next two or the previous two states (except
for state 1). Moreover, Figure 17 shows the holding time
plots and correlation coefficient plots. Figure 17 (a) and (c)
show that there exists a negative correlation coefficient
between the daily positive cases and daily deaths under some
severity levels, which is contrary to our common sense. Both
(a) and (c) are under the condition that the scaling factor « for
daily deaths is very small, i.e., the scales of the two sequences
are significantly different. As the scaling factor of daily death
sequences increases, the trend — the higher the severity level,
the greater the correlation between daily positive and daily
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FIGURE 20. Predicted HMM Viterbi sequences of 50 states and DC in the USA under single observation sequence: (a) Daily new positive cases; (b) Daily

deaths.

deaths — gradually emerges. These empirical observations
demonstrate that scaling different observation sequences to
the same dynamic scale is essential.

B. COMPARING SINGLE-NATION MODEL WITH
MULTI-NATION MODEL

Our computational results demonstrate that a single HMM
model based on data from multiple nations can be used
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to classify the severity level of an epidemic in a region
by using normalized observation sequences that account for
population size.

There are several advantages in building an across-the-
nations model instead of individual models for each country.
First, the multi-nation model includes diverse information in
the training process. It is more generative and more broadly
applicable than a single-nation model, and the predictions
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FIGURE 21. Monthly grouping results of HMM state sequences for
various states in the USA under single observation sequence: (a) Daily
new positive cases; (b) Daily deaths.
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FIGURE 22. Predicted HMM Viterbi sequences of 21 regions in Italy under
single observation sequence: (a) Daily new positive cases; (b) Daily
deaths.

should be more smoother. Second, to comply with the aperi-
odicity and irreducibility constraints, the optimal number of
hidden states differs according to different nations’ data. This
makes the single-nation model hard to generalize to other
countries. For example, the optimal number of hidden states
for the HMM model built on Italian data is three, while the
optimal number of hidden states for the HMM model built on
the data from the USA is nine. Consequently, using the Italian
model to predict each USA state’s Viterbi sequence would not
be accurate or even meaningful. Third, regarding the corre-
lation between daily positive cases and daily deaths, a clear
pattern exists in the multi-nation model, which makes the
multi-nation model more explainable. In summary, the multi-
nation training model is able to exploit common features of
the pandemic evolution that are not necessarily observed in
the data of individual nations. This, we believe, is a distinct
point of strength of the developed approach.

There are also disadvantages to the multi-nation model.
Chief among these is that a good model of the heterogeneity
of the observation streams seem to require a large number of
states; and the increase in these, despite more data, seems to
outpace the (asymptotic) applicability of information-based
criteria — such as AIC and BIC - to estimate the best model
complexity. Consequently, we chose seven to be a suitable
number of states granularity to make the model physically
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FIGURE 23. Monthly grouping results of HMM state sequences in various
regions in Italy under single observation sequence: (a) Daily new positive
cases; (b) Daily deaths.

meaningful, because the states can be directly mapped to
different levels of severity.

Details of single-nation models on Italian data and USA
data respectively are shown in Appendix B.

C. COMPARING SINGLE OBSERVATION MODELS WITH
VECTOR OBSERVATION MODEL

In this subsection, we compare the HMM models learned
from a single observation sequence, i.e., based on daily new
positive cases only or based on daily deaths only, with models
learned from vector observation sequences.

For the reasons explained in the previous subsection,
we keep the number of hidden states as 7 for both the single
and vector observation sequence models.

Figure 18 shows the state transition diagrams, emission
matrices, and holding time plots for the single observation
sequence case. As shown, the state transition diagrams are
substantially different from the vector observation model.
There is no clear pattern in the left of Figure 18, but the
right of Figure 18 shows a trend similar to the holding
time plot in Figure 7. Figure 19 shows the HMM Viterbi
sequences of the countries used in the training data when the
observation sequences are univariate. Different patterns exist
for the same country when the scalar observation sequences
(daily positive versus daily deaths) are somewhat differ-
ent. Figure 20, 21, 22 and 23 show predicted HMM state
sequences of the geographic states in the USA and the Italian
regions, respectively. Similar to Figure 19, different patterns
exist under different observation sequences, which suggests
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the validity of integrated daily deaths and daily new positive
cases as vector observations.

D. FUTURE WORK

There are a number of limitations to the proposed model
that we plan to address in future studies. Firstly, HMMs
have specific assumptions on the state transitions, observation
distributions, and also duration distributions. It implies self-
transition of a non-absorbing state with non-zero probability,
so that the state duration is implicitly a geometric distri-
bution [41]. Hidden semi-Markov model (HSMMs) [42],
extensions of HMMs, might be more suitable as these allow
each state to have tunable duration and sojourn time statis-
tics. Secondly, the HMM models considered here do not
include spatial correlations. Coupled HMMs/HSMMs could
overcome this limitation. Finally, use of multi-modal data
(e.g., mobility, air travel, cell phone data) could further
enhance the utility of these models.

VII. CONCLUSION

In this paper, we used vector observation sequences, such as
daily infections and daily deaths, to characterize the sever-
ity of COVID-19 using HMM models. The learned HMM
models based on data from multiple countries, including the
USA, several European countries and countries with strict
control policies, are used to study the distributions of the
spread of COVID-19 in small geographic regions, and were
applied to the United States and Italy. Aggregation of the
HMM state sequences over a fixed time period is also con-
ducted to glean the COVID-19 disease’s spreading patterns.
Results are consistent with what is observed in the USA
and Italy. Also, we compared the results from multi-nation
models with results from single-nation models, e.g., models
learned from only the USA data and only the Italian data,
and we also compared the results from vector observation
sequences with results from single observation sequences,
such as daily infections or daily deaths. This analysis corrobo-
rates the approach with multiple-nation training set and vector
observations. The developed approach has unique features
and provides new insights:

o We obtain results hardly obtainable by other methods or
simple inspection of the raw data. For instance, while in
many instances the severity levels of the HMM model
are close to the quantized versions of the corresponding
raw data, there are notable exceptions that are revealing.
Just to make an example, for Bulgaria, Hungary and
Bosnia and Herzegovina, the raw data in Figure 4 shows
two waves of outbreak interleaved by a period of relative
pandemic containment. The HMM analysis (Figure 5)
reveals instead that for those states, the severity level
remains at the highest value during all the period.

« Itis generally believed that the number of new positives
is a good indicator of the number of daily deaths that
will be observed after some time. We have shown that
such prediction is reliable only when the severity level
is sufficiently high. In addition, when this happens, the
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prediction delay is very stable: it amounts to two weeks
for essentially all the considered regions.

o At a higher level, the developed approach allows us to
make predictions by integrating different observation
modalities (in this paper we considered the daily infec-
tions and daily deaths) beforehand, thus boosting the
system performance with respect to alternative ‘“post-
prediction” data fusion strategies.

In summary, we believe that HMM models and the infer-

ences from them can serve as a visualization tool and as a
proactive decision support system to policy makers.

APPENDIX A

HMM RECURSIONS, INFERENCE AND LEARNING
Forward-Backward Recursions [30], [43] are used to cal-
culate the model likelihood given the model parameters
and observed data. This is basically an evaluation prob-
lem with the goal of estimating p({x}tT:1|k), where A =
(N, m, A, {bj(x)}). By the total probability theorem, this is the
sum over all possible state sequences of the joint probability
density-probability mass function (pdf-pmf) of the observa-
tion sequence and the state sequence. Using the Bayes’ rule
and the conditional independence of a Markov process and of
the emission distribution, the computation of the probability
P(z:]x1.7) can be decomposed as in (8) below.

Pz, x1.
P(z | X1.7) = Pl xar)
p(X1.7)

= P (zt, X1:, X¢41:T)
= P (2, X1:0) p Ke1:7 | 215 X121)
= Pz, X1:0) p Ke1:7 | 20) - (8)

o P (21, X1.7)

Then, the probability that the observation sequence Xi.;
ends up in state z;, denoted by P(z;, X1./), can be computed
by forward recursion as in (9) below.

ar (zt) = P (X1, 20) = p (X | 20) P (X121, 21)
=p(i 120 ) Pl z-1) P X1, 2-1)

-1

=p& 1) Y PGla-Doi@1). )
-1
Here, the initial condition is a1 (z1) = P(z1) = my.
The conditional probabilities, P (z; | z;—1), are obtained from
the transition matrix A, and the likelihood function p (x; | z;)
comes from the emission density b, (X).
In the same vein, p (X;+1.7 | 2:) can be computed using the
backward recursion as in (10) below.

Bi () =p(ivir | 20) =Y PGyt Xevnr | 20)

2t+1
=Y P&yt |z p (et |20 P (g | 20)
2+l
= Bt @0 P Kot | 24D P @ | 2) . (10)
2r+1

Here, the terminal condition is 87 (X7) = 1. P (Zs41 | 2¢)
can be obtained from the transition matrix A, and
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FIGURE 24. Upper left: Scaled daily deaths (blue line) and right-shifted
daily new positive cases (orange line) of the USA; Upper right: HMM
Viterbi sequences of the USA; Lower left: Scaled daily deaths (blue line)
and right-shifted daily new positive cases (orange line) of Italy; Lower
right: HMM Viterbi sequences of Italy.

sl 4708801

(d)
FIGURE 25. (a) Holding time plots of the USA model; (b) Correlation plots

of the USA model; (c) Holding time plots of the Italian model;
(d) Correlation plots of the Italian Model.

p (X¢+1 | Zr+1) can be obtained from the emission den-
sity b, (X).

Then, the probability of each hidden state at any time ¢ can
be calculated when a sequence of observations is available
using the fact that P (z; | X1.7) & o (z;) B¢ (z;), and normal-
izing the probabilities to sum to 1.

Baum-Welch Algorithm [43] is used to estimate the
HMM parameters, given the observed data. This is a parame-
ter estimation problem, and Expectation—-Maximization (EM)
algorithm is adopted to solve this learning problem [44].
If a Gaussian output probability distribution b;j(x) =
N(x: pj, Xj) is assumed, the parameters that need to be esti-
mated are the transition probabilities {a;;}, and two Gaussian
parameters for state z;: u; and X;.

Then each iteration has two steps: Given the current
estimates of HMM parameters, the E-step recursively com-
putes the forward probabilities o;(z;), backward probabili-
ties B;(zj) and the state occupancy probabilities. The M-step
re-estimates the HMM parameters based on the estimated
state occupancy probabilities. The M-step computes the
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(2)

(b)

FIGURE 26. Predicted HMM Viterbi sequences of several nations under
single-nation models: (a) under the USA model; (b) under the Italian
model.

(@) ' ®)

FIGURE 27. Predicted HMM Viterbi sequences of 21 regions in Italy
under: (a) the USA model; (b) the Italian model.

{m, Xj}, {a;;} and {7r;} as in (11):
i = ZzT=1 ve (7)) X
! ZIT=1 Vi (Zj)
YL@ -y (- i)

3=
' ZIT=1 vt (%)
Ny O
4 =N ~T-1;
D=t 21 & (i k)
. 71(zi)
A= (1
Zivzj v1(2k)
where
o @) agb (xe1) Brri (3)
6l y) = ar (zr) ’
7 (@) = @B
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(W)

FIGURE 28. Predicted HMM Viterbi sequences of 50 states and DC in the
USA under: (a) the USA model; (b) the Italian model.

Viterbi Algorithm [45] is used to estimate the optimal
sequence of hidden states, given the model parameters and
the observed data, i.e., inferring the evolution of hidden state
sequence. Letting zop = #J, the maximum a posterior estimate
can be computed using (12) below:

2’ = argmax P (z1.7 | X1.7) = argmax P (X1.7, Z1.7)
21:T 1T

T
= argmax [ TIp (% 1 2) P [ z-0)]
Tor=1

T
argmax | Y {Inp(x; | 2) + Pz | z-D}|. (12)
21T =

Forward dynamic programming is leveraged to recursively
find the probability of the most likely hidden state sequence,
as shown in (13):

w(z) = ;11137TP (X1:1, 21:1)
it —

t
max [ Y {Inp (% | z) +10P @ | 20-1))

2lir—1

n=1
=1Inp (X | z)
t—1 t
1 InP _
+g?i§ 2} np (X, |Zn)+2; nP (2, | Zp—1)
n= n=

=lInp (X | z)+ glillx nP(z | z1—1) + @ (z—1)].
(13)

The initial condition is w (z1) = InP(z1) = Inn,. The
most likely sequence can be obtained by backtracking as

VOLUME 9, 2021

in (14), wheret =T — 1, ..., 1:
Zp = argmax o (zr)
T
7 = arg max [InP (2 | 2) + o @)]. (14)

Given an observed data sequence for a country (say USA or
Italy), we learn the HMM model parameters using the Baum-
Welch algorithm and apply it to individual state (region)
data to infer their severity states over time via the Viterbi
algorithm. The USA’s model, for example, can be used to
assess the severity levels of the disease in other countries.

APPENDIX B

SINGLE-NATION MODELS

Detail of single-nation models on Italian data and USA’s
data are shown in this appendix. Figure 24 shows the scaled
daily deaths and right-shifted daily new positive cases of the
USA and Italy, respectively. As shown, the USA model has
nine hidden states, and the Italian model has three hidden
states. Figure 25 shows the correlation between daily deaths
and daily new positive cases under the USA and the Italian
models, respectively. As shown, there is no clear pattern in the
correlation plots. Figure 26 shows the predicted HMM Viterbi
sequences of nations, which were used as training data under
multi-nation models, under the two single-nation models.
Figure 27 and 28 show predicted HMM Viterbi sequences
of Italian regions and the USA states under the single-nation
models, respectively. As discussed in the main part of the
paper, Viterbi state predictions of the single nation model are
noisy, while those from multi-national model are smoother.
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