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Abstract. In this paper a reaction-diffusion system modelling metal growth
processes is considered, to investigate - within the electrodeposition context-
the formation of morphological patterns in a finite two-dimensional spatial
domain. Nonlinear dynamics of the system is studied from both the analytical
and numerical points of view. Phase-space analysis is provided and initiation
of spatial patterns induced by diffusion is shown to occur in a suitable region
of the parameter space. Investigations aimed at establishing the role of some
relevant chemical parameters on stability and selection of solutions are also
provided. By the numerical approximation of the equations, simulations are
presented which turn out to be in good agreement with experiments for the
electrodeposition of Au-Cu and Au-Cu-Cd alloys.

1. Introduction and the model. Pattern formation is widely observable in na-
ture: fish and animal coat markings, sand dunes, grass landscapes are just few of
the many examples around us. The fascinating idea that these so different natural
scenarios might be explained within a common theoretical framework is maybe one
of the most striking features of pattern formation. For many years, a great effort
has been devoted to understand and describe the constitutive mechanisms under-
lying such kind of processes, giving birth to stimulating researches in the field of
nonlinear dynamics.

As shown by a large amount of theoretical and experimental literature, by the
pioneering paper of Turing [34], many reaction-diffusion systems have been pro-
posed to account for spatial pattern formation in chemistry, physics and biology
[30, 26, 27]. Turing stressed the mechanism by which two reacting and diffus-
ing chemicals, could induce spatial patterns in chemical concentrations from initial
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near-homogeneity. This phenomenon is now well known as diffusion-driven instabil-
ity. At this regard, chemistry provides many examples: experimental results show
striped and spotty pattern formations, as well as more complicated patterns [25].

In the electrochemical context, electrodeposition of Au alloys from cyanocom-
plex baths has been shown to exhibit electrokinetic instabilities that can lead to
compositional heterogeneity in the electrodeposit bulk [1]. Such instabilities de-
rive from a hysteretic current-voltage characteristic related to the buildup of CN−

concentration in the catholyte and attending variations the Cu(I)-cyanocomplex
nobility [5]. In this paper we consider a model coupling the surface morphology
and CN− concentration, in order to rationalise the formation of the morphological
patterns sometimes developing in electrodeposition (ECD). This phenomenon is a
special case, original within the realm of metal electrochemistry, of a more general,
well-known type of chemical and electrochemical dynamics (electrocatalysis [22],
corrosion of Cu [20], Fe-group metals [22] and Ag [8]). To qualitatively describe
such dynamics, we consider a simple model based on a reaction-diffusion approach,
which has been shown to be able to capture the essential features of pattern de-
velopment observed in experiments. A detailed presentation of a class of models
including this one as a particular case, with full discussion of the underlying physics,
is reported in [7]. The proposed model reveals a surprisingly rich phenomenology.
In [9] the electrodeposit surface was regarded as isotropic in the substrate plane, a
1D model in space was considered and the initiation of spatial patterns induced by
diffusion was shown. In [10], electrodeposition from cyanocomplex baths containing
free cyanide was taken into account and shown to exhibit the existence of travelling
wave solutions, corresponding to transition front waves, sometimes occurring in the
experiments.

In this paper, we consider the electrodeposition model proposed in [7, 9] under
the more realistic hypothesis of a 2D model in space, in order to obtain more suitable
comparisons with the experiments. Investigations aimed at establishing the role of
relevant chemical parameters on the system dynamics, are also performed.

We present a theoretical study of the model, its numerical approximation and
some comparisons between simulations and electrochemical experiments. To the
aim of completeness, we now briefly recall the model derivation proposed in [7, 9].
We stress that one chemical species adsorbed at the surface of the growing cathode
is addressed, so that we deal with a system of two reaction-diffusion equations, one
for the morphology and one for the chemistry. The equation for the morphological
dynamics is:

∂η

∂τ
= D∗s∆η + S∗, (1)

with

S∗ = α1
η2

1 + η
− β1ηθ.

and ∆ =
∂2

∂x2
+

∂2

∂y2
. Here η(x, y, τ) is the dimensionless electrode shape (i.e. the

intersection of the electrodeposit surface with a plane normal to the substrate), x
and y are the dimensionless space coordinates, τ is the dimensionless time and D∗s
is the dimensionless surface diffusion coefficient of adatoms. In the source term S∗,
θ(x, y, τ) is the surface coverage with the adsorbed chemical species, the parameters
α1 and β1 are strictly positive and weight the two terms in S∗ accounting for:
(i) localization of the ECD process and (ii) effects on the ECD rate of surface
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chemistry, i.e. the presence of adsorbates at the growing cathode, respectively. The
presence of adsorbable species in the ECD bath gives rise to the fact that θ(x, y, τ)
develops at a growing electrochemical interface as a function of space and time.
θ(x, y, τ) is controlled by the nature of the adsorbable species and of the surface
active sites. The surface coverage dynamics can be described, as customary in
chemical kinetics, in terms of a material balance with a source term containing
positive and negative contributions related to adsorption and desorption. More
precisely, the dimensionless form for the surface chemical dynamics can be expressed
as:

∂θ

∂τ
= D∗sc∆θ + S∗c , (2)

where D∗sc is the surface diffusion coefficient of CN−and S∗c is the chemical source
term, given by

S∗c = K∗ADS(η, θ)(1 − θ)−K∗DES(η, θ)θ

where K∗ADS and K∗DES represent the adsorption and desorption rate constants,
respectively.
By coupling equations (1) and (2), one obtains the following model in dimensionless
form: 





∂η

∂τ∗
= ∆η + ρf(η, θ),

∂θ

∂τ∗
= d∆θ + σg(η, θ),

(3)

with

f(η, θ) =
ǫη2

1 + η
− ηθ, g(η, θ) = K∗ADS(η, θ) − [K∗ADS(η, θ) + K∗DES(η, θ)]θ,

(4)
which is defined for (x, y, τ∗) ∈ [0, L1] × [0, L2] × [0, T ], with L1, L2 characteristic
lengths of the electrode, T a characteristic time of the electrodeposition process,
and

τ∗ = D∗s τ, d =
D∗sc

D∗s
, ǫ =

α1

β1
, σ =

1

D∗s
, ρ =

β1

D∗s
.

We also require (3) to be equipped with zero-flux boundary conditions and the
following initial conditions:

η(x, y, 0) = η0, θ(x, y, 0) = θ0, (x, y) ∈ [0, L1]× [0, L2] .

Motivated by experimental evidence, it is possible to explicitly choose the adsorption
and desorption rates, in the following form:

K∗ADS = A exp(aη + bθ), K∗DES = A1 exp(a1η + b1θ), (5)

where A, A1, a, a1, b, b1 are positive parameters. More precisely, we consider the

case, A 6= A1, a 6= a1, b = b1, and choose a1 = a + ǫ ln

(
A

ǫA1

)
and

A

A1
=

ǫ

2
. As a

consequence, the reaction terms specialize as:

f(η, θ) =
ǫη2

1 + η
− ηθ, g(η, θ) = A exp(aη + bθ)

(ǫ− θǫ− θ21−ǫη)

ǫ
. (6)

The rest of the paper is organized as follows: in Section 2, we will perform an
analytical study of the homogeneous equilibria of the PDE system (3)-(6) and show
the occurrence of a subcritical Hopf bifurcation for the model, stressing the role of
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the parameter A on the stability properties of the non trivial homogeneous equilib-
rium. Next, in the Section 3 we deal with Turing instability: namely, we apply linear
stability analysis to investigate the reaction-diffusion system, obtaining a set of con-
ditions - in terms of the model parameters - that guarantee the initiation of spatial
patterns induced by diffusion. Hence, we deal with the numerical approximation
of the equations and, by means of the numerical simulations, we outline the role of
the parameter a to control the pattern selection. Accordingly, we present represen-
tative simulations of pattern formations, that are shown to be in good qualitative
agreement with some electrodeposition experiments.

2. Homogeneous equilibria: A phase space analysis. The spatially indepen-
dent equilibria for model (3) are the solutions of the following system:





ηeθe =
ǫη2

e

1 + ηe

K1(ηe, θe) = θeK2(ηe, θe),

where K1(η, θ) = K∗ADS(η, θ) and K2(η, θ) = K∗ADS(η, θ) + K∗DES(η, θ).

In the present case, we focus on the two homogeneous equilibria:

E1 =

(
0,

A

A + A1

)
=

(
0,

ǫ

ǫ + 2

)
, E2 =

(
1

ǫ
,

ǫ

ǫ + 1

)
, (7)

which turn out to have a certain relevance for the system dynamics.
As usual, to investigate the stability properties of the homogeneous steady states,

we consider the Jacobian matrix of (3):

J(η, θ) =

(
ρfη −ρfθ

σ(K1η − θK2η) σ(K1θ − θK2θ −K2)

)

where:

fη = 2
ǫ η

1 + η
−

ǫ η2

(1 + η)
2 − θ; fθ = −η; K1η = aAe(aη+bθ); K1θ = bAe(aη+bθ);

K2η = K1η
aǫ + 2(1−ǫ η) (a− ǫln2)

aǫ
; K2θ = K1θ

(
ǫ + 2(1−ǫ η)

)

ǫ
.

2.1. The trivial equilibrium E1. As far as the trivial equilibrium E1 is con-
cerned, the two eigenvalues of the Jacobian matrix J(E1) are both real and negative,
i.e.

λ1 = −
ǫ

ǫ + 2
; λ2 = −A

ǫ + 2

ǫ
exp

(
bǫ

ǫ + 2

)
.

The spatially independent equilibrium E1 is thus always a stable node. This is
perfectly consistent with the chemical problem we are dealing with. In fact, the
stability of equilibrium E1 has a straightforward physico-chemical interpretation.

At such equilibrium, the condition η∗e = 0, implies that the two equations in (3)
are decoupled. Thus, the two equations can be studied separately.
The condition η∗e = 0 corresponds to the absence of electrodeposit growth. From
the physical point of view, this implies that the following electrochemical equation

Au(CN)−2 + e− ←→ Au + 2CN−, (8)
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corresponding to the formation of Au atoms, is at equilibrium. Here and in the
rest of the paper for chemical expressions ( · ) indicates the name of the chemical
substance and [ · ] the related concentration. The equilibrium of the electrochemical
reaction expressed by (8) can be viewed as:

→

ν =
→

k ·
[
Au(CN)−2

]
∼= α ·

[
Au(CN)−2

]
· exp

(
−η

Bc

)

←

ν =
←

k · [Au] · [CN−]
2 ∼= β · [Au] · [CN−]

2
· exp

(
η

Ba

) (9)

where α, β, Bc and Ba are constants. At equilibrium the rates
→

ν =
←

ν and then[
Au(CN)−2

]

[Au] · [CN−]
2 =

β

α
.

Similarly, θ∗e =
A

A + A1
, corresponds to the adsorption equilibrium of CN− onto

active sites of the Au surface, that we denote Au∗. This chemical equilibrium can
be expressed by the reaction

CN− + Au∗ ←→ Au∗ − CN−ads (10)

and in terms of kinetic expressions as:

→

ν =
→

k · (1− θ) · [CN ]−
←

ν =
←

k ·θ
(11)

Again the equilibrium condition
→

ν =
←

ν can thus be written as:

θ∗e =

→

k [CN−]
→

k [CN−] +
←

k
=

Ã [CN−] exp(bθ∗)

Ã [CN−] exp(bθ∗) + A1 exp(b1θ∗)

We stipulated to consider the case: b = b1 and Ã [CN−] = A, whence θ∗e =
A

A + A1
. A physico-chemical interpretation of the stability of the equilibrium E1

thus boils down to the separate discussion of the stability of the equilibria expressed
by equations (8) and (10). The stability of equation (10) is a special case of the
stability of chemical reactions, that can be dealt with within the framework of the
Gibbs-Duhem stability theory (see, e.g. [17] p. 49). The Gibbs-Duhem criterion can
be restated in terms of chemical potentials and electrochemical dissipation. Such a
criterion can be specialized to the relevant case as follows:

∂µ(Au∗)

∂ξ
+

∂µ(CN−)

∂ξ
−

∂µ(AuCN)

∂ξ
< 0 (12)

where µ(s) is the chemical potential of the chemical species s and ξ the degree of ad-

vancement of the reaction. Since for equation (10):
∂µ(AuCN)

∂ξ
> 0,

∂µ(Au∗)

∂ξ
< 0

and
∂µ(CN−)

∂ξ
< 0, then inequality (12) is always satisfied.

The stability of equation (8), expressing an electrochemical reaction, has not been
discussed explicitly in the literature, but can be derived straightforwardly from the
Gibbs-Duhem theory, mentioned above. In the case of interest, the electrochemical
Gibbs-Duhem criterion reads:
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∂µ(AuCN2)

∂ξ
−

∂µ(Au)

∂ξ
− 2

∂µ(CN−)

∂ξ
+ F

∂η

∂ξ
< 0 (13)

where F is the Faraday constant. Since for equation (8):
∂µ(AuCN2)

∂ξ
< 0, it follows

∂µ(Au)

∂ξ
> 0,

∂µ(CN−)

∂ξ
> 0. As the process is a cathodic one,

∂η

∂ξ
< 0. Inequality

(13) is thus always verified.

2.2. The non trivial equilibrium E2. At the nontrivial homogeneous equilib-
rium E2, the Jacobian matrix J(E2) is given by:

J(E2) =




ρ ǫ2

(ǫ + 1)2
−

ρ

ǫ

σ Aeα0ǫ ln 2

ǫ + 1
−

σ Aeα0 (ǫ + 1)

ǫ


 (14)

with α0 =
aǫ + a + bǫ2

ǫ (ǫ + 1)
. This leads to the characteristic equation: λ2+B1λ+B0 = 0,

where

B1 =
Aσeα0(ǫ + 1)3 − ρǫ3

ǫ(ǫ + 1)2
; B0 =

(ln 2− ǫ) ρ σ Aeα0

ǫ + 1
. (15)

In the following, we assume ǫ < ln 2. We also observe that the two roots of the

characteristic equation can be expressed as λ1/2 = α̃(A)± iβ̃(A) where:

α̃(A) =
1

2

(
ρ ǫ2

(ǫ + 1)
2 −

σ Aeα0 (ǫ + 1)

ǫ

)
; β̃(A) =

√
detJ(E2)− α̃2.

The quantity detJ(E2)− α̃2 may be expressed as C2A
2 + C1A + C0, with:

C2 = −
σ2 (eα0)

2
(ǫ + 1)

2

4ǫ2
< 0; C1 =

σ ρ eα0 (−ǫ + 2 ln 2)

2(ǫ + 1)
; C0 = −

ρ2ǫ
4

4 (ǫ + 1)
4 .

Moreover,

C2
1 − 4C0C2 =

ρ2σ2e2 α0 ln 2 (ln 2− ǫ)

(ǫ + 1)2
.

Since ǫ < ln 2, the quantity C2
1 − 4C0C2 is always positive and detJ(E2) − α̃2 > 0

for every value of the parameter A ∈ (A1, A2) where

A1,2 =

(
−ǫ + 2 ln 2∓ 2

√
−ǫ ln 2 + (ln 2)

2

)
ǫ2ρ

(ǫ + 1)3 eα0σ
.

Therefore, the eigenvalues λ1 and λ2, have negative real part if

A > Ac; Ac =
ρ

σ

ǫ3

eα0 (ǫ + 1)
3 > 0. (16)

Since ǫ < ln 2, it follows through straightforward algebra, that A1 < Ac < A2.
When A = Ac, the pair of complex conjugate eigenvalues crosses the imaginary
axis, i.e. α̃(Ac) = 0. Furthermore, since the transversality condition
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dα̃

dA
(Ac) = −

σ

2

eα0 (ǫ + 1)

ǫ
6= 0 (17)

is verified, then by the Hopf bifurcation theorem [19] it follows that a family of pe-
riodic solutions bifurcates from the equilibrium E2 when the bifurcation parameter
A passes through Ac. By the means of numerical arguments, it is possible to show
that, for A > Ac, the bifurcating periodic solutions are unstable.
The analysis above may be summarized as follows:

Theorem 2.1. Assume ǫ < ln 2. Then:
(i)The spatially homogeneous equilibrium E2 is unstable if the parameter A is such
that A < Ac and it is asymptotically stable otherwise, i.e. when (16) holds.
(ii) When the parameter A is such that A = Ac, a Hopf bifurcation occurs.
(iii) The Hopf bifurcation is subcritical, i.e. the bifurcating periodic solutions exist
for A > Ac and are unstable.

The above result stresses the role of the parameter A for the occurrence of the
Hopf bifurcation. Such a role is confirmed also from a chemical viewpoint. In fact,
the quantity A describes the overall attachment efficiency of CN− to the bare Au
surface sites. As already noticed, A can be viewed as A = Ã·[CN−]. It thus contains
two contributions: [CN−] describes the amount of reagent available for attachment

to the surface, Ã quantifies the affinity of the clean Au surface for CN−. The
condition A < Ac has a straightforward physical interpretation: since the chemically
stabilising factor is the coverage of the Au surface with CN−, if the attachment
efficiency A is below a threshold Ac - dictated by both material properties and
reaction rate, giving rise to accumulation of CN− - the growth dynamics is enhanced
(for the case of CN− adsorbed onto Au see [2, 3, 4]). Unless specific levellers are
added to the electrodeposition bath, an increase of electrodeposition rate correlates
with morphological instability (see, e.g. [33]).

To have a phenomenological picture of the above bifurcation analysis, we choose
ǫ = 0.5, ρ = 40, σ = 2, a = 1, b = 1 and consider A as a bifurcation parameter. In
this case, the spatially homogeneous equilibria are: the equilibria E1, E2 as defined
above and another equilibrium Eu. It is easy to prove that Eu is always unstable
and has no role for the system dynamics. The equilibrium E1 is always a stable
node, whereas E2 changes its stability when the parameter A is varied, because of
a subcritical Hopf bifurcation occurring at A = Ac = 0.071833. More precisely, the
following table resumes all possible scenarios:

Equilibrium A < A1 A1 < A < Ac Ac < A < A2 A > A2

E1 ≡ (0, 0.2) stable node stable node stable node stable node
E2 ≡ (2, 0.33) unstable node unstable focus stable focus stable node

As shown in the previous table, at A1 = 0.022194 a node-focus transition occurs
whereas at A2 = 0.23246, a focus-node transition happens. Furthermore, Ac =
0.071833 is a Hopf bifurcation value and, according to the Hopf theorem, when A is
increased above Ac, an unstable periodic orbit OE2

appears around E2. We stress
also that while for A < Ac the equilibrium E1 turns out to be the only attractor for
the system trajectories, when A > Ac a bistability situation comes out, as shown
in Fig.1
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Figure 1. The spatially independent case. System trajectories in the
phase plane (η, θ) when the parameter A is varied. Red full circle de-
notes the equilibrium stability; blue empty circle denotes the equilibrium
instability; dark dots denote the chosen initial conditions (a) The case
A < Ac, i.e. A = 0.05: the equilibrium E1 is the only attractor (b) The
case A > Ac, i.e. A = 0.1 and the same initial conditions of case (a): a
bistability situation appears.

(a) (b)

Figure 2. The spatially independent case. The case A > Ac: the

basins of attraction of the two homogeneous equilibria are separated by
the unstable periodic orbit OE2

. The green region represents the basin of
attraction related to the homogenous equilibrium E1; the yellow region
represents the basin of attraction related to the homogenous equilib-
rium E2; red full circle denotes the equilibrium stability. The basin of
attraction of the equilibrium E2, exhibits a strong dependence on the
parameter A. (a) The case A = 0.1 (b) The case A = 0.12

In this range of the parameter A, the asymptotic behaviour of the system tra-
jectories will thus strictly depend on the choice of the initial conditions: there are
two different basins of attraction which are separated by the unstable periodic orbit
OE2

. Extensive numerical simulations show that the basin of attraction of E2, be-
comes notably larger by increasing, even slightly, the value of the parameter A, as
shown Fig.2. Such a circumstance also plays a certain role in the arising of spatial
patterns for model (3) when diffusive processes are considered. These aspects will
be investigated in the Section 3.
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2.3. A priori bounds for positive steady-state solutions. In this section we
provide some a priori bounds for the positive steady-state solutions of model (3).
The related steady-state problem is:





∆η + ρ

(
ǫη

1 + η
− θ

)
η = 0, z ∈ Ω

d∆θ + σA exp(aη + bθ)

(
1− θ −

θ21−ǫη

ǫ

)
= 0, z ∈ Ω

∂η

∂n
=

∂θ

∂n
= 0, z ∈ ∂Ω

(18)

where z = (x, y); Ω = (0, L1) × (0, L2). Let (η, θ) be an arbitrary positive solution
of (18). To get some a priori bounds on such solution, we will use two classical
results from the elliptic theory of partial differential equations, that is the Har-
nack Inequality [23] and the Maximum Principle [24], as applied in the context of
reaction-diffusion systems. First of all, a direct application of the Maximum Prin-
ciple Theorem [24] to (18.2), gives θ ≤ 1 on Ω̄.
On the other hand, we rewrite (18.1) as

∆η + c(z)η = 0, z ∈ Ω
∂η

∂n
= 0, z ∈ ∂Ω,

where c(z) = ρ

(
ǫη

1 + η
− θ

)
and ‖c(z)‖∞ ≤ ρ (ǫ + 1) hold. Hence, by the Harnack

Inequality [23], there exists a positive constant C∗ = C∗(‖c‖∞, Ω), such that

max
Ω̄

η ≤ C∗min
Ω̄

η (19)

Now, if η(z0) = maxΩ̄ η and θ(z0) = maxΩ̄ θ, then again by the Maximum Principle
Theorem, it follows:

ǫ
η(z0)

θ(z0)
≥ 1 + η(z0) > 1.

Recalling that θ ≤ 1 in Ω̄, one has maxΩ̄ η >
1

ǫ
. Hence, from (19) it follows:

min
Ω̄

η ≥
1

ǫC∗
.

By applying again the Maximum Principle Theorem to (18.2), if η(z1) = minΩ̄ η
and θ(z1) = minΩ̄ θ, then

1− θ(z1)−
θ(z1)

ǫ
2(1−ǫη(z1)) ≤ 0

so that

min
Ω̄

θ ≥
ǫ

ǫ + 2(1−ǫ minΩ̄ η)
≥

ǫ

ǫ + 2

As a consequence,
ǫ

ǫ + 2
≤ θ ≤ 1 in Ω̄ holds. It is worth noting that the lower

bound for θ is indeed the steady state value of the non trivial equilibrium E2 in (7)
discussed in the previous sections.
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3. Turing instability and pattern formation. In this section, using linear sta-
bility analysis, we perform analytical investigations on system (3) to show the oc-
currence of spatial patterns induced by diffusion, i.e. the diffusion-driven or Tur-
ing instability phenomenon. We recall that a reaction-diffusion system exhibits
diffusion-driven instability, if a homogeneous steady state is stable to small pertur-
bations in the absence of diffusion, but it is unstable to small spatial perturbations
when diffusion is present [30].

3.1. Linear stability analysis. As far as diffusion-driven instability is concerned,
linear stability analysis is considered a useful technique to obtain conditions - ex-
pressed in terms of the system parameters - for the arising of instability and to
determine the characteristic length of the resulting spatial pattern. In the follow-
ing we briefly recall such conditions. We start by considering the general reaction
diffusion system

∂w

∂t
= D∆w + F (w) (20)

with zero flux boundary conditions on a 2D domain. In (20)

w =

(
η
θ

)
, D =

(
1 0
0 d

)
, F =

(
f(η, θ)
g(η, θ)

)
,

i.e. w contains the system variables, D contains the diffusion coefficients and F
accounts for the reaction kinetics.

The homogeneous equilibrium E = we = (ηe, θe) verifies F (we) = 0 and its
stability can be analyzed by studying the behavior of the system when a small
inhomogeneous perturbation δw is introduced in the neighborhood of we, i.e. w =
we +δw. The perturbation δw can be written in terms of its spectral decomposition
given by:

δw(z, t) =
∑

j

cje
λjte−ik·z, (21)

where k = (k1, k2) is the wave number vector and z = (x, y) the spatial variable.
Hence, the wave modes kj rule the spatial part whereas the related eigenvalues
λj = λ(kj) account for the temporal part and describe the growth rate of the
perturbation. By substituting (21) in (20) and retaining only the linear terms, one
obtains for each kj the equation:

∣∣λjI − J(ηe, θe) + Dk2
j

∣∣ = 0,

where J(ηe, θe) is the Jacobian matrix evaluated at the steady state E. Such equa-
tion provides the characteristic polynomial of (20):

λ2 +
[
k2(1 + d)− tr(J(ηe, θe))

]
λ + h(k2) = 0, (22)

with

h(k2) = k4d− k2(Je
22 + dJe

11) + det(J(ηe, θe)).

To predict the unstable wave numbers one makes use of the dispersion relation
λ(k), obtained by solving (22). The growing modes look like Weik·zeλ(k)t, where
W is the amplitude and λ(k) is the growth rate defined by the dispersion relation.
Hence, those wave numbers k characterized by Re(λ(k)) > 0 will grow exponentially
whereas those such that Re(λ(k)) < 0 will decay.
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An estimate of the most unstable wave number may be achieved by considering
that, at the onset of instability, λ(kc) = 0 holds. Thus, from (22), one obtains the
critical wavenumber:

k2
c =

Je
22 + dcJ

e
11

2d
=

√
det(J(ηe, θe))

dc

(23)

and the related characteristic length of the pattern, λc =
2π

kc
. Here Je

ij stands for

the ij entry of the Jacobian matrix evaluated at the equilibrium E = (ηe, θe).
For the general system (20), it can be easily shown that the Turing space -

consisting of parameters resulting in Turing instability - is bounded by the following
inequalities: 




Je
11 + Je

22 < 0

Je
11J

e
22 − Je

12J
e
21 > 0

dJe
11 + Je

22 > 0

(Je
22 + dJe

11)
2

4d
> det(J(ηe, θe))

(24)

The first two inequalities are derived by stability considerations on the homogeneous
equilibrium E in the absence of diffusion, the others are obtained, as (23), by
considerations on the onset of instability when diffusion is introduced. We refer to
[30] and references therein for the explicit derivation of (24).
Taking into account such general conditions, we turn to the electrodeposition model
(3). For this model, the spatially homogeneous equilibria are given by: E1 =

(η1, θ1) =

(
0,

ǫ

ǫ + 2

)
and E2 = (η2, θ2) =

(
1

ǫ
,

ǫ

ǫ + 1

)
.

As shown in Sec.2, the homogeneous equilibrium E1 is stable for every value of
the parameters. Even when diffusion is present, the necessary condition for Turing
instability is never satisfied, being dJ11(E1) + J22(E1) < 0.
Differently, the spatially uniform steady state E2 may undergo diffusion driven
instability. Recalling (14), the set of conditions for diffusion-driven instability is
given by:





ρǫ3 − σAeα0 (ǫ + 1)
3

< 0
Aσeα0 (ln2− ǫ) > 0

dρǫ3 − σAeα0 (ǫ + 1)
3

> 0[
dρǫ3 − σAeα0 (ǫ + 1)3

ǫ (ǫ + 1)
2

]2

−
4dρσAeα0 (ln2− ǫ)

ǫ + 1
> 0

(25)

where α0 =
aǫ + a + bǫ2

ǫ (ǫ + 1)
. Since these inequalities involve the model parameters,

they allow us to locate a region in the parameter space such that E2 is stable to
small perturbations in the absence of diffusion, but it can be unstable to small
spatial perturbations when the diffusion parameter d is non-zero and greater than
a critical value dc.
When the other parameters are fixed, dc can be determined by combining the third
and fourth conditions in the set of inequalities (25).
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According to the phase-plane analysis performed in Sec.2, we stress that the
model (3) exhibits more than one stable homogeneous steady state. As widely
shown in literature - see e.g. [16] and references therein - reaction-diffusion systems
with such a kinetic, turn out to be particularly important for the applications and
can generate even more complex patterns since initial conditions are here particu-
larly relevant. In the present case, the trivial equilibrium E1 is always stable and
then the Turing spatial patterns only may arise by the destabilization, due to infin-
itesimal spatial perturbations, of the stable homogeneous equilibrium E2. To study
the arising of spatial patterns we have to identify a set of parameters making the
equilibrium E2 stable in absence of diffusion.
For example, taking the same numerical values as in Sec.2, i.e. ǫ = 0.5, ρ = 40,
σ = 2, a = 1, b = 1, and considering A and d as bifurcation parameters, it is easy to
show that the conditions (25) are verified for A > Ac = 0.07183 and for d satisfying
the following inequalities:

d > 13.92A, ϕ2 d2 − ϕ1 Ad + ϕ0 A2 > 0, (26)

where ϕ2 = 4.93827, ϕ1 = 243.72524, ϕ0 = 957.08407. For example, by choosing
the parameter A so that A = 0.2 > Ac, for the arising of spatial patterns, the
diffusion parameter d has to be greater than dc = 9.1.

3.2. Numerical simulations and comparisons with experiments. In two
space dimensions, the most typical patterns for Turing systems turn out to be
stripes or hexagonally arranged spots, even if in some cases different typologies
have been observed as rhombic or labyrinthine patterns [21]. To predict the spatial
characteristics of the resulting patterns, linear analysis is not enough since pattern
selection is governed by complicated nonlinear dynamics. To this aim, theoretical
investigations must rely on nonlinear bifurcation analysis and on the use of the am-
plitude equations formalism, see i.e. [12, 13, 14, 31]. This kind of analysis, however,
goes beyond the scope of the present paper, so that we investigate numerically the
aspects related to pattern selection. Here we present numerical simulations of the
model and some comparisons with electrodeposition experiments. These experi-
ments and the acronyms used in the following discussion are briefly described in the
Appendix. To solve the reaction-diffusion system (19) on the rectangular spatial
domain [0, L1] × [0, L2] for the times t ∈ [0, T ], we apply the Comsol Multiphysics
package [11] based on the finite element method in space. To have accurate sim-
ulations both in space and time, able to capture the main features of the spatial
patterns expected, we use a sufficiently fine mesh (almost 35000 degrees of freedom)
and we select as time integrator the BDF (implicit) schemes of high order (up to
five). Numerical simulations, have been performed in the domain [0, 100]× [0, 70]
and by considering a spatially distributed random infinitesimal perturbation around
the non trivial stationary state E2. We fix the parameters of the system such that:
ǫ = 0.5, ρ = 40, σ = 2, b = 1, A = 0.2, d = 10 and vary a in order to outline its role
in pattern selection. The motivation for this choice is based on both structural and
experimental evidences.

Under the physico-chemical approximations adopted to write model (3) - in par-
ticular as far as the source term for the morphology equation (3)1 is concerned, the
variable η - having primarily the meaning of dimensionless morphology - is essen-
tially proportional to the local overvoltage, driving the electrodeposition process out
of equilibrium. With this proviso, the electrochemical meaning of the parameter a is
essentially the inverse of the electron-tunneling barrier that has to be overcome by
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Figure 3. Potentiodynamic curves recorded at a Ni-P electrode in
contact with Au-Cu baths, without and with added CPC 100 ppm. The
Tafel slope estimates a are deduced from the exponential portion of the

curves.

electrons tunneling from the electrode into the electrolyte to reduce metal adatom
precursors (e.g. [18]). Low values of a thus correspond to inhibited electron tunnel-
ing resulting in a lower rate of adatom formation, eventually giving rise to a lower
surface concentration of adatoms that have a better chance to diffuse to low-energy
sites, giving rise to a more stable morphology, exhibiting less singularities. From
the experimental point of view, lower a values can be obtained by adding special
chemicals to the electrodeposition solutions.

In fact, the relationship between space-averaged and the average growth rate i
can be measured: in Fig.3 we report measured current i vs potential (with respect to
Ag/AgCl) curves - and the corresponding estimates of a - from the electrochemical
processes that gave rise to the growth of the deposits whose SEM micrographs
are shown in Fig.7 and Fig.8. Of course, higher growth rates correspond to more
unstable (i.e. a situation like Fig.5) morphologies (see, e.g. [32]).

Along with the above experimental arguments, also numerical simulations give
evidence for the role of the parameter a in adjusting pattern selection. In order
to verify conditions (25), a must vary in the range a ∈ [amin, amax] where, for the
chosen parameter values, amin = 0.4879 and amax = 1.05209.

We focus our investigations on the following features related to morphological as-
pects of the patterns: (i) stationary pattern typology, i.e type spots or type spots and
worms (ii) transient pattern typology. By varying the parameter a, the two differ-
ent typologies of patterns, encountered in experiments, are qualitatively obtained as
stationary Turing patterns; on the other hand, by considering representative values
of the parameter a, interesting transient patterns can arise, for example accounting
for the presence of holes in the morphology.
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As far as the feature (i) is concerned, we find that very low values of a, i.e.
a ∼= amin lead to a stationary Turing patterns in which coexistence between spots
and worms is well established, as shown in Fig.4(a). Experiments for AuCuCd bath
with KCN and BPPEI support such results as shown in Fig.4(b): here the presence
of KCN (yielding a relatively high CN− concentration) correlates with a low d value
and the presence of BPPEI correlates with a low a value.
By increasing the value of a up to amax, only spots survive in the stationary Turing
pattern, as shown in Fig.5(a). The corresponding experimental situation is depicted
in Fig.5(b) related to AuCuCd bath with KCN and without BPPEI: here the pres-
ence of KCN (yielding a relatively high CN− concentration) correlates with low d
value whereas the absence of BPPEI correlates with high a value. This kind of phe-
nomenology encounters a general experimental evidence, in fact, as implied by the
previous discussion on the physico-chemical role of parameter a, relatively high a
values correspond (under otherwise identical chemical and polarisation conditions)
to a high surface density of adatoms, ending up incorporated into high-energy sites,
thereby causing unstable growth, eventually yielding isolated outgrowth features,
such as: stalks, dendrites or piles of spheroidal crystallites, according to the specific
system [32, 35]. Such outgrowth features, viewed in plane, would correspond to a
pattern of isolated spots, like those in Fig.5(b). To the contrary, relatively low a
values correspond to the possibility for adatoms to reach low-energy crystal sites,
where they contribute to the formation of more correlated morphologies, such as
terraces and islands, tending to outgrow into ridges, that would show up as worms
in the geometry chosen for the representation of numerical data, like in Fig.4(b).
On the other hand, fixing the parameter a so that a = amin, the effect of greatly
increasing d from dc, is to obtain only spots at the stationary pattern.
The feature (ii) is discussed by looking at the transient behaviors. Along with the
asymptotic regimes, also transient behaviors turn out to be of a certain relevance,
especially for those modelling situations - as the present one - strictly linked with
experimental systems. This is for example the case of some consumer-finite re-
source systems arising to model bacterial growth, whose very interesting transient
behaviors surprisingly account for the complex patterns of the related experimental
systems [28, 29].

For our electrodeposition model, an example for the case a = 0.8 and d = 20
is provided in Fig.6(a) to show numerical simulations of η and θ in qualitative
agreement with an interesting electrodeposited surface shown in Fig.6(b) where
the “overlapped” chemistry (Cu waves) and morphology (central “eye” formation)
can be identified. This experimental situation corresponds to AuCuCd bath with-
out KCN and without BPPEI: here the absence of KCN (yielding a relatively low
CN− concentration) correlates with a higher d value and the absence of BPPEI
correlates with a higher a value. The above circumstance is coherent with the elec-
trochemistry of 3D growth, in which outgrowth processes are self-enhancing: in
fact - except in cases where levelling is obtained by chemicals that are specially
designed to adsorb at high-curvature surfaces - morphological instabilities give rise
to localisations in electric field, concentration gradient and surface chemistry that
enhance local growth rate.
Furthermore, by considering the same numerical a and d values as the two cases
in Fig.4-Fig.5, we find how suitable transient patterns interestingly account for
the presence of holes in the morphology, accordingly with the related experimental
situations. More precisely, in Fig.7(a) a transient pattern of morphology in the case



SPATIAL PATTERNS FOR METAL GROWTH 251

a = 0.5 and d = 10 is presented which qualitatively exhibits many small holes.
As shown in Fig.7(b), this is consistent with the AuCu bath with CPC: here the
presence of the two ligands (CN− and EDTA) correlates with a low d value and the
presence of CPC correlates with a low a value. Differently, in Fig.8(a) a transient
pattern of morphology in the case a = 0.9 and d = 10 qualitatively accounts for the
occurrence of few large holes. The corresponding experimental situation - AuCu
bath without CPC - represented in Fig.8(b): here the presence the two ligands (CN
and EDTA) correlates with a low d value whereas the absence of CPC correlates
with a high a value.

(a)

(b)

Figure 4. Spotty-Wormy pattern: (a) Numerical simulation of the
morphology for the case a = 0.5 and d = 10. The stationary Turing pat-
tern is depicted, exhibiting coexistence of spots and worms. (b) AuCuCd
bath with KCN and BPPEI. The presence of KCN (yielding a relatively
high CN− concentration) correlates with a lower d value (d = 10 wrt
20). The presence of BPPEI correlates with a lower a value (a = 0.5 wrt

0.9).
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(a)

(b)

Figure 5. Spotty pattern: (a) Numerical simulation of the morphology
for the case a = 0.9 and d = 10. The stationary Turing spotty pattern is
shown. (b) AuCuCd bath with KCN and without BPPEI. The presence
of KCN (yielding a relatively high CN− concentration) correlates with
a lower d value (d = 10 wrt 20). The absence of BPPEI correlates with
a higher a value (a = 0.9 wrt 0.5).

4. Concluding remarks. We considered a reaction-diffusion system in order to
model metal growth processes within the electrodeposition context, focussing on
morphological pattern formation in a finite two-dimensional spatial domain. We
studied the nonlinear dynamics of the system from both theoretical and numerical
points of view. The obtained results were thus compared with some experiments for
the electrodeposition of Au−Cu and Au−Cu−Cd alloys. Two major points were
addressed: (i) bifurcations in the spatially homogeneous case (ii) diffusion-driven
pattern formation and pattern selection. System analysis stressed the crucial role
of specific parameters for stability and selection of solutions.
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(a) (b)

(c)

Figure 6. Morphology & Chemistry. Numerical simulations of (a)
morphology η and (b) chemistry θ for the case a = 0.8 and d = 20. A
transient Turing pattern is shown. (c) AuCuCd bath without KCN and
without BPPEI. The absence of KCN (yielding a relatively low CN−

concentration) correlates with a higher d value (d = 20 wrt 10). The
absence of BPPEI correlates with a higher a value (a = 0.8 wrt 0.5).

More precisely, dealing with the point (i), we recognized the parameter A as re-
sponsible for the change of stability of the homogeneous non trivial equilibrium E2

and also we detected the occurrence of a subcritical Hopf bifurcation when A passes
through the threshold value Ac. The stabilizing role of A in the range A > Ac was
confirmed from the chemical point of view. In fact the chemically stabilizing factor
is the coverage of the Au surface with CN− and when the attachment efficiency
A is below a threshold Ac - dictated by both material properties and reaction rate
- instability in the growth dynamics is enhanced because of the accumulation of
CN−.
Concerning the point (ii), we obtained a set of conditions - in terms of the system
parameters - ensuring the initiation of spatial patterns induced by diffusion. At this
aim - accordingly to its chemical meaning - the diffusion parameter d was shown to
be essential for the arising of instability and the appearing of spatial patterns.

Our study also revealed the peculiar function of the parameter a - essentially rep-
resenting the inverse of the electron-tunneling barrier that has to be overcome by
electrons tunneling from the electrode into the electrolyte to reduce metal adatom
precursors - in adjusting pattern selection. Fixing d ≈ dc, we found that lower val-
ues of the parameter a caused a coexistence between different pattern typologies,
i.e. spotty and wormy patterns, whereas higher values of the parameter a resulted
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(a)

(b)

Figure 7. Type Holes: (a) Numerical simulation of the morphology
for the case a = 0.5 and d = 10. The transient behavior of the system
is depicted, qualitatively exhibiting many small holes. (b) AuCu bath
with CPC. The presence of the two ligands (CN− and EDTA) correlates
with a lower d value (d = 10 wrt 20). The presence of CPC correlates
with a lower a value (a = 0.5 wrt 0.9).

only in spotty patterns.
Such a phenomenology is supported by physico-chemical evidence: in fact, the
presented experiments have displayed that relatively high a values are related to
isolated outgrowth features such as: stalks, dendrites or piles of spheroidal crys-
tallites, that - viewed in plane - would correspond to a pattern of isolated spots.
Differently, low a values correspond to more correlated morphologies, such as ter-
races and islands, tending to outgrow into ridges, that would appear as worms in
the geometry chosen for the representation of numerical data.
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(a)

(b)

Figure 8. Type Holes: (a) Numerical simulation of the morphology
for the case a = 0.9 and d = 10. The transient behavior of the system
is depicted, qualitatively exhibiting few large holes. (b) AuCu bath
without CPC.The presence the two ligands (CN and EDTA) correlates
with a lower d value (d = 10 wrt 20). The absence of CPC correlates
with a higher a value (a = 0.9 wrt 0.5).

The fact that we could identify the impact of the numerical values of specific
electrokinetic parameters on the dynamics of morphological evolution and, in par-
ticular, on the selection of morphological patterns has a major bearing to the field
of electrochemical metal growth. In fact, such numerical values can be obtained
by tailoring the bath chemistry and choosing/designing suitable additive molecules.
Furthermore, since such parameters can - in principle - be both measured and trans-
duced, it is possible to employ the dynamical models we developed in this work also
in closed-loop control schemes for industrial metal-plating processes.
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5. Appendix. In this study we considered two types of cyanide-based baths for the
electrodeposition of 18 kt Au-alloys: AuCu, more suitable for red gold and Hamilton
decorative finishes and AuCuCd, a typical electroforming bath. These baths consist
in a metal source, in this case cyanide salts of the three relevant metals and two types
of additives: (i) free complexing agent (CN−, EDTA), typically used to extend the
bath life, that can be jeopardised by loss of the complexing agent by environmental
oxidation and (ii) organic levellers, in our case cetylpyridinium chloride (CPC) and
benzyl-phenyl polyethylene imine (BPPEI) (for details, see [6]).

The composition and operating conditions of the alloy electrodeposition baths
are reported below. I.AuCu bath: Au+ (as KAu(CN)2) 7.5 g L−1, Cu2+ (as CuO)
2.5 g L−1, EDTA 11.5 g L−1, citric acid 40 g L−1, ammonium citrate 40 g L−1, pH
6, room temperature, current density 20 mA cm−2. As a leveller we added CPC 100
ppm. II. AuCuCd bath: Au+ (as KAu(CN)2) 2.5 g L−1, Cu+ (as K2Cu (CN)3) 60
g L−1, Cd2+ (as KCd (CN)3) 2.5 g L−1, pH 11, T = 70oC, current density 10 mA
cm−2. In the case of addition of the free-cyanide bath, KCN 25 g L−1 was added.
As a leveller we added 10 ppm of BPPEI.
These two additives have two chief types of effect on interfacial electrochemistry.
Cyanide is strongly adsorbed at the growing surface, thus affecting adatom diffusiv-
ity (see, e.g. [3]). In terms of our model, higher CN concentrations in the bath thus
give rise to a reduction of D∗sc, that - if D∗s ≈ const - of course implies a reduction
of d.
The leveller typically forms an interfacial organic film between the metallic surface
and the aqueous electrolyte, generally (some exceptions are related to the existence
of resonance tunneling processes [15]) providing an additional barrier - with respect
to a compact layer of water - to electron tunneling from the metal to the electroac-
tive metal cation. Within the framework of quantum chemical kinetics, this can be
viewed as a decrease of the phenomenological electrokinetic parameter a.
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