
Tόhoku Math. J.
48 (1996), 303-316

A LITTLEWOOD-RICHARDSON FILTRATION AT ROOTS
OF 1 FOR QUANTUM DEFORMATIONS

OF SKEW SCHUR MODULES

GlANDOMENICO BOFFI AND MlCHELA VARAGNOLO1

(Received February 6, 1995, revised May 29, 1995)

Abstract. It is well known that the classical skew Schur module is isomorphic to
a direct sum of (non-skew) Schur modules, the multiplicities being given by the
Littlewood-Richardson rule. We define a multiparameter quantum deformation of
the classical skew Schur module, and show that up to a filtration, it still has a
Littlewood-Richardson decomposition. The ground ring can be any commutative ring,
and q is allowed to be a root of 1.

In [H-H] a quantum deformation of the classical skew Schur module is defined
in the "Jimbo case", over every commutative ring R, and for every choice of a unit q
in R. Let P be a multiplicatively antisymmetric matrix with entries which are integer
powers of q. Denote by R\GL{q, P)] the multiparameter quantum matrix bialgebra
associated to q and P. Slightly generalizing [H-H], we define a multiparameter quantum
deformation, Lλ/μVP, of the same classical module.

In case R is a field and q is not a root of 1, arguments like those given in [H-H,
Sections 7 and 8] can be used to show that Lλ/μVP is completely reducible, and its
decomposition into irreducibles is Xvy(A/μ; v)LvVP, where the coefficients γ(λ/μ; v) are
the usual Littlewood-Richardson coefficients. The goal of this paper is to construct
a filtration of Lλ/yVP as an R[GL{q, P)]-comodule, valid when R is any ring and q
is allowed to be a root of 1, such that the associated graded object is precisely

The construction of the filtration closely follows the strategy employed by the first
author in some previous work (cf., e.g., [B]), and is based on an easy multiparameter
quantum deformation of some results contained in [A-B-W].

The paper is divided into two parts. The first one provides the necessary back-
ground, the main definitions, and some fundamental properties. The second part con-
tains the actual construction of the desired filtration.
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ideas during the preparation of this work.
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1. The ingredients.
1.1. Let N> 1 be a positive integer. Choose a unit q in a commutative ring R; fix

a matrix P = (pij)fj=1 where the pt/s are non-zero elements of R with the property

Consider the free ^-module VP with basis {uί,..., uN} and define an automorphism

jβVp on Vp®VP by the following rule:

if ί=j
i f ι<i
if i

Then (VP, βΎp) is a YB pair in the sense of [H-H]. Moreover it satisfies Iwahori's

quadratic equation

(idvP ® vP — βvP) ° (idvP ® vP + Q ~ 2β\P)
= 0 »

as one can easily verify.

1.2. The multiparameter quantum matrix bialgebra SE(q, P) (cf. [S]) is the algebra

generated by the N2 elements xtj (ij = 1,..., iV) with relations (for /</ and k<m):

xikxίm = qPmkXimXik -> xikxjk~ aPijXjkXik •> PmkXimXjk==PijXjkXim •>

PkmXikXjm ~PijXjmXik = {a~Q )XίmXjk

The coalgebra structure is given by the following comultiplication and counity:

N

1.3. For 1 < I Ί < <ik<N, \<j\< • <jk<N, define

II V ^rlσ(t)Jσ(r)J l ^lσWi lσ(k)Jk '
r<t,σ(r)>σ(t) /

The group-like element det^ P( 1,. . . , TV 1,. . . , N) of SE(q, P) is called the multiparameter

quantum determinant of SE(q, P), and is denoted by det^p. The multiparameter quantum

coordinate algebra of the general linear group is the Hopf algebra R[GL(q, P)] =

SE(q, P)[det "p1] (see [H]). The antipode of xtj is given by

i ' ' ' PmPjj+iPjj+2' ' ' PJN

x d e t ί f P ( l , . . . , / , . . . , N; 1, . . . , ί,...,

There is a natural R[GL{q, P)]-comodule structure on VP given by
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Consider the Hopf ideal j £ of R[GL{q, P)] generated by all xi} with i>j and put

The relations between the generators in R[B+(q, P)] are those given in (1.2) when we

put Xij = 0 for i>j. In particular xa commutes with xn for all i,j and det^ P = f | ί x ί l .

1.4. Henceforth the pι/s will be integer powers of q. More precisely (cf. [R]) we

shall take

n —a2(uji-uj-ίi-uji-ί+uj-lί-ί)
Pij — H s

where U=(uij)
1-lJ=\ is an appropriate alternating integer matrix. In this way we shall

be in the situation of [C-V], where in fact an integer form of the multiparameter

quantum function algebra is constructed.

Notice that every R[GL{q, P)]-comodule will become in a natural way a module

over an integer form of a suitable multiparameter deformation of the Drinfeld-Jimbo

quantum group (see [C-V], [H]).

From now on, we shall also skip all indices q, P in our notation as long as no

ambiguity is likely.

1.5. Let us begin reviewing some results of [H-H], freely adopting the notation

in there. Starting from the YB pair (V, β v ), we can construct some graded YB bialge-

bras. First of all the tensor algebra Γ V = 0 ^ o V 0 ί = 0 ^ o ΓtV with YB operator

T(βγ)=® ij>oβv(Xij)> where χi} is the following element of ^i+j:

1 2 ... i i + 1 Ϊ + 2 ... '

+ i 7 + 2 ... j+i l 2 ..

We recall that if σ = σh . . . σir is a reduced expression for an element σ e ^ , then it

is well defined on TkV the operator β\(σ) = βγ(σiί)o ••• o/}v(σ.)? βy(σj) being the

map id®-1'1 ®βγ®id®k~j~1. In order to describe the coproduct of ΓV, for every

sequence α = ( α l 5 . . . 5 αs) of nonnegative integers such that ^^α—A:, define Δ% to be

the composite map Γ V ^ Γ s V ^ Γ α V of the s-th iteration of Aτγ and the projection onto

Put

, σ(αx + 1)< < σ ( α 1 + α 2 ) , . . . ,

1.6. A key role in what follows is played by the symmetric and the exterior

algebras SV and ΛV of the YB pair (V, βv). The algebra SV is generated by uu ..., uN

with relations
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while ΛV is the algebra on the same generators with relations

Ui ΛUi = 0, pijqui A uj + Uj ΛUi = 0 (i</).

So for every sequence / = ( / l 5 . . . , ik) of elements in [1, Λf] we have

0 if there are repetitions in /

Π (~(iy1Piσ{r)iσ(t) )wi<χ(i)Λ ' ' ' Λ wίσ(k) ^ Ϊ'I < • < ϊ k and

r < t,σ(r) > σ(t) /

The jR-modules 5rV and ΛrV are free with bases, respectively,

{uh ujr 11 <y\ < <jr<N) , {wΛ Λ Λ ujr I 1 <Λ < • <jr^N} .

1.7. Put 7 V = —q~2βy. Then the two YB operators β v and yv satisfy conditions

(4.9) and (4.10) in [H-H], that is, (V, βy, γy) is a YB triple. It follows that SV and ΛV

are graded YB bialgebras (Theorem 4.10 in [H-H]). Moreover there exist YB opera-

tors φSY and ^ s v on SV, and φΛΎ and φΛy on ΛV, for which (SV, φSY, φSY) and

(ΛV, φΛY, φΛY) are YB algebra triples. In particular, the operator φΛY is defined by the

relation φΛy°(p®p) = (p®p)°T( — βY) where/? denotes the projection from ΓV onto

ΛV. The multiplicative structure on ΛV is given by the fusion procedure, namely, by

1 2 . . . i ΐ + 1 i + 3 ... 2f

3 . . . 2 i - l 2 4 ... 2i\

Finally note that ΓV, SV and ΛV are /?[GX]-equivariant as YB bialgebras with YB

algebra triples, that is, all the structure morphisms (including the YB operators) are

homomorphisms of ^[GL]-comodules.

1.8. A translation into our setting of Lemma 5.3 in [H-H] gives the following

very useful equality.

LEMMA. For any k>0 and any sequence (iu ..., ik) with 1 <iί < <ik<N we

have:

^ v - f l ) K Λ Auik)= Σ ( Π (-Φiσir)ic
σ<=S?k \r<t,σ(r)>σ(t)

1.9. We are now ready to introduce our multiparameter quantum deformations

of the classical skew Schur modules. In fact all definitions are results in Section 6

of [H-H], stated for the "Jimbo case", still hold in our situation. For all but Lemma

6.12 can be deduced from formal properties of graded YB bialgebras which are also

equipped with a structure of YB algebra triple. The proof of Lemma 6.12, which

depends on the definition of the particular YB operator, can be easily modified for

our purposes.
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Given a skew partition λ/μ with l(λ/μ) = s and λx = t, denote by dλ/μ(Y) the Schur

map, that is, the composite map

Λλ/fy=Λλi_μίγ®-- ®Λλt_μy

V(x) (x)Γ v ( - T ^ v X W

-μ~ v ,
where, as usual, 1 denotes the dual partition of λ, and χλ/μ is the permutation defined

in Section 6 of [H-H]. We illustrate such a permutation by the following example:

W 5 4 2) u-(2l) y _ f 1 2 3 4 5 6 7 8
\ 4 6 8 2 5 7 1 3

• •123 * 4 6 8

• 4 5 6 - ^ U 2 5 7 .

7 8 1 3

The image of the Schur map is the Schur module ofY with respect to the skew partition

λ/μ, denoted by Lλ/μY. It is an ^[GL]-comodule, with coaction induced by the following

coaction of SE on TkY:

1.10. The principal properties of Lλ/μY are summarized in the following theorem,

which one proves along the lines of Theorem 6.19 and Corollary 6.20 in [H-H].

THEOREM. Let λ/μ be a skew partition with l(λ/μ) = s. Then:

( i ) Lλ/μY is a free R-module, and for any σe^N, a free basis is the set

LλlμY(σ) = {dλlμ(V)(ξs) IS e StΛ/μY(σ)} .

Here StΛ/AίY(σ) denotes the set of all standard tableaux in the alphabet Y(σ) = {uσ{1) < •

ξ s = S ( l , μ 1 + l ) Λ ••• Λ S ( l , A 1 ) ® ® S ( s , μ s + l ) Λ ••• Λ S ( s , / l s ) e y l λ / μ V .

(ii) Let R' be a commutative ring and let / : R^R' be a homomorphism of com-

mutative rings. Then we have an isomorphism of Rf[GL]-comodules

Lλlμ{R'®RY)^R'®RLλlμY.

As a consequence of (ii), it will not be restrictive for us to take R = Z[1, i ? " 1 ] ,

where Ά stands for an indeterminate.

1.11. We recall that an element of Tabλ/AiY(σ), the set of all tableaux of shape
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λ/μ with elements in Y(σ), is said to be row-standard if its rows are strictly increasing,

and column-standard if its columns are non-decreasing. A tableau is said to be standard

if it is both row- and column-standard. Let RowA//iY(σ) denote the set of row-standard

tableaux of shape λ/μ and with elements in Y(σ). For every S e RowΛ/μY(σ), the element

dλ/μ(ξs) can be expressed as a linear combination of basis elements. The algorithm, call

it ^ σ , which does this is based on a descending induction with respect to a pseudo-order

denned in TabΛ/^Y(σ). Let S and S' be elements in TabA/μY(σ). We say that S < σ S ' if

for any p, q

*{(U)eΔ λ / β \ i<p, S(ίJ)e{uσ{1),..., uσiq)}}

> H(i9j)eAλlμ I i<p, S'(iJ)e{uσ(1),..., uσ(q)}} .

The key steps of &σ are the following:

1. Choose two adjacent lines in S where there is a violation of column-standard-

ness; we are in the situation of Proposition (1.12) below, and we can use Corollary

(1.13). We get certain S,'s such that S ^ S for every i.

2. Apply induction to each S f.

01 a is also called the "straightening law with respect to the ordering uσ(1)< <uσ{m".

1.12. PROPOSITION. Let λ = (λ1, λ2)andμ = (μ1, μ2) be partitions with λ^> μ. Define

y = λ — μ and take a, b nonnegative integers with a + b<λ2 — μx. Then the image of the

composite map

is contained in Im(ΠA / μ), where D A ^ Σ ^ C Γ ' 1 Q» a n d •» is Sίven

PROOF. Mimic the proof of Lemma 6.15 in [H-H]. •

1.13. COROLLARY. Let λ/μ be a skew partition with l(λ) = s, σ be an element of

SN and S be an element of Row Λ / μ Y(σ)\St A / μ Y(σ) . Then there exist S l 9 . . . , S Γ e

RowΛ / / /Y(σ) with SI < σ S / o r any /, such that

λlμ) = Ker(</Λ/μ(V)),
i

for some cteZlq, g " 1 ] . Here:
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s - l

— 7 1 fi?\ . . . /\?\ 1 /\?\ I I /O\ 1 /O\ . . . /O\ 1
λ / u — / j •*• ^ VO' \& *• ΐ 1 \& I \XιIu1 ^^ i + 2 ώ̂' 'ώ' v ?

Λ = ( ^ i ? ^ i + l ) ? A* = (A ί i> /^i+l) j Ĵ = 1 ^ A - α V

PROOF. Mimic the proof of Lemma 6.18 in [H-H]. •

1.14. We want to stress a consequence of Theorem (1.10) and of all the machinery

which allows to prove it. First of all note that the subcategory of ®/@lR (cf. [H-H])

given by the YB pairs as in (1.1) is a preadditive one. Let P 1 = (#!•)";= i and P 2 =

(Pij)Tj=i be two multiplicatively antisymmetric matrices, and put V P I = <M1

1, . . . , M^),

Vp2 = <w 2 , . . . , w^>. Then define a YB operator on V P = (u{,..., w ,̂ w 2 , . . . , w2> by

means of the matrix T> = (pij)?j=u N=n + m, defined as follows:

plj for U e [ l , / ι ]

1 for ie[ l ,/ i ] , 7'e[«+ 1, iV] or ie[n+ 1, ΛΓ], je[l9ή].

Note that V P -VpieVp 2 becomes in a natural way an R[_GL{q, Vx)~\® R[_GL(q, P 2 ) ]-

comodule. Write for short Vf = Vpι , βi = βYpi, for /= 1, 2, and let μczy czΛ, be partitions.

Following [A-B-W], define two 7?-modules

MΊ(Λλljy1 ® V2)) = I m ( Σ Λσ/μW1 ® Λλ/σV2 - . Λλ/μ(V1 Θ V 2 )) ,
\μ!Ξ<7c=λ,σ>y /

Mc{Λλlμ(y1 θ V2)) = Imf Σ Λσ/μVx ® Λλ/σV2 ^ ^^(Vi 0 V2)) ,

where the indicated maps are obtained by tensoring the obvious maps

Λσi-μy, ® Λλi_σy2 - , ̂ . ^ . ( V i © v 2 ) .

Let M y(L λ / μ(V 1©V 2)) and M y(L λ / μ(V 1©V 2)) be the images of the previous modules

under the Schur map dλ/μ(Y1®Y2)' The following result holds as in the classical case:

THEOREM. The R-modules

Lylβy1 ® Lλ/yY2 , My(Lλlμ(Y1 φ V2))/My(Lλlμ(y1 φ V2))

are ίsomorphic. Hence the R-modules M y (L λ / μ (V 1 φV 2 )), μ^y^λ, give a filtration of

), whose associated graded module is isomorphic to

PROOF. Follow verbatim the proof of Theorem II. 4.11 in [A-B-W]. •

Note that the isomorphism of the theorem is in fact an isomorphism of
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R[_GL(q, P x ) ] <g> R[GL{q, P2)]-comodules.

2. The recipe.

2.1. In this section we let R be the ring R = Z\_£, SΓγ\ & an indeterminate, and
take a multiplicatively antisymmetric matrix P = (Av)u=i a n d the YB pair (VP, βVp),
where VP = (uu . . . , MN> and

if i=j

if i<j

if
(1)

We are going to construct a filtration of Lλ/μVP as an R[GL(£, P)]-comodule, such that
the associated graded object is isomorphic to Σvy(λ/μ; v)LvVP. As in the classical
Littlewood-Richardson rule, here γ(λ/μ v) stands for the number of standard tableaux
of shape λ/μ filled with μί copies of 1, μ2 copies of 2, μ3 copies of 3 etc., such that the
associated word (formed by listing all entries from bottom to top in each column,
starting from the leftmost column) is a lattice permutation. The construction is a suitable
"deformation" of the one used in the first author's doctoral thesis, Brandeis University
1984, as illustrated for instance in [B]. We again remark that owing to Theorem (1.10)
(ii), the construction holds in fact for every commutative ring R and every choice of a
unit qeR.

2.2. In order to embed LλlμVP into a (non-skew) Schur module, let M=μx and
consider another multiplicatively antisymmetric matrix P'= (/?(/)£;= i, together with the
YB pair (VF, /?Vp/), where VF = <wJ,..., u'M} and /?Vp, is defined similarly to (1) above.
For convenience of notation, we shall denote VP, wf, VF, and u[ by V, /, V, and /',
respectively.

It follows from Theorem (1.14) that the R[GL(Ά, V')~]®R[GL(£, P)]-comodule
LA(V'©V) is isomorphic to Σ^χ^Y'®Lλ/(XV, up to a filtration.

Let (LA(V'ΘV))Λ denote the sub-Λ-module of L Λ (V0 V) spanned by the tableaux
in which h V'-indices occur. (In this section we identify a tableaux T with ξτ and the
corresponding element of a Schur module, according to the case.) Then up to a filtration,

( i i (V 'ΘV))^ Σ Lx\'®LxlaV,
α£λ,|α|=ft

as R\_GL{£, Ϋ'y\®R[GL(£, P)]-comodules.

If (^(V'φV)^ denotes the sub-iί-module of LA(V'©V) spanned by the tableaux

in which every /' occurs exactly μt times, also:

(2) (LA(

as R[GL(1, P)]-comodules, up to a filtration.
Since the bottom piece of the filtration relative to (2) corresponds to the (lexico-
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graphically) largest partition α, namely μ, it follows:

2,P)]
,λ/μV <=-+ (L,(V'φV)V

And rk(LμV')ίϊ= 1 implies that

R[βL(£, P)]

LA/μV cz+ (^λ(Vr®V))?,

as wished.
Explicitly, the embedding sends the tableau dλ/μ(V)(a1 ® ®as), s = l(λ), to

where we write 6(k) for 1' Λ 2' Λ Λ k! e ΛkV. Notice that b(k) is a relative ^[5 + (J , P')]-
invariant.

2.3. Let ί = (ί Γ i, . . ., /n ίr2,..., ί i2 ίrs? ? tls) be a family of nonnegative
integers such that

Let / denote the R[GL(&, P^l-equivariant composite map:

l l V ® ®i4 ί uV)

r_ l ieV'® ®ΛtίV')

Λ r l + ί r-1 ) 1 +.. + ί l l

v ' ® * ® Λ r s + ί r _ 1 ) S + ..+ίlsv
/

where tj = (tjl,..., tjs), m%:ΛV® ••• ®ylV/->/lF/ is obtained by iterating the
multiplication, and

_ / l 2 3 ... 5 s+1 5 + 2 ... 2s+l ... rs
ω's~\\ r + 1 2r+l ... ( s - l ) r + l 2 r + 2 ... 3 ... rs

(cf. (1.5) and (1.7)).
As b{μr)® ® biμι) is a relative RlB+(£, Pr)]-invariant, also f(b{μr)® ®Z>(μi))

is so. We denote the latter by b(t).
2.4. For every v^λ such that | v | = | λ \ — | μ |, let B(λ/v) denote the set of all possible

b{t) which satisfy the further equalities:
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r

Σ tμ = λi~Vi> V/=l, . . . , £ .

For every beB(λ/v), we call φ(v, b) the restriction to ΛvY®{b} of the following com-

posite map

where φv(λ) is obtained by tensoring the morphisms

ΛV.V® ΛA._V.V -• Λ λ . (V 'θ V), J C ® J H X Λ J , /= 1,. . . , s .

PROPOSITION. 77ιe image of φ(v, ft) /iw in Lλ/μV a_+ Lλ(V © V).

PROOF. AS φ(v, Z>) is R\GL{β, P')] ® R[GL(Ά, P)]-equivariant, and b is a relative

R[B+(1, P')]-invariant of V'-content μ (i.e., it contains μf copies of /'), each element

of Im(φ(v, b)) is a relative /?[i?+(i>, P')]-invariant of V'-content μ. But then we are

through, thanks to Lemma (2.5) below and to the fact that dμ(y')ψ{μι)® ®b{fir)) is

the only canonical tableau of content μ. Π

2.5. LEMMA. For every partition α, take in L(XV
f®RQ(l) the element

(Cα is sometimes called the canonical tableau of LaV
f). Then the relative R[B+(£, P')]-

invariant elements ^/^ α V'® Λ Q(^) are spanned (over Q(Q)) by Cα.

PROOF. Combine (LαV/)(5r= R Ca with a multiparameter version of Theorem 6.5.2

in [P-W]. •

2.6. For each v^λ such that γ(λ/μ v)Φ0, we wish to describe a subset of B(λ/v),

say £'(Λ/v), such that %B'(λ/v) = y(λ/μ v). Let T e Lλ/vV' be a standard tableau, of content

μ, and such that its associated word, as(T) = ( α 1 , . . . , a^), is a lattice permutation.

Then μ is the content of the transpose lattice permutation (as(T))~. (Explicitly,

(as(T))~ =(άί9..., Λ|μ|), where a{ is the number of times a{ occurs in as(T) in the range

(au . . . , β,).) Let T be the tableau obtained from T by replacing every entry at of T by

β f. For each ie {1, . . . , s} and each je {1, . . . , r}, we set tn to be the number of j's

occuring in the ι-th row of T. We denote by b(Ύ) the element b(t) e B(λ/v), corresponding

to this choice of t^s.

2.7. Given any row-standard tableau T, we can consider the word w(Ύ) formed

by writing one after the other all the rows of T, starting from the top. As all such words

can be ordered lexicographically, we can say that T < l e x T' if and only if w(T) < l e x u^T').

It is then easy to see that the following holds.

PROPOSITION. If we write b(Ύ)eΛλ/yV' as a linear combination of row-standard

tableaux, then
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where £* stands for a power of J2, and each Tk is a row-standard tableau < i e x T.

Since there are exactly γ(λ/μ; v) tableaux TeLA / vV which are standard, of content
μ, and such that as(T) is a lattice permutation, the above Proposition implies that the
elements b(Ί) form a subset of B(λ/v) of cardinality y(λ/μ v). It is precisely this subset
which we call B'(λ/v).

2.8. Consider the family of elements of Lλ/μV cz_> Lλ(V © V):

# ' = {φ(v, b)(x)\y(λ/μ; v)/0, beB'(λ/v)9 and dv(V)(x) is a standard tableau} .

We claim that <F is an /?-basis of Lλ/μV.

PROPOSITION. The elements of 3F are linearly independent over R.

PROOF. Suppose that there exist nonzero coefficients rvbxeR such that
Σ,rv.b.χΦ>Mχ) = Q> i e - s u c h t h a t ΣvΛχ r v^(V'ΘV)Wl)(x®A)) = O in LΛ(V'Θ
V). This is the same as

(3) Σ dλ(V' θ V)(φv(λ)(yVfb ® b)) = 0 ,

whereyx,b = YJX

ry>,b,x

χ' Let v0 be the (lexicographically) smallest v occuring in (3). Order
the set B'(λ/vo) = (bfj^ . . . , b(Ίp)} as follows:

b(Ύi) < b(Ίj) if and only if w(T,.) < l e x w(Tj).

Let bo = b(Ίo) be the highest bfJJeB'Wvo) occuring in XVijdA(V'0V)(φv(A)(^®6)).
Clearly, 4(V'ΘV)((pVo(l)(jVθ)j,0®ί)0)) is not in general a linear combination of stan-
dard tableaux of L A (V0 V), with respect to the order 1 < <N< Γ< <Λf,
since violations of column-standardness may occur in b0. Apply therefore to
dλ(VΘV)(φVo(λ)(yVθfbo®bo)) the straightening law of Lλ(Vr0V) with respect to
1 < <N< Y<" - <Mf. One gets (recall Proposition (2.7)):

+ (a linear combination of standard tableaux with V-shape > v0)
+ (a linear combination of standard tableaux with V-shape = v0 and V'-part<lexT0).

Because of our choice of v0 and b0, (3) then implies that dλ(V' ®V)(φVo(λ)(yVoM®Ύ0))
= 0, i.e.,

Σ rV0th0,Λ(y θ V)(φV0(A)(x ® To)) = 0 .

But this is a linear combination of standard tableaux in LA(V© V), with respect to the
order l < <iV<Γ< <M\ so that rVθfbθtJC = 0 for each x, which contradicts our
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assumption on the coefficients rvbx. •

2.9. COROLLARY. & is a basis for Lλ/μV®R Q(I).

PROOF. By definition of #", #^Γ = rk(LA/μV). By Theorem (1.10) (ii), the latter rank

is constant on all rings. So Proposition (2.8) says that !F is a basis for the vector space

D

2.10. COROLLARY. & is a basis for Lλ/μV.

PROOF. It suffices to show that & is a system of generators for Lλ/μV. Let

J G L A ( V ' 0 V ) be any tableau of type

Γ μ[ o o o

Γ μ'2 ° ° °

Γ JU4 o o

where the little circles stand for basis elements of V.

Since yeLλ/μV, Corollary (2.9) says that in the quotient field of R, there exist

(unique) coefficients qVtbtX9 such that

(4) y = Σ9v.tM^b)(x).

To both sides of (4), apply the straightening law with respect to 1< <N<\'<

- - - <M'. In the left-hand side, only coefficients in R occur. In the right-hand side, if

v0 denotes the smallest V-shape coupled with a nonzero £ x qv,btXx, and b0 = b(T0) denotes

the highest element of B'(λ/v0) (cf. ordering in the proof of Proposition (2.8)) occurring

with a nonzero ΣxqVo,b,xx, we find that the term ±£*dλ(V®Y)(φvo(λ)(ΣχqVOybθtXx®

To)) must cancel with something in the left-hand side; since each dVo(Y)(x) e LVV is

standard, it follows that qVOtbo,x e R for every x.

Write next (4) as:

(4') y-Σ^o,boMvo, bo)(χ)= Σ <Kv>
x (v,ft)9t(vo,fto)

Reasoning for (4') as done for (4), it follows that qVίbuXeR, where (v1? bx) is the pair

(v, b) coming immediately before (v0, b0) in the total ordering:

(v, b)<(v\ b')oeither v>v r, orv = v' and b<b'

in the ordering of B'(λ/v) given in the proof of (2.8).



FILTRATION AT ROOTS OF 1 315

Repeating the argument as many times as necessary, the proofs is completed. •

2.11. THEOREM. Up to a filtration, Lλ/μV^Σyγ(λ/μ;v)LvY as R[_GL(1, P)]-

comodules.

PROOF. For every v such that γ(λ/μ v) Φ 0, let M v denote the Λ-span (in Lλ(Y' φ V))

of all elements φ(τ, b){x) of $F such that τ > v. Also let M v denote the Λ-span of all

φ(τ, b){x) such that τ>v. Clearly, we have the isomorphism of free i?-modules:

MJMV - ^ L V V0 ®LVY (y(λ/μ v) summands).

{Mv} will be the required filtration, if we show that each ψv is an R[GL(X P)]-

isomorphism. In order to do so, it suffices to prove that for every fixed boeB'(λ/v), and

for every basis element yeΛvY, φ(v, bo)(y) — φ(v, i o ) ( Σ r ί ^ ) e ^ where Σ ^ V ( V ) ( X )

is obtained by application to the tableau dv(Y)(y) of the straightening law of LVV. Notice

however that φ(v, bo)(y)eLλ/μY^Lλ(Y'®Y) can be written in two ways:

(5) φ(v, fto)( J) = Σ >*τ,i>,χ<Kτ> *)W ?

by Corollary (2.10), and

(6) φ(v, 6O)(J) = Σ ^ Φ ( V ' Ao)(

where L.C. denotes a linear combination of tableaux, standard with respect to

1< <7V<Γ< <M\ and with V-part >v. This last equality is obtained by

eliminating in the V-part of φ(v, bo)(y) all violations of standardness, with respect to

l < < Λ r < l ' < <Af\

Comparing (5) and (6), it follows that

Φθ, bo)(y)-φ(v9 *o)(Σ ri xi)= =Σ rτ,b,χ (P( τ

5

 b)(x)

with rτbx = 0 whenever τ<v. Hence φ(v, bo)(y) — φ(v, b^i^riX^eM^ as wished. •
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