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Abstract: We report results of the proof-of-principle tests of a novel non-
contact tissue imaging system. The system utilizes a quasi-null source-
detector separation approach for time-domain near-infrared spectroscopy, 
taking advantage of an innovative state-of-the-art fast-gated single photon 
counting detector. Measurements on phantoms demonstrate the feasibility of 
the non-contact approach for the detection of optically absorbing 
perturbations buried up to a few centimeters beneath the surface of a tissue-
like turbid medium. The measured depth sensitivity and spatial resolution of 
the new system are close to the values predicted by Monte Carlo simulations 
for the inhomogeneous medium and an ideal fast-gated detector, thus 
proving the feasibility of the non-contact approach for high density diffuse 
reflectance measurements on tissue. Potential applications of the system are 
also discussed. 

©2011 Optical Society of America 

OCIS codes: (170.5280) Photon migration; (170.6920) Time-resolved imaging; (170.3880) 
Medical and biological imaging; (170.6510) Spectroscopy, tissue diagnostics; (120.3890) 
Medical optics instrumentation. 
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1. Introduction 

Over the past three decades, near-infrared spectroscopy (NIRS) has evolved as a powerful 
research and diagnostics tool for both laboratory studies and clinical trials. A plethora of 
studies on various applications, including measurements of oxygen consumption of muscle, 
tissue oximetry, monitoring of cerebral blood flow, and functional brain mapping have been 
reported and are summarized in [1]. The non-invasive nature and wide applicability of NIRS 
methods as well as the relatively low costs of devices compared to other modalities for 
functional imaging and diagnosis triggered the evolution of several distinct approaches: 
continuous wave (cw) NIRS, spatially resolved (sr), time-resolved (tr) and phase modulation 
(pm) NIRS. For the field of the functional activation of human cerebral cortex trNIRS is one 
of the most promising techniques [2–6] despite several existing drawbacks, such as imprecise 
anatomical localization, sensor-tissue contact problems, low depth localization and poor 
lateral spatial resolution. 

Recent development of fast-gated Single-Photon Avalanche Diode (SPAD) detectors [7–9] 
opened up new perspectives for trNIRS by introduction of a novel measurement method, i.e. 
the Null Source-Detector Separation (NSDS) approach [7,10]. The method is based on the 
detection of trNIRS diffuse reflectance signals at the point of light insertion into the tissue, 
contrary to the classical NIRS, where source-detector separations of 20 mm to 40 mm are 
commonly used. The decrease of the source-detector separation in the NSDS approach results 
in an enormous increase in the number of the early photons (up to four orders of magnitude) 
[10]. However, these photons do not carry information about deeper layers of the tissue and 
are discarded in NSDS by a fast-gated SPAD, which is photosensitive during the gate-on 
window only (late only photons detection). The following advantages of the NSDS approach 
over classical trNIRS have been shown theoretically: (i) the absolute number of photons 
detected at any time at null-distance is larger than in conventional trNIRS, (ii) NSDS 
measurements exhibit better or comparable contrast and spatial resolution compared to larger 
source-detector separations for an absorbing inclusion at any depth, and for any time after 
light injection, (iii) for a scattering inclusion, both contrasts are comparable at late times 
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[10,11]. Furthermore, the feasibility of this approach using a fast-gated SPAD was also 
demonstrated experimentally [7]. 

In this paper we report on a proof-of-concept test of a novel non-contact time-domain 
brain imaging system, designed to implement the recently developed NSDS-NIRS together 
with fast-gated SPAD detection. The non-contact design is intended to avoid many issues 
attributed to sensor-tissue contact like e.g. skin compression, local blood content alterations, 
and to obtain a reduction in measurement preparation time and an increase in comfort for the 
subjects (in particular for sleep studies) [12,13]. Null or quasi-null source-detector imaging, in 
turn, will provide better localization of cerebral cortex activations or defects by providing a 
dense, flexible grid of measurement points and is envisaged to be also helpful in tracking the 
object during the untethered movements of the head, in the case of functional brain mapping, 
or limbs, chest, breast in other NIRS applications [14,15]. However, the applicability of the 
designed scanning imager is limited to application on hairless parts of the head, such as the 
forehead, or other tissues of hairless body parts like muscles or breast. 

2. Experimental setup 

As the first stage of the development, a device for single point measurements (with no optical 
scanning elements) has been designed and built to perform the proof-of-concept tests. 

Radiation from a supercontinuum laser (Fianium Ltd., UK, repetition rate 20 MHz, pulse 
duration <100 ps) coupled to an acousto-optical tunable filter (AOTF, NEOS Technologies, 
USA, ∆λ = 1 nm), tuned to a wavelength of 690 nm, was used as a light source. The optical 
system was built in a confocal configuration. In our reflectance measurements the photons 
diffusively scattered by the medium under investigations are of the same energy as the 
incident photons (shown in different colors in Fig. 1 only for the purpose to distinguish 
incident and detected photons pathways) and, therefore, should propagate back along the path 
of the incident photons, i.e. back to the laser system. To detect diffusively scattered photons as 
well as to suppress the directly reflected or minimally scattered photons we implemented a 
polarization selective detection, despite its ~50% signal loss. It consists of a polarizer P 
(Thorlabs Inc., USA) and a polarizing cube beamsplitter, PBS (CVI Melles Griot, USA), see 
Fig. 1. The polarizer serves to clean up the linear polarization of the incident light after the 
AOTF. The polarizing cube beamsplitter is aligned to reflect the linearly polarized light 
coming from the AOTF and the polarizer to a pair of image transfer lenses (Ø 25,4 mm, f = 
100 mm and f = 150 mm, AR coated, Thorlabs Inc., USA), with focus on the surface of the 
sample. 

Light scattered by turbid media or biological tissues is randomly polarized [16]. Thus, half 
of it, polarized perpendicularly to the incident light, passes through the polarizing cube 
beamsplitter and can be detected by our state-of-the-art gated SPAD (provided by Micro 
Photon Devices Srl, Italy) which has a 100 µm diameter sensitive area. The resulting 
distributions of time of flight (DTOFs) of the photons were recorded by a time-correlated 
single photon counting card (SPC-134, Becker & Hickl GmbH, Germany). 

The optical system was aligned in a way that the incident and detection points were 
slightly (~1 mm, see inset in Fig. 1) apart from each other, rather than for a real NSDS. This 
was done to avoid direct multiple reflections from the fiber coupler lens and the surface of the 
polarizing cube beamsplitter, which gave well detectable signals despite broadband AR 
coatings on both the lens and the beamsplitter. The whole optical system was assembled in a 
rigid cage system (Thorlabs Inc., USA) and the alignment was done by slightly tilting the 
mirror M (Fig. 1). The magnitude of separation between source and detection point was 
controlled by connecting a laser light source to the detection fiber and tracing the light path 
back to the phantom. It should be noted, however, that the real null-distance alignment can as 
well be realized with our set-up by using optimized custom optics, such as custom narrow-
band anti-reflection coatings on all optics (as narrow-band AR coatings perform better than 

#156528 - $15.00 USD Received 13 Oct 2011; revised 25 Nov 2011; accepted 5 Dec 2011; published 20 Dec 2011
(C) 2012 OSA 2 January 2012 / Vol. 20,  No. 1 / OPTICS EXPRESS  285



broadband used in this experiment), custom made polarization splitting plate instead of the 
cube, etc. 

 

Fig. 1. Schematic of the non-contact brain scanning imaging system. Red lines show the 
incident light pathway, green – the collected light pathway. Black lines represent electrical 
connections. The inset shows the alignment of the system: the focused spot on the left is the 
laser light incident point; the larger diffuse spot 1 mm to the right is the detection area. (SC – 
supercontinuum laser; VA – variable attenuator; PD – photodiode; DG – delay generator; UFP 
– ultrafast pulser; M – mirror; AOTF – Acousto-Optical Tunable Filter). 

3. Tissue-like phantom 

In order to quantify the performance of the setup, the lateral resolution and the depth 
sensitivity, a liquid tissue-like phantom with an absorbing inclusion inside was investigated. 
The inclusion could be linearly moved within the phantom, by means of a programmable XZ-
stage (OWIS, Germany), at different depths, to simulate a scanning operational mode. The 
phantom was prepared using calibrated Intralipid as scatterer and Indian ink as absorber, in 

such a way to have the following background optical properties: µa = 0.1 cm−1, µ’s = 10 cm−1 

[17]. For the absorbing inclusion a black PVC cylinder, ∅6 mm and 6 mm high, has been 
used. Despite the nearly total absorption of black PVC, it was demonstrated by Monte Carlo 
simulations that this kind of phantom provides realistic optical perturbations. In particular, the 
PVC cylinder yields a perturbation of the DTOF quite close to a 1 cm3 sphere with an increase 

in absorption of ∆µa = 0.1 cm−1 with respect to the background [18]. 

4. Measurement procedure 

A series of X-scans across the inclusion were recorded by moving the PVC cylinder within 
the liquid homogeneous phantom at various depths beneath the source/detector point, in order 
to estimate lateral resolution and depth sensitivity of our system. In practice the centre of the 
inclusions top surface was aligned with the incident beam at X = 0 and leveled to the surface 
of the liquid phantom (Z = 0 position). Lateral scanning operation was then simulated by 

moving the inclusion in steps of 2 mm from X = −30 mm to the X = +30 mm position. X-
scans were performed at different depth positions, i.e. from Z = 0 to Z = 30 mm in Z steps of 5 
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mm. In addition, a direct Z-scan from Z = 0 to Z = 30 mm was performed at fixed lateral 
position X = 0 with smaller steps of 2 mm. 

 

Fig. 2. DTOFs recorded at different gate delays: black curve – full DTOF; blue, green and red 
curves – DTOFs recorded at gate delays of 1500 ps, 1750 ps and 2000 ps, respectively. (a) 
DTOFs as originally recorded, (b) DTOFs rescaled with respect to laser power incident to the 
sample. 

The measurements were performed in the following fashion: the inclusion was moved to 
the next X-, Z-position, then DTOFs at nine different gate delays were acquired. The gating of 
the fast-gated SPAD was realized with a constant gate width of 6 ns with the gate delay varied 
from 0 to 2000 ps in steps of 250 ps (relative to the initial gate which allows to record the full 
DTOF). The collection time of DTOFs was fixed to1 s and the count rate to 500 kHz. 
Examples of acquired DTOFs are shown in Fig. 2a for an early gate delay allowing to record 
the full DTOF and the three latest gate delays. For each gate delay at each position of the 
inclusion a total of 5 DTOFs was acquired and cumulated to increase the signal-to-noise ratio. 
An almost constant count rate was maintained by adjusting a programmable circular variable 
attenuator, i.e. the incident power was increased with increasing gate delay. For each gate 
delay the angular position of the attenuator was recorded, as well as the related current laser 
power measured by a photodiode. 

The data analysis was performed in MATLAB. The five DTOFs recorded for each gate 
delay of each X-, Z- position were added and baseline corrected (Fig. 2a), and then the 
amplitudes of the DTOFs were rescaled, taking into account fluctuations and attenuation of 
the laser power for each particular measurement (see Fig. 2b). Subsequently, the time 
windows analysis was performed as described in the next Section. Note that the low noise 
before the leading edge of the gate delayed curves is not visible in the logarithmic 
representation of the data. 

The use of the fast-gated SPAD, insensitive to the initial high photon flux, allowed us to 
detect very late photons (t > 1000 ps) with a high signal-to-noise ratio (>100). This is 
illustrated by Fig. 2b: blue, green and red curves are DTOFs recorded at late gate delays with 
increasing incident power, while the black curve is the full DTOF recorded with low incident 
power at the first gate delay. 

5. Results 

The contrast for all X- and Z-scans was calculated, as the figure of merit for the performance 
assessment of the examined NIRS instrument. The relative contrast C is calculated employing 
an analysis based on time windows (TWs) as follows: 
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where Ni(tg) and Ni,0(tg) are the photon counts in the ith TW for the phantom with and without 
inclusion, respectively, when the gate delay tg is considered. The beginning of the first TW 
was set to the peak position of the full DTOF, and the TWs width was set to 500 ps. In Fig. 
2b, the TWs considered are shown in alternating shades of grey. The temporal position of 
each TW is characterized by its starting time. The results obtained for the contrast are 
presented in Fig. 3a for the X scans and in Fig. 3b for the Z scans. 

The columns in both panels represent the different time windows. The rows in Fig. 3a 
display the X-scans at depths from 0 to 20 mm. The colors of contrast curves in Fig. 3 
correspond to the different gate delays as illustrated in Fig. 2. In Fig. 3 no contrast curves are 
displayed for TW =0 ps, and for TW = 500 ps for the gate delay of 2000 ps, because of the 
absence of a signal in these time windows prior to gate opening, as can be seen from Fig. 2. 
The contrast for X-scans (see Fig. 3a) shows the following features. For the shallowest 
position of the inclusion, Z = 0, i.e. with the upper surface of the cylinder just beneath the 
surface of the phantom, the maximum relative contrast is 1 at X = 0 for TWs at 500 ps to 2500 
ps. That means the count rate virtually drops to zero when source and detector area are exactly 
above the cylinder. With increasing Z, contrast decreases at all TWs. For TW at 500 ps there 
is no noticeable contrast at Z = 10 mm and deeper, i.e. photons within this interval of time of 
flight cannot reach the inclusion. At later TWs, sensitivity to the inclusion appears. For TWs 
at 1500 ps and later the inclusion is even detectable at 20 mm depth. Upon increasing depth 
the width of the X-dependent contrast curves increases, i.e. lateral spatial resolution becomes 
worse, a behavior predicted by MC simulations [10]. When comparing the contrast curves in 
each row in Fig. 3a, a maximum with respect to time window can be observed, that appears 
the later the deeper the position of the inclusion is. The results of the Z scans (see Fig. 3b) 
agree with a comparison of the contrast at X = 0 for each column in Fig. 3a. The maximum 
contrast drops with depth. However, for later time windows this drop is less steep, and a 
remarkable contrast is still observed at greater depths. 

The results obtained for the three different gate delays in Fig. 3 provide essentially the 
same contrast values as it is expected from a fast-gated detector whose effect on the measured 
signal is negligible. However, due to the increasing number of late photons detected at late 
gate delays, the signal-to-noise ratio depends on gate delay. This effect becomes particularly 
clear if one observes the high level of noise affecting the contrast for the earliest gate delay 
analyzed, i.e. for tg = 1500 ps (blue curves in Figs. 2 and 3). 

Unlike for X-scans, 10 DTOFs were acquired at each position of the inclusion and for each 
gate delay for the Z-scan. Thus, the measurement noise could be estimated by calculating 
contrast for each out of ten DTOFs and then calculating the mean contrast value and the 
standard deviation (SD). From an inspection of Fig. 4, it is worth to notice that contrast for the 
gate delay of 2000 ps has less noise than for the gate delay of 1500 ps, which is a result of a 
better signal-to-noise ratio of the former one (see Fig. 2b). Furthermore, the noise of the 
contrast calculated for the TW at 2000 ps is higher than that for TW at 1000 ps for both gate 
delays. This also follows from Fig. 2b, as a late TW samples more noisy parts of DTOFs. 
From Fig. 4 one can also determine the depth sensitivity of our non-contact imaging setup. If 

we define the depth sensitivity as the value of contrast √2 times higher than the corresponding 
SD, in order to distinguish near zero contrast from the noise, it follows that for the gate delay 
of 1500 ps depth sensitivity is 16 mm and 14 mm for TW at 1000 ps and at 2000 ps 
respectively, while for the gate delay of 2000 ps depth sensitivity is about 16 mm and 18 mm 
for TW at 1000 ps and at 2000 ps respectively. 
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Fig. 3. Contrast for X scans (a) and Z scans (b) of the black cylindrical inclusion for six 
consecutive time windows of 500 ps (columns). Colors represent the various gate delays, with 

the same assignment as in Fig. 2. The rows in (a) correspond to different Z positions of the 

inclusion. 

Finally, we compared the contrasts obtained from the measurements with values expected 
theoretically from a totally absorbing perturbation within an otherwise homogeneous diffusive 
medium. For this purpose, we performed time-resolved Monte Carlo simulations reproducing 
the same optical properties and geometry of the experiment and convolved them with the 
measured instrument response function. Contrasts calculated from MC simulations for a 
source-detector separation of 2 mm are shown in Fig. 4 as black lines. These findings are in 
substantial agreement with the experimental results. 
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Fig. 4. Comparison of the experimental data with MC simulations for time-resolved contrasts 
due to a totally absorbing perturbation in an otherwise homogeneous diffusive medium, for 2 
mm source-detector separation. Here are reported Z-scans for TWs at 1000 (left) and 2000 ps 
(right), for gate delays of 1500 (up, blue line) and 2000 ps (down, red line). MC simulations are 
represented by black lines. 

6. Conclusion 

We have demonstrated the feasibility of non-contact diffuse optical imaging, exploiting the 
null source-detector separation approach using a fast-gated SPAD detector. Measurements on 
a tissue-like phantom with a buried local inhomogeneity showed depth sensitivity down to 
about 2 cm and a lateral resolution comparable with that of fiber-based contact approach. The 
development of a scanning prototype for in-vivo measurements is in progress. Applications 
are envisaged in the area of functional brain imaging, brain injury detection, optical 
mammography, imaging of joint inflammation. The non-contact nature of the imaging system 
can help solving problems of the sensor-tissue contact, will be more comfortable for subjects, 
may allow to track untethered movement of head or limbs. 
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