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Abstract: In this paper we present the IVS (Iterative Variable Strength)
method, an altitude-dependent, self-adapting Tikhonov regularization
scheme for atmospheric profile retrievals. The method is based on a
similar scheme we proposed in 2009. The new method does not need any
specifically tuned minimization routine, hence it is more robust and faster.
We test the self-consistency of the method using simulated observations of
the Michelson Interferometer for Passive Atmospheric Sounding (MIPAS).
We then compare the new method with both our previous scheme and the
scalar method currently implemented in the MIPAS on-line processor, using
both synthetic and real atmospheric limb measurements. The IVS method
shows very good performances.
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1. Introduction

On March 1st, 2002 the European Space Agency (ESA) launched the ENVISAT satellite on
a polar orbit. The satellite payload includes the Michelson Interferometer for Passive Atmo-
spheric Sounding (MIPAS, [1]). MIPAS sounds the mid-infrared atmospheric limb-emission
spectrum. This region contains the signatures of many atmospheric constituents. ESA set up
a retrieval algorithm [2, 3] to determine pressure at tangent points and geolocated profiles of
temperature and of Volume Mixing Ratios (VMR) of some atmospheric constituents, among
which H2O, O3, HNO3, CH4, N2O and NO2.

The full resolution MIPAS measurements acquired until March 2004 were extensively val-
idated by several research groups (see Atmos. Chem. Phys. 2006 special issue on MIPAS).
Oscillations beyond the error bars were observed in several MIPAS profiles, particularly in
CH4 and N2O VMR [4]. The optimized spectral resolution adopted by MIPAS since January
2005 (see for instance [5]) is characterized by a finer vertical sampling step of 1.5 km in the
upper troposphere - lower stratosphere region. The field of view of the instrument is approxi-
mately 3 km in the vertical, so the atmosphere turns out to be oversampled. The retrieval grid of
the ESA processor coincides with the tangent points of the limb measurements. Therefore the
oversampling of the optimized resolution measurements amplifies the unphysical oscillations
already present in the full resolution measurements.

The EC (error consistency) [6] Tikhonov regularization scheme has been implemented in
the ESA retrieval algorithm to damp the profile oscillations. The choice of the scalar, altitude-
independent Tikhonov parameter, which determines the trade-off between the smoothing of
the oscillations and the preservation of small-scale features, is rather conservative. This choice
guarantees that small-scale profile features in the altitude domain are preserved. However, the
performances of this method (as for any scalar regularization scheme) are degraded when the
profile changes by several orders of magnitude in the retrieval altitude range. For this reason
the regularization of water vapor profiles has been turned off in the operational ESA retrievals.
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In [7] we proposed the VS (variable strength) regularization scheme, a self-adapting and
altitude-dependent approach that detects whether the actual observations contain information
about small-scale profile features, and determines the strength of the regularization accordingly.
While representing an optimal solution, this method has two drawbacks. First, the method re-
lies on an external minimization routine that needs to be carefully tuned to obtain optimal
performances. Second, the computational requirements of the method, and specifically of the
optimization routine, lead to an increase of the retrieval time of about 20%.

In this paper we propose the IVS (iterative variable strength) method, an alternative to the
VS scheme. The IVS, while based on the same rationale of the VS, does not use any minimiza-
tion routine. As a consequence the method is more robust, and the implementation is easier.
The additional computational effort required amounts only to about 1.5% of the total retrieval
time. This feature makes the IVS method suitable also for implementation in the near real-time
processor of MIPAS data.

In Sections 2 and 3 we outline the theoretical background of the developed regularization
scheme. In Section 4 we highlight the aspects specific to our implementation of the proposed
method. In Sections 5 and 6 we present some tests illustrating the self-consistency of the method
when synthetic measurements are used. In Section 7 we show results from real measurements.
Finally in Section 8 we draw the conclusions.

For the readers’ convenience, we report here a list of acronyms used in the text to specify
various techniques. This list supplements the definitions given in the text.

LS - The Least Squares solution, see equation (2).
OE - The Optimal Estimation solution, see equation (3).
LM - The Levenberg-Marquardt solution, see equation (3) and subsequent explanations.
EC - The solution regularized with the Error Consistency method, see [6].
VS - The solution regularized with the Variable Strength method, see Eq. (11) and [7].

IVS - The solution regularized with the Iterative Variable Strength method, the new approach
introduced in this paper, see Section 3.

2. Theory

Tikhonov regularization is often used to improve the conditioning of atmospheric profile inver-
sion. Smoother profiles are obtained by penalizing the oscillating solutions in the inversion for-
mula. Let y = f(x) be the forward problem, where y is the m−dimensional vector of the obser-
vations with error covariance matrix Sy, f is the forward model, function of the n−dimensional
atmospheric state vector x, whose components represent the unknown profile at altitudes z= z j,
j = 1, . . . ,n. The Tikhonov solution is the state vector xt minimizing the following cost function:

ξ 2 = (y− f(x))T S−1
y (y− f(x))+(xs −x)T LT ΛΛΛL(xs −x). (1)

The first term of the right side of Eq. (1) is referred as χ2 and represents the cost function min-
imized in the least–squares (LS) approach. The vector xs is an a-priori estimate of the solution,
L is a h×n matrix operator, usually approximating a linear combination of the i−th order verti-
cal derivatives (i = 0,1,2). The h×h matrix ΛΛΛ is diagonal, positive semi-definite and drives the

strength of the regularization. Note that normally h ≤ n. Assuming that (Lx) j ∼
2
∑

i=0
ci

dix
dzi

∣
∣
∣
z=z̃ j

,

we may think of ΛΛΛ j j as the regularization strength at z = z̃ j, j = 1, . . . ,h. The altitudes z̃ j are
determined by the choice of L, and may not necessarily coincide with the retrieval grid z j,
j = 1, . . . ,n. Thus we may speak of a vertical profile of ΛΛΛ.

The standard scalar Tikhonov regularization is obtained when ΛΛΛ = λ I. There are many dif-
ferent methods to determine λ , a good review may be found in [8]. The variable regularization
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of atmospheric profiles has been proposed in [9], where combinations of 0th, 1st, and 2nd or-
der Tikhonov constraints were considered. The method was applied to nadir retrievals from
the Tropospheric Emission Spectrometer (TES) in [10]. In [11], ΛΛΛ = λSh and Sh is a diagonal
matrix containing the reciprocal of the a-priori estimation of the profile. The VS method was
introduced and tested on MIPAS measurements in [7], where a comprehensive comparison of
scalar and altitude-dependent regularization schemes may also be found.

In this paper we test an altitude-dependent regularization method determining a profile of ΛΛΛ
as the result of an iterative process. We choose to apply the regularization a-posteriori to obtain
a better convergence rate, as reported in [12] and [7]. In other words, we first find the minimum
of the χ2 via a Gauss-Newton iterative method:

xp+1 = xp +
(

KT
p S−1

y Kp
)−1 [

KT
p S−1

y (y− f(xp))
]

, (2)

where p is the iteration count and Kp is the m× n Jacobian matrix of f in xp. Let k be the
iteration count at convergence, and xLS ≡ xk+1 the LS solution. The covariance matrix of xLS is
SLS = (KT

k S−1
y Kk)

−1.
The Gauss-Newton scheme of Eq. (2) may fail if for some p ≤ k the matrix KT

p S−1
y Kp is

singular or too much ill–conditioned to be inverted with satisfactory accuracy. In this case, the
optimal estimation (OE) and/or Levenberg–Marquardt (LM) modifications (see e.g. [13]) can
be used. For example, if OE is used, Eq. (2) becomes:

xp+1 = xp +
(

KT
p S−1

y Kp +S−1
a

)−1 [
KT

p S−1
y (y− f(xp))+S−1

a (xa −xp)
]

, (3)

where xa is an a-priori estimate of the profile x with covariance matrix Sa. The LM solution
with damping factor α can also be represented with Eq. (3), by setting xa = xp and S−1

a = αI
or S−1

a = α diag(KT
p S−1

y Kp). We recall here that for any square matrix M, diag(M) is a ma-
trix having the same elements as M on the main diagonal and 0 elsewhere. With the OE/LM
modifications the matrix to be inverted is KT

p S−1
y Kp + S−1

a . Since we want to use Tikhonov
regularization, the only purpose of S−1

a is to permit the inversion of KT
p S−1

y Kp +S−1
a with rea-

sonably small numerical errors. Therefore this term should be chosen positive definite, diagonal
or diagonally dominant and kept as small as possible.

Let k be the iteration count at convergence, thus xOE ≡ xk+1, the unregularized solution. Let
AOE be the averaging kernel of xOE and SOE its measurement error covariance matrix. The ESA
retrieval algorithm uses the LM solution, and AOE and SOE can be calculated with alterna-
tive algorithms of different sophistication as explained in [12] and [14]. The theory explained
hereafter does not depend on the method used to determine AOE and SOE.

We can compute the regularized solution xΛ as the Gauss-Newton iterate for the minimization
of:

ζ 2 = (y− f(x))T S−1
y (y− f(x))+ (4)

+(xa −x)T S−1
a (xa −x)+(xs −x)T LT ΛΛΛL(xs −x),

starting from xk. Thus xΛ is given by:

xΛ = xk +
(

KT
k S−1

y Kk +S−1
a +LT ΛΛΛL

)−1 · (5)

·[KT
k S−1

y (y− f(xk))+S−1
a (xa −xk)+LT ΛΛΛL(xs −xk)

]

.

Both xa and xs are estimates of the solution, however usually xa constrains the values of the
profile, while xs constrains its derivatives. Therefore two different symbols are used. If we
extract the term KT

k S−1
y (y− f(xk))+S−1

a (xa−xk) from Eq. (3) and plug it in Eq. (5) we obtain:

xΛ =
(

KT
k S−1

y Kk +S−1
a +LT ΛΛΛL

)−1 · [(KT
k S−1

y Kk +S−1
a

)

xOE +LT ΛΛΛLxs
]

. (6)
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Let D =
(

KT
k S−1

y Kk +S−1
a +LT ΛΛΛL

)−1 · (KT
k S−1

y Kk +S−1
a

)

, then the averaging kernel AΛ and
the measurement error covariance matrix SΛ of xΛ can be written as:

AΛ = DAOE, (7)

SΛ = DSOEDT . (8)

Since in practical cases it is always difficult to find reliable a-priori profile estimates, in this
paper we always select xs = 0. With this choice Eq. (6) can be simplified as:

xΛ = DxOE . (9)

Vertical resolution is a measure of the dispersion of the signal, usually calculated via the aver-
aging kernel AΛ. There are many practical ways of estimating the vertical resolution, we use:

νi =
∑n

j=1(AΛ)i j(z j−1 − z j+1)

2|AΛ|ii (10)

where z j, j = 1, . . . ,n are the altitudes, and z0 = z1+(z1− z2), zn+1 = zn+(zn− zn−1). Formula
(10) is a variation of the full width half height (FWHH) estimation proposed in [13]. We used
|AΛ|ii in order to penalize the negative lobes of the averaging kernel. Note that rows of the
averaging kernel not peaking at the diagonal element are penalized by Eq. (10), which in this
case provides an overestimate of the FWHH. When AΛ = I, Eq. (10) provides the vertical step
Δzi = (zi−1 − zi+1)/2 of the retrieval grid.

3. Altitude-dependent regularization

In the VS method [7] the ΛΛΛ-profile is determined as the minimizer of the following target
function:

ψVS(ΛΛΛ) =
1

xΛ

√
n

∑
j=1

(SΛ) j j +

√
(

χ2(xΛ)− χ2(xOE)−nw2
e

)+
+ (11)

+
1

ΔΔΔz

√
n

∑
j=1

[

(ν j(xΛ)−wrΔz j)
+]2

where the bar over a vector stands for the average of the vector elements, and a superscript
+ stands for the positive part of a function. The constants we and wr are tunable parameters.
The first term of formula (11) represents the error of the regularized profile. The other terms
are penalization terms which take effect if the regularized profile is not compatible with the
observations (second term), or if the vertical resolution is degraded beyond a pre-defined margin
(third term). Loosely speaking, the minimum of (11) is obtained for the largest possible ΛΛΛ-
profile that keeps small enough the penalization terms.

The same objectives of the VS method can be pursued with an iterative approach, avoiding
the expensive minimization of ψVS. In the IVS approach we define a ΛΛΛ-profile λ (z) on a vertical
grid so fine that we can consider it a continuous function. We start with a large λ (0)(z) = λmax

constant profile and decrease it iteratively until the following requirements are fulfilled:

(x(l)Λ −xOE)
T S−1

OE(x
(l)
Λ −xOE)≤ wen (12)

ν j(x
(l)
Λ )

Δz j
≤ wr, j = 1, . . . ,n (13)
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where l is the iteration count and x(l)Λ is calculated from Eq. (9) with ΛΛΛ j j = λ (l)(z̃ j), j = 1, . . . ,h.
Condition (12) ensures that, on average, the regularized profile lies within a fraction we of the
error bars of the unregularized profile. It pursues the same objective of the second term of
ψVS(ΛΛΛ), as shown by Eq. (13) of [7]. Condition (13) is equivalent to the third term of ψVS(ΛΛΛ).

Fix a threshold λmin. Let J ⊂ {1, . . . ,n} the set of indices of the altitudes z j for which
λ (l)(z j)> λmin and:

∣
∣
∣(x

(l)
Λ ) j − (xOE) j

∣
∣
∣> we

√

(SOE) j j or : (14)

ν j(x
(l)
Λ )> wrΔz j. (15)

If the requirements (12-13) are not met, J is not empty and we decrease λ (l)(z). The decreased
profile λ (l+1)(z) is calculated as:

λ (l+1)(z) =

[

∏
j∈J

T (z− z j,δ j)

]

λ (l)(z), (16)

where T is the triangular shaped function:

T (z,δ ) =
{

1, if |z|> δ
r+ 1−r

δ |z|, if |z| ≤ δ , (17)

and 0 < r < 1, δ j > 0 are constants. The parameter r drives the speed of the attenuation of
the ΛΛΛ-profile, in our implementation we used r = 0.99. Furthermore we set δ j = 3Δz j on the
basis of the following considerations. The xΛ profile is obtained from xOE via Eq. (9). For any
standard choice of L, LT ΛΛΛL is at most a pentadiagonal matrix, i.e. a matrix having non-zero
elements (i, j) only for |i− j| ≤ 2. Moreover the matrix KT

k S−1
y Kk+S−1

a is diagonally dominant,
therefore the influence of ΛΛΛ j j is mostly localized in the altitude range z j ∈ [z j−3Δz j,z j+3Δz j].
Note that λ (l+1)(z)< λ (l)(z) if and only if z ∈ (z j −δ j,z j +δ j) for some j ∈ J.

4. Implementation details

We implemented the IVS regularization method in the Optimized Retrieval Model (ORM,
see [2, 3]), the scientific prototype of the retrieval algorithm used by ESA for near real–time
inversion of MIPAS data. In this code the LM modification is applied to the Gauss-Newton
minimization with S−1

a = α diag(KT
p S−1

y Kp), and the EC and VS regularization methods are
also implemented. The regularization method is selectable via a switch. In the IVS implemen-
tation we used h = n−2, with the operator L defined so that:

(Lx) j−1 = 2
(x j+1 − x j)/(z j+1 − z j)− (x j − x j−1)/(z j − z j−1)

z j+1 − z j−1
, j = 2, . . . ,n−1. (18)

Let z̃ j−1 = (z j−1 + 2z j + z j+1)/4, j = 2, . . . ,n− 1. Thus the definition of L given by Eq. (18)

corresponds to (Lx) j ∼ d2x
dz2 |z=z̃ j , j = 1, . . . ,h, i.e. to the second derivative operator L2. In the

case of a constant Δz j we have z̃ j−1 = z j, j = 2, . . . ,n−1.
We chose the thresholds λmin = 10−2, and λmax = 10. A notable exception is the regular-

ization of H2O profiles where we set λmax = 103, and implemented a damping scheme which
rapidly reduces λ (0)(z) from λmax to λmin below the tropopause. The aim of this modification
is to avoid introducing a systematic bias in the H2O profile in this altitude range. Any regular-
ization in this region, even if within the error bars, would introduce a bias around or below the
knee of the profile. This effect is due either to the large second derivative values necessary to
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model the profile knee around the tropopause (when L=L2) or to the large values of the profile
and its first derivative below the tropopause (when L = L0 or L = L1).

Unlike the IVS case, the VS computation load depends heavily on the number of grid points
used to represent the ΛΛΛ-profile. For this reason, the ΛΛΛ-profile of the VS method was defined in
our tests on a coarse grid of 9 points and then interpolated to the grid z̃ j, j = 1, . . . ,n. Finally we
set (we,wr) = (1,5) for all retrieval targets, according to the results obtained when testing the
VS method on real observations [7]. The same values were used for both VS and IVS, since the
parameters have the same physical meaning in both methods. Finally note that the EC method
is implemented in the ORM with L = L1.

5. Self-consistency test with synthetic observations from a single limb scan

In this section we test the self–consistency of the IVS method and its capability to preserve
sharp profile features measured by the instrument. We repeated the test O3 retrieval based on
synthetic observations already used to assess the VS method [7]. To avoid the forward model
error, these observations were generated by the forward model included in the ORM, using the
reference atmosphere model of [15]. The O3 profile was modified with a sharp bump in the
18–24 km altitude range, reflecting the double–peak sometimes observed in the real O3 profiles
in pre ozone hole conditions (see [16]).

Instrument configuration, including field of view, vertical scan pattern and spectral line–
shape, was adjusted to the MIPAS optimized resolution scenario [17]. Spectral measurement
noise was added to synthetic observations. For altitudes ≤ 40 km the noise was chosen con-
sistent with MIPAS specifications; for altitudes > 40 km the noise was amplified by a factor
20 in order to obtain amplified oscillations in the unregularized retrieved profile. The initial
guess profile was obtained by multiplying the climatological profile by a factor of 1.3 and with
no bump modification. In this test the LM term was kept as small as possible (α = 10−3) in
order to limit its regularization effect. Because of the artificially amplified errors, the LM term
is however necessary to guarantee the convergence of the minimization sequence.

Figure 1 illustrates the results of the test. Panel (a) shows the reference profile (solid gray),
the initial guess profile (dashed black), and the LM solution (solid blue). The same panel shows
also the solutions regularized with the VS (solid green), EC (solid orange) and IVS (solid
purple) methods. Panel (b) shows the LM retrieval errors calculated as the square roots of the
diagonal elements of the covariance matrix SOE (dashed blue). The same panel shows also
the differences between the LM (solid blue), VS (solid green), EC (solid orange), IVS (solid
purple) solutions and the reference profile, i.e. the actual errors.

From Fig. 1 we see that all the considered regularization methods are able to preserve the
sharp bump feature of the reference profile in the 18–24 km altitude range. Above 40 km how-
ever, the artificial oscillations induced by the large noise are better smoothed out by the VS
and IVS methods. In fact, while all the presented methods are self-adaptive (i.e. they adjust the
regularization strength on the basis of the error bars of the unregularized profile), the altitude-
dependence of the VS and IVS methods permits to achieve a stronger regularization localized in
the altitude range where the error bars of the unregularized profile are particularly large (above
40 km). From panel (b) we see that on average the VS and IVS profiles are consistent with
the LM profile within a fraction we = 1 of the LM error bars as required by the algorithms.
Note that the relatively large errors obtained in this test retrieval are mainly due to the artificial
amplification of the measurement noise that we applied above 40 km. Therefore the results of
this test, while useful to assess the consistency of the IVS method, should not be considered as
representative of the real MIPAS performance.
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Fig. 1. Simulated O3 retrieval with amplified noise above 40 km and artificial bump added
from 18 to 24 km: (a) Reference, initial guess and retrieved profiles; (b) estimated LM
retrieval error and actual differences between retrieved and reference profiles.

6. Results of retrievals from a simulated full MIPAS orbit

In this section we show the results of the IVS method applied to a full orbit of synthetic MIPAS
measurements. Since inspection of a large number of profiles is unpractical, we introduce a few
scalar quantifiers to characterize the performance of the retrieval.

The consistency of the final simulated spectra with the synthetic measurements is measured
by χ̄2

R. This is the arithmetic mean (on the orbit) of the normalized chi-square χ2
R (see [18])

related to individual profile retrievals.
We introduce an oscillation quantifier Ω2 to evaluate the profile smoothness. For any profile
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xi = x(zi), i = 1, . . . ,n we define

Ω2 = 100 ·
√

1
n−2

n−1

∑
i=2

[

xi − xi−1 − xi+1 − xi−1

zi+1 − zi−1
(zi − zi−1)

]2

. (19)

The quantity Ω2 is proportional to the root mean square distance between each profile point xi

and the linear interpolation at zi from the two adjacent points xi−1 and xi+1. When the zi are
equispaced, Ω2 is proportional to the �2 norm of the discrete second derivative of the profile.
We then take the arithmetic mean Ω̄2 (on the orbit) of the Ω2 related to individual profiles.

Any regularization scheme with strength ΛΛΛ aims at a reduction of Ω̄2, at the expenses of an
increase of χ̄2

R. To measure the efficiency of a regularization scheme, we introduce the quantifier

E =
Ω̄2(ΛΛΛ = 0)χ̄2

R(ΛΛΛ = 0)

Ω̄2(ΛΛΛ)χ̄2
R(ΛΛΛ)

. (20)

In this expression the quantities in the numerator refer to the unregularized solution, while those
in the denominator refer to the regularized solution. Of course this expression is meaningful
only for relatively small increases of χ̄2

R. We use E only as an additional parameter to evaluate
the quality of a regularization scheme.

Finally we consider the number of degrees of freedom (DoF) of the retrieval, calculated as
the trace of the averaging kernel matrix [13]. This quantifier represents the overall reduction
of the vertical resolution as a consequence of the applied constraints. We divide this number
by the number n of points of the retrieved profile, since this latter can vary from scan to scan
due to cloud contamination. We then take the arithmetic mean DoF/n on the orbit. Note that
1−DoF/n measures the fraction of the vertical resolution lost (with respect to the LS solution)
because of external constraints. Therefore 1−DoF/n is also an estimator of the overall strength
of the combined effect of the LM technique and the a-posteriori regularization.

Since in this test the true atmosphere is known, we can also characterize the error of the
retrieved profiles with the mean (Δx) and the standard deviation (σ ) of the difference between
the retrieved and the true profile at each retrieval grid point along the orbit.

In this section we still use synthetic MIPAS measurements generated assuming the clima-
tological atmosphere of [15]. We however apply an interpolation within the tabulated latitude
bands to avoid latitude intervals with constant atmosphere and large jumps at the edges. In this
test retrieval errors due to interfering species and pressure and temperature error propagation
in VMR are avoided by assuming the true atmospheric state except for the retrieval target. For
the retrieval target the initial guess is set equal to the true profile multiplied by 1.3. We used the
same convergence criteria as the ESA Level 2 Processor version 6.0. These consist in checking
the inter-iteration variation of the state-vector and of χ2. The thresholds were adjusted to keep
the convergence error smaller than 10% of the error due to the measurement noise. A more
comprehensive description of the convergence criteria may be found in the technical note [19].

We compare the IVS method with the LM, EC and VS methods. As mentioned in Sect. 1,
the EC regularization is not used in the H2O retrievals, hence the related results are missing.

In Table 1 we report Δx and σ for each target parameter and retrieval method. For reference,
we also report the standard deviation of the LS profiles. Since the pure LS method does not
always converge, we calculate the σ of the LS profiles (σLS) as the average of

√

(SLS) j j over
the altitudes z j and the scans of the orbit.

To check the altitude behavior of the errors, we also broke down the differences between
retrieved and true profiles into altitude bins centered around nominal MIPAS tangent altitudes.
For each bin we calculated the mean and the standard deviation of the sample. The plot of
Fig. 2 shows the altitude behavior of the standard deviations for H2O retrieval. The σ of the LS
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Table 1. Summary of retrieval errors from a full orbit of synthetic MIPAS measurements.
Average (Δx) and standard deviation (σ ) of the differences between retrieved and true pro-
file (K for temperature and ppmv for VMR). The standard deviation of the LS profile is
estimated from the diagonal of the SLS matrix, and is reported for reference.

LS LM EC VS IVS
T Δx 7.227E-3 7.579E-2 1.546E-1 2.743E-2

σ 1.598E+0 6.781E-1 6.211E-1 7.317E-1 5.054E-1
H2O Δx 9.369E-2 8.103E-2 8.784E-2

σ 2.040E+0 2.638E+0 2.535E+0 2.559E+0
O3 Δx -5.876E-4 -4.182E-3 -6.531E-3 -1.885E-3

σ 1.451E-1 8.460E-2 6.122E-2 5.684E-2 5.011E-2
HNO3 Δx 2.121E-6 -7.675E-7 -4.736E-7 -9.113E-7

σ 5.395E-4 1.965E-4 1.538E-4 1.485E-4 1.276E-4
CH4 Δx 1.057E-3 6.753E-4 -4.754E-4 8.914E-4

σ 1.434E-1 5.961E-2 4.037E-2 1.822E-2 1.910E-2
N2O Δx 1.556E-6 -2.638E-4 -3.735E-4 4.910E-5

σ 3.552E-2 7.382E-3 4.665E-3 4.535E-3 4.091E-3
NO2 Δx -6.315E-5 -4.798E-5 -5.532E-5 -5.715E-5

σ 3.951E-4 2.234E-4 2.061E-4 2.707E-4 1.754E-4

method (σLS) is calculated by binning
√

(SLS) j j. Figure 3 shows the retrieved H2O profiles for
a sample scan.

In Table 2 we report, for each target species and retrieval method, the values of χ̄2
R, Ω̄2, E

and DoF/n, except for the reference (REF) profile, for which only the Ω̄2 is defined. The last
row of the table contains the efficiency E averaged over the retrieval targets.

From Table 1 we can see that, for all retrieved profiles Δx is smaller than the related σ ,
thus indicating that the bias of the retrieved profiles is not significant. We also note that in
general the tested regularization methods achieve a reduction of the σ with respect to the LM
technique. The estimated σ contains the contributions of both the smoothing error and the
retrieval noise [13]. Hence the smoothing error possibly introduced by the regularization is
generally more than compensated by the achieved reduction of the noise error.

The standard deviation of the retrieved profiles is much smaller than σLS except for the H2O
case, where σLM is already greater than σLS. In the H2O case the differences between retrieved
and reference profiles, while mostly constant if normalized to the profile value, become very
large below the tropopause. As a consequence the global σLM remains quite large, because its
value is driven by the squares of the differences. The same effect does not apply to σLS, which is
simply the arithmetic average of the

√

(SLS) j j. This can be seen from Fig. 2 where, conversely,
each binned σLM is smaller than the related σLS. The effect of the damping of λ (0)(z) in the
water retrieval can also be seen in Fig. 2, where σLM ∼ σIVS below approximately 12 km.

From Table 2 we see that a good reduction of the Ω̄2 is achieved at the expenses of a marginal
increase of the χ̄2

R. Because of their altitude-dependent strength, the VS and IVS methods
have a better efficiency in reducing the oscillations of the profiles. Despite the theoretical sub-
optimality, the IVS achieves comparable performances with respect to the VS method. The only
marginal increase of the efficiency in the water vapor case is motivated by the fact that here, the
Ω̄2 quantifier is dominated by the contributions of the steep part of the profile below the tropo-
pause, where the profile is only marginally regularized because of the damping we applied to
λ (0)(z). Nevertheless the profile oscillations in the stratosphere are well smoothed out by the
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Table 2. Summary of retrieval performances for simulated MIPAS measurements of orbit
15451.

REF LM EC VS IVS
T χ̄2

R 1.034 1.043 1.069 1.051
Ω̄2 114.560 145.942 126.805 105.525 115.345
E 1.000 1.141 1.337 1.245
DoF/n 0.621 0.541 0.341 0.405

H2O χ̄2
R 1.022 1.031 1.027

Ω̄2 1061.717 1138.427 1096.538 1101.650
E 1.000 1.029 1.029
DoF/n 0.712 0.367 0.376

O3 χ̄2
R 1.105 1.120 1.113 1.110

Ω̄2 16.269 21.260 17.350 15.099 15.633
E 1.000 1.209 1.398 1.353
DoF/n 0.808 0.707 0.448 0.538

HNO3 χ̄2
R 1.038 1.041 1.041 1.040

Ω̄2 0.025 0.040 0.032 0.026 0.025
E 1.000 1.255 1.522 1.559
DoF/n 0.512 0.446 0.374 0.383

CH4 χ̄2
R 1.038 1.041 1.045 1.042

Ω̄2 1.075 8.502 5.579 1.156 1.523
E 1.000 1.520 7.309 5.563
DoF/n 0.655 0.585 0.341 0.419

N2O χ̄2
R 1.028 1.029 1.036 1.032

Ω̄2 0.376 0.880 0.585 0.296 0.287
E 1.000 1.503 2.954 3.049
DoF/n 0.602 0.534 0.339 0.381

NO2 χ̄2
R 1.010 1.013 1.017 1.013

Ω̄2 0.040 0.052 0.043 0.044 0.035
E 1.000 1.204 1.181 1.508
DoF/n 0.740 0.613 0.387 0.474

E 1.000 1.262 2.390 2.186

VS and IVS methods as illustrated in Fig. 3, even if this effect is not properly factored by Ω̄2.

7. Retrieval from real MIPAS data

In order to verify that the good performance of the IVS method persists also when real MIPAS
measurements are processed, in this section we report the results of a test based on real obser-
vations. We selected 12 orbits of MIPAS measurements from the year 2007. The measurements
cover the four seasons to ensure that the test includes sufficient atmospheric variability. Table 3
shows the results of the test, with the same format of Table 2. In this case the reported quantities
are averages on all the scans (1128 in total) of the considered orbits. Note that the H2O retrieval
in the EC case has been carried out with the LM method. The difference in the H2O results with
respect to the full LM case is mainly due to the method used to retrieve the temperature.

We may compare the results of the full orbit retrieval from synthetic (Table 2) and real (Ta-
ble 3) measurements. The numbers reported in Table 3 show clearly that, globally, the perfor-
mance of the regularization is preserved also when real measurements are processed. We note
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Table 3. Summary of retrieval performances for real MIPAS measurements of a sample of
12 orbits.

LM EC VS IVS
T χ̄2

R 2.104 2.118 2.125 2.127
Ω̄2 404.822 319.123 275.472 316.174
E 1.000 1.260 1.455 1.266
DoF/n 0.709 0.641 0.623 0.562

H2O χ̄2
R 1.308 1.303 1.307 1.313

Ω̄2 554.655 563.159 474.101 480.638
E 1.000 0.989 1.170 1.150
DoF/n 0.771 0.772 0.442 0.421

O3 χ̄2
R 2.200 2.197 2.213 2.208

Ω̄2 48.461 36.766 31.393 35.115
E 1.000 1.320 1.534 1.375
DoF/n 0.764 0.701 0.571 0.601

HNO3 χ̄2
R 1.622 1.620 1.605 1.602

Ω̄2 0.084 0.066 0.059 0.057
E 1.000 1.269 1.446 1.486
DoF/n 0.682 0.593 0.453 0.518

CH4 χ̄2
R 1.926 1.908 1.910 1.915

Ω̄2 33.343 23.729 12.204 14.185
E 1.000 1.419 2.755 2.364
DoF/n 0.724 0.670 0.470 0.520

N2O χ̄2
R 1.875 1.867 1.872 1.873

Ω̄2 4.612 3.218 1.532 1.825
E 1.000 1.440 3.015 2.530
DoF/n 0.674 0.629 0.441 0.473

NO2 χ̄2
R 1.308 1.309 1.306 1.310

Ω̄2 0.113 0.089 0.088 0.068
E 1.000 1.281 1.293 1.670
DoF/n 0.750 0.645 0.423 0.520

E 1.000 1.282 1.810 1.692

that the Ω̄2 of the LM retrieved profiles is generally smaller in the synthetic case. This is due to
the combination of two causes. First, synthetic measurements do not include systematic model
errors which are present in the real observations. Second, the reference model atmosphere of
the synthetic test retrieval is probably smoother than the actual atmosphere sounded by MIPAS
in the selected orbits. The only exception is H2O. In this case the presence of clouds in the sam-
ple of real measurements makes the average bottom altitude of the profiles higher than in case
of orbit 15451, used to model the synthetic measurements. As already mentioned, in the case
of H2O the Ω̄2 quantifier is dominated by the contributions of the profile below the tropopause,
hence the smaller value obtained with real measurements.

8. Conclusions

In this paper we present a new approach to the variable strength (VS) Tikhonov regularization
that we already proposed in a earlier paper [7]. The new approach avoids the two drawbacks of
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the VS method: the dependence on an external specifically tuned minimization routine and the
increase of computing time by about 20%.

The new method we propose, the iterative variable strength (IVS), has the same rationale of
the VS method. The aim is to apply the strongest possible regularization that, within pre-defined
margins, preserves the compatibility of the regularized profile with the observations (only a
small increase of chi-square is permitted) and does not destroy the profile vertical resolution.
Instead of minimizing a target function, the IVS method starts with a large (strong) Tikhonov
constraint at all altitudes, then decreases it locally and iteratively, until the user requirements
on chi-square and vertical resolution are met.

We prove the self-consistency of the proposed algorithm on the basis of synthetic limb-
scanning observations. In particular we show that the IVS method is able to preserve sharp
profile features, such as ozone double peaks, that might be unexpected and therefore not mod-
eled in the initial guess of the retrieval. Based on the analysis of a statistically significant set
of synthetic observations we also quantify the bias and the smoothing error introduced by the
regularization. It turns out that the bias is one order of magnitude smaller than the noise error.
Furthermore, in total, the smoothing and the noise error components of the regularized profile
never exceed the noise error of the unregularized solution.

We measure the performance of the regularization on the basis of its capability to damp the
profile oscillations with a marginal chi-square increase. Based on both synthetic and real MI-
PAS measurements we evaluate the performance of the proposed IVS method in comparison to
the original VS algorithm and to the error consistency (EC) method currently implemented
in the on-line ESA Level 2 processor for MIPAS. In all the tested cases the IVS method,
while sub-optimal with respect to the VS, achieves similar good performance. Compared to
scalar regularizations, the altitude-dependence of the VS and the IVS methods permits to better
smooth-out profile oscillations when these are associated with large retrieval errors localized in
specific altitude ranges. The self-adaptability of the VS and IVS methods permits to obtain a
sufficiently strong regularization and, at the same time, the risk of over-smoothing sharp profile
features is avoided when related information is present in the analyzed observations.

Compared to the VS, the IVS method does not rely on external minimization routines, there-
fore the method is more robust, its implementation is easier and the required computational
effort is much smaller. For the tests presented in this paper the additional computing time
required by the IVS method amounts to only 1.5% of the total retrieval time. The proposed
method can be implemented in any Gauss-Newton-type algorithm for the retrieval of vertical
distribution profiles. Currently the IVS algorithm is coded in a standard FORTRAN routine
both in a stand-alone version and in a version integrated within the ORM code. The routine can
be easily interfaced with any existing inversion software. The authors will freely supply the IVS
routine to scientists who would like to test the algorithm in their inversion codes, for no-profit
purposes.
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