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#### Abstract

The presence of extended bi-dimensional defects is one of the key issues that hinder the use of wide band-gap materials hetero-epitaxially grown on silicon. In this work, we investigate, by STEM measurements and molecular dynamic simulations, the structure of two of the most important extended defect affecting the properties of cubic silicon carbide, 3C-SiC, hetero-epitaxially grown on (001) silicon substrates: (1) stacking faults (SFs) with their bounding threading dislocation arms, even along with unusual directions, and (2) inverted domain boundaries (IDBs). We found that these two defects are strictly correlated: IDBs lying in $\{111\}$ planes are intrinsically coupled to one or more SFs. Moreover, we observed that threading partial dislocations (PDs), limiting the SFs, appear to have non-conventional line directions, such as [112], [123], and [134]. Molecular dynamics simulations show that [110] and [112] directions allow for stable dislocation structures, while in the unusual [123] and [134] directions, the PDs are composed of zig-zag dislocation lines in the [112] and [110] directions.
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## 1. Introduction

Despite the great efforts of the scientific community, the quality of many wide band-gap semiconductors grown on silicon substrates is still limited by the presence of extended defects, which hinder their use in the microelectronic industry. 3C-SiC is a very interesting material, [1] not only for electronic applications. Indeed, it has a number of properties that allow to use it in new emerging fields, such as photocatalysis, water splitting, or for biological applications [2-11]. As compared to the mostly used $4 \mathrm{H}-\mathrm{SiC}$ polytype, 3C-SiC has higher bulk and channel electron mobility (up to 1000 and $250 \mathrm{~cm}^{2} \mathrm{~V}^{-1} \mathrm{~s}^{-1}$, respectively) [7-9] and lower trap density at the oxide-semiconductor interface (3C-SiC/SiO 2 ) [8,9,12]. The use of $3 \mathrm{C}-\mathrm{SiC}$ polytype, instead of $4 \mathrm{H}-\mathrm{SiC}$, can boost the transition to a green economy. 3C-SiC based MOSFET devices (working

[^0]in the range of breakdown voltages below 1200 V ) can be used to drive power electric vehicles, air conditioning, and LED lighting systems [13,14]. It will be possible because the 3C-SiC polytype is stable at temperatures below the melting temperature for silicon, meaning that it can be grown on silicon substrates, reducing considerably the cost of the SiC wafer production. It also reduces considerably the power dissipation with respect to $4 \mathrm{H}-\mathrm{SiC}$ in this range of breakdown voltage.

Despite the promising importance of 3C-SiC material for semiconductor applications, as well as more than 30 years of studies on it, the problem of the 3C-SiC hetero-epitaxy on silicon is far from being solved [15]. The most important issues are related to the presence of 2D extended defects in the epitaxial layers. Stacking Faults (SFs), along with the partial dislocations (PDs), together with inverted domain boundaries (IDBs) are the most important 2D extended defects in 3C-SiC films, grown hetero-epitaxially on (001) Si substrates. Notwithstanding the importance of the extended 2D defects on the electrical and mechanical properties of the 3C-SiC, only a limited number of papers describe the fine structure of such defects

The IDBs are the most important 2D extended defects affecting the properties of 3C-SiC grown on "on-axis" (001) Si wafers. They
are related to the formation of crystallographic domains [16-18]. These defects nucleate due to two different configurations of the Si-C dimers on the surface: Si-C dimers can be arranged in two perpendicular alignments. Owing to crystal symmetry, rotation by $90^{\circ}$ around [001] is equivalent to flipping the crystal upside down (i.e. rotation by $180^{\circ}$ around [110]). In literature, IDBs are called also anti-phase boundaries (APB) [14,17]. IDBs cause the electrical failure of $3 \mathrm{C}-\mathrm{SiC} /(001)$ Si-based devices [19-22]. Current maps in the nano-scale range obtained by conductive atomic force microscopy showed that IDBs are the main defects responsible for the short circuit, under both reverse and forward bias polarization [20]. Recently, high-resolution STEM images of the IDBs, lying in the $\{110\}$ planes, revealed that they are coherent, have no polar character, and are composed of distorted Si-C bonds, forming a square and a semi-octahedral structure with undistorted bonds [22]. To the best knowledge of us, no structure of the IDBs in the planes other than $\{110\}$ was reported so far in SiC .

Hetero-epitaxial growth of 3C-SiC on (001) Si suffers from two main issues: interfacial lattice mismatch between Si and SiC and the difference in thermal expansion coefficients. These two issues lead to the formation of misfit and Lomer dislocations at the hetero-interface [23] and the presence of local strain field within the epilayer. The presence of domain boundaries together with the residual stress (as well as other minor factors such as e. g. dopant segregation) can drive the formation of both perfect and partials dislocations (together with SFs) in the epilayer, and disconnections in the IDBs [24-29]. For sake of clarity, we can recall that disconnections are topological line defects constrained to crystalline interfaces with both step and dislocation character and we also recall that SFs consist of a wrong stacking order with respect to the 3C-SiC one [28-36] (for insights, and definitions the reader can refer to Ref. [27]). The SFs, being generated at the interface, are able to propagate into the SiC epilayer toward the surface and greatly affect the mechanical and electrical properties of the material. In particular, it was recently demonstrated by conductive-AFM that SFs act as preferential current paths under forward polarization [19]. SF is bordered by two PDs, which limit the wrong sequence plane from the perfect $3 C$ sequence regions. It has been also demonstrated recently that the dislocation complexes bounding multiple SFs generate intra-gap electronic states in the materials causing leakage currents [20]. The shape, direction, and stability of PDs bounding the SFs are of particular importance because the expansion or the shrinking of SFs is driven by the energetics and kinetics of the PDs [37,38]. It was also demonstrated that for other SiC poly-types ( $4 \mathrm{H}-\mathrm{SiC}$ ), the shape of SFs is influenced by the mobility of the PDs, and mobility is notably influenced by the core structure (which can be either of Si- or C-type) of the dislocation [39]. Moreover, the expansion of SFs due to the gliding of PDs leads to their intersections and the formation of other types of dislocations, such as Lomer-Cottrell locks and "forest" dislocations [31].

In this work, we experimentally study the 2D defects in 3CSiC layers hetero-epitaxially grown on (001) Si substrates by using high-resolution scanning transmission electron microscopy (STEM). The nature of IDB allows us to obtain atomic images of the fine structure of the boundary with high resolution (lower than $\AA$ ) and to correlate the SFs with IDBs. PDs are observed at low magnification, and the line directions of the PDs threading the epilayer are found to be different from the expected ones, as predicted by the standard theory of dislocations. Therefore, we investigate by molecular dynamics the stability and the structure of the PDs.

## 2. Material and methods

3C-SiC was grown hetero-epitaxially using chemical vapor deposition (CVD), in a horizontal hot-wall reactor at the LPE industry. The (001) Si substrate was a 4 inch $350 \mu \mathrm{~m}$ thick wafer. Hydrogen
$\left(\mathrm{H}_{2}\right)$ was used as a carrier gas. Before the growth, the Si substrate underwent a carbonization step at $1100^{\circ} \mathrm{C}$ by introducing ethylene [40]. The CVD growth process was performed at a pressure and temperature of $10^{4} \mathrm{~Pa}$ and $1370^{\circ} \mathrm{C}$, respectively. The gases used during the growth were trichlorosilane (TCS) and ethylene $\left(\mathrm{C}_{2} \mathrm{H}_{4}\right)$ as silicon and carbon precursors, respectively [41,42]. At the applied experimental conditions, only the 3C phase was detected in the hetero-epitaxial layer on Si , and the final 3C-SiC thickness was $30 \mu \mathrm{~m}$.

Scanning Transmission Electron Microscopy (STEM) was carried out on a JEOL ARM200F probe Cs-corrected TEM, equipped with a cold FEG and working at 200 kV . We operated with three detectors, acquiring three images contemporaneously: at low, medium, and high scattering angles. We follow the defects from the low magnification to the high resolution. Low angle detector allows us to have Bright Field (BF) images while the High Angle Annular Dark Field (HAADF) detector (with an inner semi-angle of 80 mrad ) was used to obtain the dark-field STEM images. In this configuration the signal in the image is mainly related to the atomic number Z , allowing a direct identification of the carbon and silicon atomic columns at the distance of $1.1 \AA$ each other. The images were exported by using the Digital Micrograph Software and analyzed with ImageJ software. We used ImageJ tools to denoise, smooth, and modify the contrast of the images.

Images in "plane view" were acquired with a JEOL JEM2010F in TEM mode. Diffraction contrast was used in standard and twobeam configuration for the study of the SFs and PDs.

Molecular dynamics simulations of the evolution of PDs in the 3C-SiC layers were performed using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) code [43]. Dislocation dipoles consisting of two PDs with opposite Burgers vectors, separated by a stacking fault, were inserted in the (111) plane of the simulation cells, by shifting all the atoms in the simulation cell by the displacement vectors according to the dislocation theory [36]. Periodic boundary conditions were applied in all three directions of the simulation cell. The annealing was performed at the simulation temperature of 2000 K in the NoseHoover thermostat regime during 15 ps. The time step was equal to 0.3 fs , ensuring energy conservation during the simulation runs. To avoid the influence of the SF energy in the evolution of dislocation dipoles, analytical bond order potential (ABOP) was chosen for MD simulations [44]. This potential is parameterized in such a way that only the interactions of nearest-neighbor atoms are taken into account. Therefore, ABOP makes no difference in energy between various SiC polytypes and the SF energy is equal to zero. Still, ABOP enables a more correct description of the dislocation core configurations, as compared to other empirical potentials [45]. Analysis of the dislocation structures in the next section was performed with the OVITO or VESTA software [46,47].

## 3. Results and discussion

### 3.1. Stacking faults structure

The 3C-SiC has a zinc-blend crystallographic structure and SFs lie always in the $\{111\}$ planes $[35,36]$. In low magnification and (110) projected TEM images, SFs can appear either as straight lines or having trapezoidal shapes, as considered below. Two of the four $\{111\}$ planes (namely the ( $1 \overline{1} 1$ ) and the ( $\overline{1} 11$ ) ones) are perpendicular to the (110) observation plane, as shown in the upper part of Fig. 1, and they appear as straight lines. On the contrary, SFs that lie in the (111) and ( $\overline{1} \overline{1} 1$ ) planes intersect the TEM lamellae faces and are trapezoidal in shape. One of such SFs is shown in the upper part of Fig. 1 as well. In this image, it is also possible to see the PDs, highlighted in red, that border the SF to the perfect


Fig. 1. Cross-section TEM image of the $3 C-$ SiC layer in the (110) projection. Top part: SFs lying in the ( -111 ) plane appear as lines tilted $45^{\circ}$ off, while SFs lying in the (111) plane are visible as trapezoidal-shaped. PDs at the SF edges are shown in red while the intersections of the SF with the TEM lamellae are indicated by light blue lines.Bottom part: HAADF-STEM images showing the three kinds of SFs observed in $3 \mathrm{C}-\mathrm{SiC}$. They consist of 1 , 2, or 3 faulted atomic layers. The SF faulted layers are indicated with yellow arrows while the white lines are drawn as guides for eyes. Marker is the same for all three images. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

3C-SiC crystal. The SF intersections with the lamella surfaces are evidenced by light-blue lines.

SFs detected in the 3C-SiC can belong to one of the three types, depending on the number of atomic planes with the wrong orientation of the Si-C dimers (with respect to the perfect crystal) they contain [20,22,23]. Namely, $\mathrm{SF}<1>, \mathrm{SF}<2>$, and $\mathrm{SF}<3>$ are made up of one, two or three faulted atomic layers, and are called intrinsic, extrinsic, and conservative SFs, respectively [20,22,23]. In the lower part of Fig. 1, all the three SF types are shown in the cross-view HR-STEM images in the lower panels of the figure. The yellow arrows indicate the faulted atomic planes.

Fig. 2 a-e shows a series of images of SFs (lying in the (111) plane), in projection onto the (001) plane (plane view). The SFs intersect the upper and the lower part of the TEM lamellae by the lines in the $\langle\overline{1} 10\rangle$ direction that are marked as the black dotted lines. Let's consider first the SF presented in Fig. 2a. PDs bounding this SF to the not-faulted 3 C -SiC crystal are marked by white dotted lines. One of the PDs is vertical and the other one is horizontal, having projected coordinates $<0,1\rangle$ and $\langle 1,0\rangle$, respectively. If they are considered in 3D space, these dislocations lie in the (111) plane: thus, the three-dimensional vector coordinates of their lines are easily calculated to be $\langle 01 \overline{1}\rangle$ for the vertical PD and $\langle 10 \overline{1}\rangle$ for the horizontal PD, respectively. Following the same considerations, the coordinates of the line vectors for all the PDs found in Fig. 2 can be calculated. For easy recognition of the projected directions onto the (001) plane, we draw the arrows corresponding to the directions $<1,3>,<1,2>,<1,1\rangle,<2,1>$, and $<3,1>$ in the bottom-left part of Fig. 2. In Fig. 2b, two white dotted lines indicating the SF bounding PDs, have the projections in the directions $<2,1>$ and $<1,1>$. It means that their three-dimensional line vectors are $\langle 21 \overline{3}\rangle$ and $\langle 11 \overline{2}\rangle$ respectively. In Fig. 2c, PDs lines lie in the directions $\langle 12 \overline{3}\rangle$ and $\langle 21 \overline{3}\rangle$, while in Fig. 2d and e in the directions $\langle 13 \overline{4}\rangle,\langle 11 \overline{2}\rangle$ and $\langle 10 \overline{1}\rangle$. Based on the results of experimental observations here presented, it is apparent that the dislocations are characterized by peculiar families of line directions, which are [110] as well as [112], [123] and [134]. For the sake of scientific
rigor, we can note here that some of the PDs showed in Fig. 2 are blurry (especially those aligned in the [123] or [134] line directions). They can be considered straight only roughly and (as it will be shown in the next) they can be composed by smaller segments.

Let's consider a particular SF, for example, Fig. 3a reports the bright-field TEM images of an isolated one. In this figure, white lines are parallel to the PDs lines and the brace individuates the position of the SF. Note that the dislocation line on the left is parallel to $\langle 11 \overline{2}\rangle$ direction while the PD on the right is composed of two linear segments parallel to $\langle 10 \overline{1}\rangle$ and $\langle 11 \overline{2}\rangle$ directions, respectively. Now, we wonder if a correlation exists between unusual PD directions (in this case $\langle 11 \overline{2}\rangle$ ) and the Burgers vector of the PDs. The information on the Burgers vectors of the PDs can be obtained using TEM images in the two-beam configuration i.e. by selecting the transmitted beam and another beam with defined scattering vector $\mathbf{g}$, also using the so-called invisibility criterion. The invisibility criterion states that when the scattering vector $\mathbf{g}$ is perpendicular to the Burgers vector of the dislocation (or the translation vector of the SF ), the dislocation (or SF) has very low contrast, so it becomes invisible [48]. In Fig. 1 S.I., we report the diffraction pattern of the crystal of Fig. 3 together with the scattering vectors $\mathbf{g 1}, \mathbf{g 2}$, and g3. These vectors individuate the spots used in the two-beam configuration analyses. In Fig. 2.S.I.-5.S.I. some images of the sample, acquired by using the bright field (Fig. 2 S.I.) and the $\mathbf{g 1}$ (Fig. 3 S.I.), g2 (Fig. 4 S.I.), and $\mathbf{g 3}$ (Fig. 5 S.I.) vectors in a two-beam configuration are presented; the direction of the vector $\mathbf{g}$ is indicated by a red arrow. Now, we focus our attention on the particular SF observed in Fig. 3. The image in Fig. 3b is taken in the same region as Fig. 3a, using the two-beam configuration. We considered the transmitted beam and the $\langle 2 \overline{2} 0\rangle$ diffracted beam (i.e. the vector g2 of Fig. 1 S.I.). In this image, only the PD on the left (in the $\langle 11 \overline{2}\rangle$ direction) can be seen, while both SF and PD on the right have very low contrast, i.e. the invisibility criterion is fulfilled.

Let's now discuss these findings as follows. In Fig. 3b, the SF disappears because the $\mathbf{g} 2$ vector ( $\langle 2 \overline{2} 0\rangle$ ) is perpendicular to one of the equivalent translation vectors of the SF, namely $\langle 11 \overline{2}\rangle$, so the SF


Fig. 2. Low-resolution plane view of several SFs laying on (111) plane. The intersection between SF and TEM lamellae and PD, limiting the SF, are highlighted with dotted black and white lines respectively. Directions of the white and black lines are also reported in the figures. On the left down the axis and some important directions projected on the (001) plane are drawn for easy recognition of the PD direction. Marker is the same for all the figures.
becomes invisible according to the invisibility criterion. The invisibility of the PD on the right in Fig. 3b means that its Burgers vector is perpendicular to the vector $\mathbf{g 2}$. Moreover, PDs in the (111) plane (of an FCC crystal as $3 \mathrm{C}-\mathrm{SiC}$ ) can have only one of the three Burgers vectors as follows: $1 / 6\langle 11 \overline{2}\rangle, 1 / 6\langle\overline{2} 11\rangle$, or $1 / 6\langle 1 \overline{2} 1\rangle$ [35]. These vectors are drawn in the left-bottom part of Fig. 3. From the above considerations, it is easy to state that the Burgers vector of the PD on the right is $1 / 6\langle 11 \overline{2}\rangle$ (perpendicular to g2). The angle between the dislocation segments (that compose the dislocation on the right) and the Burgers vector is $30^{\circ}$ for $\langle 10 \overline{1}\rangle$ segment and $0^{\circ}$ for the $\langle 11 \overline{2}\rangle$ segment. We highlight that the latter PD segment has a screw character. On the contrary, the PD on the left is visible as a dotted small curved line. It means that its Burgers vector is not perpendicular to the $\mathbf{g} 2$ vector. It can have either $1 / 6\langle\overline{2} 11\rangle$ or $1 / 6\langle 1 \overline{2} 1\rangle$ direction. Unfortunately, we are not able to distinguish between these two possibilities, but, in both cases, the Burgers vector of the PD is tilted by $60^{\circ}$ with respect to the line direction $\langle 11 \overline{2}\rangle$, i.e. PD on the left has both edge and screw components.

Fig. 3c, provides a schematic representation of the SF together with the dislocation lines and their Burgers vectors: white and blue lines show PDs lines and Burgers vectors, respectively. The angles between the dislocation line directions and the Burgers vectors are also presented in this image. The PD on the left is shown to have a Burgers vector $1 / 6\langle\overline{1} 2 \overline{1}\rangle$ and direction of the dislocation line $\langle 11 \overline{2}\rangle$, with the angle of $60^{\circ}$ between them (different from the typical angle of 30 or $90^{\circ}$ [35]). The PD on the right has the Burgers vector $1 / 6\langle 11 \overline{2}\rangle$ and is composed of two segments tilted $30^{\circ}$ ( $\langle 10 \overline{1}\rangle$ ) and $0^{\circ}(\langle 11 \overline{2}\rangle)$ with respect to the dislocation line direction. In this case, the presence of $\langle 11 \overline{2}\rangle$ line segment can be favored by its screw character, having smaller line energy, as compared to the edge dislocation. In further analyses, we observed angles lower than $30^{\circ}$ for line dislocations in the unusual [123] and [134] line directions.

The peculiar dislocation line directions have to be the result of the minimization of the dislocation energy. In order to discuss the formation of particular line directions observed experimentally, we recall here the principal rules that determine the PD line directions [35,36]: (1) a dislocation tends to be as short as possible, thus minimizing its self-energy and 2) a dislocation "runs" in the minima of the Peierls potential, i.e. it tends to align along with the specific preferred low-energy directions. These two rules indicate that PDs in 3C-SiC crystals should preferably align in the $<110>$ directions, always favorable in FCC lattices [35]. Moreover, the direction of the Burgers vector could also influence the PD line direction. Indeed, the third rule for the direction of the dislocation line states that a dislocation tends to have a screw component as larger as possible since the self-energy per unit length of a screw dislocation is smaller than that of an edge dislocation. So, it is possible to understand that the dislocation lines are straight (following the first rule) and some of these PD lines lie on [110] and [112] (second rule) directions. However, these rules are unable to explain the experimental TEM images shown in Fig. 2 b-e, where [132] and [143] line directions are observed.

To better understand the formation of the "weird" PDs line directions, we have studied the stability of PDs with [132] and [143] line directions using MD simulations. Fig. 4 shows the transformation of the dislocation line (shown in green color), initially in the $<132>$ direction, as the result of the simulated annealing at 2000 K during 15 ps . Analogous results for the $<143>$ direction of the dislocation line are presented in Fig. 6 S.I. It can be seen from these figures that the dislocation lines under study are not stable and evolve during annealing. In particular, both of them acquire a zigzag shape, made out of segments aligned in the $<011>$ direction (known to be the preferential ones for PDs, from the crystallographic point of view), in alternation with the segments aligned in the $<121>$ direction, favored by their screw nature with a smaller


Fig. 3. (a) Bright-field images of SFs. (b) Two-beam image obtained in the same region of figure a. The $\mathbf{g}$ vector used for image contrast is indicated by a red arrow. (c) Schematic representation of SF with dislocation lines, Burgers vectors, and angles between the two. White lines are parallel to the PD lines, brace individuates the position of the SF. They are drawn as a guide for the eye. Blue arrows are the Burgers vector of the PDs. PD Burgers vectors direction allowed in an FCC crystal are also reported on the left down part of the figure. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)


Fig. 4. MD simulated evolution of the PD with dislocation lines along the $<132>$ direction: a) before annealing b) after annealing. Burgers vectors are drawn in the right down part of the figure. The particular Burgers vector used in the simulation ( $1 / 6<121>$ ) is highlighted in red. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)


Fig. 5. (a-c) Scheme of the evolution of the PD loop with different sizes. For small size (a), only [110] direction lines are observed while for larger size (b) also [112] directions appear. For very large size (c) [132] and [143] directions (highlighted in red) appear. Panel (d) presents the MD simulated snapshots of the change of the dislocation line direction from the preferential $<110>$ to the $<112>$ one as a result of energy minimization by shortening the dislocation length near the free surface. Blue atoms represent the atoms in the 3 C -SiC zinc-blend structure, orange color refers to the stacking fault, and green lines are the lines of the Shockley PDs. e) a representation of the configurations found in Figs. 2 is drawn: PDs on the plane (111) are colored magenta, green, dark, and light blue. 〈 110$\rangle$ black lines are the intersections of the (111) plane with the lamellae faces (almost (001) plane). Black arrows are the Burgers vectors in the (111) plane. Note that blue lines (dark and light) have a zig-zag shape as it is discussed in the text. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
self-energy, as compared to other directions. We may conclude, therefore, that the observed dislocation lines oriented along <132> (and $<143>$ ) directions are, actually, the convolution of step-like lines formed by the segments $<011>$ and $<121>$. In particular, the effective $<132>$ segment of the PD line is formed by one $<011>$ plus one $<121>$ segment, while the $<143>$ segment by one $<121>$ plus "two" $<011>$ segments, respectively.

We can discuss how the appearance of the visible <132> and $<143>$ alignments of the dislocation line (actually consisting of the $<011>$ and $<121>$ segments as shown above) may influence the shortening during loop and semiloop extension. In Fig. 5 ac, we consider the evolution of a PD loop enclosing an SF in the 3C-SiC film. A small initial loop is expected to be formed by six
segments aligned in the equivalent [011] directions, corresponding to the preferential directions of the dislocation line (see Fig. 5a). Increasing the loop size, we expect an increase in its energy due to the elongation of the dislocation line. At a certain size of the loop, it should become energetically favorable to shorten the dislocation length by the formation of segments with different alignments with respect [011] and somewhat higher line energy. Based on the results described above, these new alignments should be along with equivalent [112] directions. The loop shape changes (see Fig. 5 b ), and the formation of the step-like configurations made up by the [011] and [112] line segments is possible. A larger loop induces the formation of [132] and [143] directions (see Fig. 5c), as observed experimentally. Moreover, when the loop reaches the


Fig. 6. Low-resolution cross-section STEM image of an IDB projected on the (110) plane. The regions in which the IDB is perpendicular to the observation plane (110) are highlighted as the region (1) and region (2). In the insets, high-resolution HAADF-STEM images of the Si-C dimer are displayed. Note that Si and C dimer is reversed upside down in the two insets.
surface it becomes a semi loop with threading arms extending throughout the layer. The presence of the free surface, by the action of the image force, allows the threading arms to further decrease their lengths upon a change in their direction towards the direction corresponding to the projection of the free surface normal line in the glide direction. This change can be exploited via the insertion of segments [121], which may induce the aligning of the dislocation line in effective [132] and [143] directions. The illustrated concept was supported by MD simulations in the configuration shown in Fig. 5d. We performed MD simulations for a dislocation line along the $\langle\overline{1} 01\rangle$ direction, close to the surface. We noticed that the dislocation line starts bending towards the normal to the surface. Obviously, in order to observe the completion of this process down to the bottom part of the simulation cell, much larger simulation times would be required.

It should be also noted that the dislocations terminating the stacking fault on the left and right in Fig. 5d, have different terminations, namely with silicon (on the left) and carbon (on the right) atoms. Nevertheless, the character of the evolution of both dislocations forming the $<011>$ | $<121>$ stepping of the dislocation lines, remains the same. We conclude therefore that the mechanism of the formation of the unusual $<132>$ and $<143>$ dislocation line directions is not related to the differences in the velocities of the dislocation segments with different core atom types.

Let's now summarize schematically the findings obtained by TEM and MD simulations. Fig. 5e represents our situation in the plane (111). Black $\langle\overline{1} 10\rangle$ lines are the intersections of the lamellae faces with the (111) plane. Green, light blue, dark blue and magenta lines are the PDs that lie along with the $\langle 11 \overline{2}\rangle,\langle 12 \overline{3}\rangle,\langle 13 \overline{4}\rangle$ and $\langle 01 \overline{1}\rangle$ direction respectively. Black thick arrows are the Burgers vectors in the (111) plane ( $1 / 6\langle\overline{1} 2 \overline{1}\rangle$ and $1 / 6\langle 11 \overline{2}\rangle$ ). The PD on the left (green) has the shorter line connecting the lamellae faces along the (111) plane and has the Burgers vector ( $1 / 6\langle\overline{1} 2 \overline{1}\rangle$ ) titled $60^{\circ}$ respect the line direction. The other PD, on the right, has Burgers vector of $1 / 6\langle 11 \overline{2}\rangle$ and line directions that can be either $\langle 01 \overline{1}\rangle$ (magenta), $\langle 13 \overline{4}\rangle$ (blue) or $\langle 12 \overline{3}\rangle$ (light blue). As above reported, it can lower its length (and thus the energy) by using the $<134>$ or $<123>$ directions by realizing a zigzag structure by combining the $\langle 11 \overline{2}\rangle$ and $\langle 01 \overline{1}\rangle$ segments.

### 3.2. IDB structure

In this section, we report the experimental study of the structure of IDBs, lying in the $\{111\}$ planes, with low and highresolution scanning TEM. In Fig. 6, a cross-section STEM image shows an IDB at low resolution. In the insets of Fig. 6 (white squares), high-resolution images acquired on the left and on the right, with respect to the IDB, evidence that silicon and carbon in both regions are rotated each other. Here, silicon atoms have higher electron scattering cross-sections than carbon atoms, so that they are detectable as larger white halos, while smaller gray shoulders near Si indicate the C atoms. In the top-left inset, the C atoms of the $\mathrm{Si}-\mathrm{C}$ diatoms are located above the Si atoms. On the contrary, Si atoms are above the C atoms in the right-down inset. A boundary develops between these two configurations. Complex white structures, visible in the middle of the image, are due to the 3D structure of the boundary. We remind that this image is a bi-dimensional projection of a three-dimensional boundary onto the (110) plane. Dispersed white regions with a complex structure indicate the places where the IDB does not lie in the plane perpendicular to the (110). In these regions, it is possible to find steps and disconnections. Indeed, there are many indications in the figures that smaller defects are present. Unfortunately, due to their 3D nature, they are not "fully" parallel to the electron beam direction: as an example of complex 3D structure, a three-dimensional intersection of an IDB and a $\mathrm{SF}<2>$ with the presence of disconnections is shown in Fig. 7 S.I. The tridimensional nature of the boundary highly complicates the analyses. Nevertheless, the IDB structure can be unveiled when the IDB lying plane is perpendicular to the (110) plane, as it is found in the two regions highlighted with red squares and individuated with (1) and (2) in Fig. 6. In particular, in the region (1) the boundary lyes in the ( $\overline{1} 10$ ) plane and in the region (2) in the ( $\overline{1} 1 \overline{1}$ ) plane, respectively. Fine structures of the IBD in the regions (1) and (2) are shown in Figs. 8 S.I. and 7. Note that only in these portions, where the boundary is perpendicular to the (110) plane, it is possible to observe the internal structure of the boundary in the high-resolution STEM images.

The high-resolution image of the boundary in the region (2) of Fig. 6 is presented in Fig. 7 on the left, while on the right we show a sketch of its reconstruction. Two peculiarities are apparent about this IDB, namely: (i) it is coherent and (ii) it contains an intrinsic $\mathrm{SF}(\mathrm{SF}<1>)$. In Fig. 7 , the red arrows indicate the plane of the boundary, while the yellow arrow (and the yellowish region) indicate the plane of the $\mathrm{SF}<1>$. The presence of $\mathrm{SF}<1>$ is revealed by a shift in the positions of the C atoms at the $\mathrm{Si}-\mathrm{C}$ dimers by the vector $1 / 6<112>$ with respect to the crystal. The angle between the diatoms, adjacent to the boundary, and belonging to two different crystals, is about $70^{\circ}$ and the bonds are almost undistorted.

In our investigation, we found that other kinds of IDBs are also possible. Two other examples are shown in Fig. 8 and Fig. 9 S.I. In Fig. 8, the IDB, lying along the ( $\overline{1} 11$ ) plane is constituted by a $\mathrm{Si}-$ Si bound and a conservative SF (i.e. $\mathrm{SF}<3>$ ). In the reconstruction presented on the right, the yellowish shaded region is the $\mathrm{SF}<3>$. The red arrow represents the plane of the $\mathrm{Si}-\mathrm{Si}$ bonds while the yellow arrow represents the coherent boundary of the $\mathrm{SF}<3>$ with the rest of the crystal. Fig. 9 S.I shows an even more complex IDB configuration. In this image three SFs are associated with IDB. It is worth noting that all the IDBs lying in \{111\} planes, as observed up to now, are correlated with SFs and the number of SFs is odd.

Other crystals than 3C-SiC exhibit IDBs for example ZnO , AlN and GaAs, GaP, GaSb [46-48]. In all these materials, one lattice is related to the other by both a rotation of $180^{\circ}$ and a small translation nevertheless the structures reported here are different from those reported in the literature [49,50]. An example of IDB structure can be found in Ref. [47] Fig. 3a and b for GaSb. The structure


Fig. 7. IDB laying along the (1-11) plane observed in Fig. 6 region (2). High-resolution cross-section HAADF-STEM image on the left and reconstruction of the boundary on the right is shown. The yellowish shaded region in the reconstruction represents the $\mathrm{SF}<1>$ associated with the IDB. The red arrow represents the plane of the Si-Si bond while the yellow arrow represents the position of the $\mathrm{SF}<1>$ associated with the IDB. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)


Fig. 8. High-resolution bright-field -STEM image of an IDB laying along the ( $\overline{1} 11$ ) plane and its reconstruction on the right. The yellowish shaded region in the reconstruction represents the $\mathrm{SF}<3>$ associated with the IDB. The red arrow represents the plane of the Si-Si bond while the yellow arrow represents the end of the $\mathrm{SF}<3>$ associated with the IDB. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
found in the present article resembles the "coherent mirror twin boundary" already shown in Ref. [47] (Fig. 2b in SiC and 2c for GaAs), indeed, the peculiar distorted hexagonal structure of a twin, highlighted with a red circle in Fig. 7-9 S.I., is apparent. Moreover, here, an additional SF (a further shift in the crystal structure) has to be introduced to couple the two inverted crystals. Twin boundary is very common in SiC due to low interface energy and its presence, associated with an SF (or an odd number of SFs), can realize a very low-energy structure able to couple two inverted crystals.

The copresence of SFs associated with a coherent twin realizing, the IDB, could give some insight into the formation of SFs in $3 \mathrm{C}-\mathrm{SiC}$. As reported by Han et al. and the references therein, lattice dislocations (perfect or partial) and SFs can be emitted (or
adsorbed) from (grain or) domain boundaries under applied stress leaving a disconnection on the boundary [24-27,35,36,45]. Indeed, for strictly topological reasons, both perfect and PDs have to "start" and to "end" on crystal surfaces. Moreover, it was recently demonstrated that the SFs (and PDs) in 3C-SiC can be generated during growth on the IDB due to interface instability [51]. This fact allows us to also speculate on the formation of SFs in 3C-SiC at IDB. Actually, in the present paper, we observed that IDB in $\{111\}$ planes has SFs intrinsically associated to the boundary. IDB can also lie on planes different from \{111\} planes, while SFs are always "anchored" to $\{111\}$ planes. So we can speculate that when the IDB, during the growth, changes the location plane, these two defects could separate each other. So, once the IDB passes "through" the \{111\} plane, an SF could be emitted.

## 4. Conclusions

In conclusion, in this work, we analyzed by extensive STEM measurements the structure of extended defects in 3C-SiC. Highresolution STEM measurements allow us to have information on the structure of SFs and IDBs. Low-resolution plan-view TEM images show that PDs, can also display anomalous lie in nonconventional line directions: [112], [123] and 134]. A TEM analysis in, "two-beam configuration", shows that the angle between the Burger vectors and the dislocation line directions are $60^{\circ}$ or are comprised between 0 and $30^{\circ}$. These considerations allow us to simulate the structure by using a molecular dynamic approach. The simulations show that [110] and [112] directions are stable, while the appearing and weird [123] and [134] directions should be a convolution of zigzag segments along the common [112] and [110] directions.

We also investigate the structure of IDB lying in along the (111) plane at very high resolution, to highlight the very nature of IDBs. In particular, we found that IDB lying along the (111) plane is composed of a Si-Si bound and an odd number of SFs. This structure allows having undistorted bound minimizing the interface energy. SF, associated with the IDB on (111), can be either intrinsic, extrinsic, or conservative. We also speculate that such a structure could realize the "seed" for the nucleation of the SFs.
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