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ABSTRACT Knowledge graphs (KGs) have been proven to be effective for improving the performance of
recommender systems. KGs can store rich side information and relieve the data sparsity problem. There are
many linked attributes between entity pairs (e.g., items and users) in KGs, which can be called multiple-
step relation paths. Existing methods do not sufficiently exploit the information encoded in KGs. In this
paper, we propose MRP2Rec to explore various semantic relations in multiple-step relation paths to improve
recommendation performance. The knowledge representation learning approach is used in our method to
learn and represent multiple-step relation paths, and they are further utilized to generate prediction lists by
inner products in top-K recommendations. Experiments on two real-world datasets demonstrate that our
model achieves higher performance compared with many state-of-the-art baselines.

INDEX TERMS Recommender systems, knowledge graph, semantic representation.

I. INTRODUCTION
Recommender systems (RS) have become increasingly
important for presenting information to users that meets their
personalized preferences. However, it usually suffers from
the data sparsity problem. To improve the performance of
RS, researchers have proposed utilizing side information
[1], [2] to enrich data. Traditional methods [3], [4] use super-
vised learning methods for encoding side information into
item representations to predict user behaviours. Knowledge
graphs (KGs), as an important side information source, have
shown great potential on RS since KGs can link various types
of information related to items into a unified global space.
According to the idea that paths connecting entity pairs have
various latent semantic features that can be used to represent
entities, exploring paths in KGs can promote user preference
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prediction. Some methods, such as meta-path-based models
[5], [6], mainly utilize path-based semantic relatedness coded
in KGs as prediction relevance. However, these methods rely
on manually designed features, thus hindering the improve-
ment of recommendation performance since it is difficult to
design optimal paths that capture unlimited and unaggregated
knowledge.

The development of representation learning (RL) has led
to studies that exploit knowledge graph embedding meth-
ods to represent instances with path semantic features in
KGs for recommendations, and some works [7]–[9] have
achieved good performance. However, the deficiency of
these methods is that they do not consider the different
semantic relations between each data instance encoded in
multistep relation paths. Therefore, they cannot fully distil
the latent features of both item similarity and collaborative
user behaviour, which limits improving the recommendation
performance.
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To solve the problems mentioned above, in this paper,
we propose a novel recommendation framework named
MRP2Rec, which can encode the high-order semantic rela-
tions between entity pairs from KGs into user/item embed-
dings for recommendations without handcrafted features.
More specifically, we first construct a unified graph for trans-
ferring independent instances into a unified global space.
Then, we leverage the knowledge representation learning
method to obtain sophisticated multiple-step relation path
embedding for further generating prediction lists by the inner
product in top-K recommendations. Our model is theoreti-
cally superior to existing methods because various semantic
relations can be exploited from multiple-step relation paths.
It can recommend items to users with implicit features of
user collaborative behaviour as well as item similarity. Three
major contributions of this paper are generalized as follows:
• We propose a novel knowledge graph-based
recommendation framework,MRP2Rec, to perform rec-
ommendations with latent features of item similarity and
collaborative user behaviour exploited from multiple-
step relation paths.

• We develop a modified knowledge representation learn-
ing method to extract various semantic relations from a
constructed unified knowledge graph for a
recommendation.

• Experiments on two datasets demonstrate that our model
achieves better performance compared with many state-
of-the-art baselines.

The rest of this paper is organized into four sections.
Section II introduces the relevant research of this paper.
Section III details the methodology for constructing the
MRP2Rec model, and Section IV discusses the experimental
results to evaluate our model. Section V presents the conclu-
sion and future work of this research.

II. RELATED WORK
To improve recommendation performance with side informa-
tion, Rendle [3] proposed a feature-based factorization model
LibFM to transform latent features, and Cheng et al. [4]
proposedWide&Deep to combine a (deep) nonlinear channel
with a (wide) linear channel to learn valuable knowledge.
Recently, an increasing number of studies have focused on
utilizing KGs storing side information to improve recommen-
dation performance. For example, Catherine and Cohen [10]
combined the strengths of latent factorization with graphs in
their model to make knowledge graph-based recommenda-
tions. In the studies of knowledge graph-based recommender
systems, an important problem is how to fully exploit path
semantics encoded in KGs. Existing models on this issue
can be summarized by two methods: path-based methods and
embedding-based methods.

A. PATH-BASED METHODS
Meta-path, connecting two instances with a sequence of
relations, is popularly used for capturing relevant seman-
tic features carried by KGs for recommendations. Several

studies directly utilize path-based semantic relatedness coded
in KGs as recommendation relevance. For instance, person-
alized entity recommendation (PER) [5] and Hete-CF [11]
combine each user’s multiple types of relations through man-
ually defined meta-paths for a high-quality recommendation.
These methods do not concern the relation semantics of each
instance coded in meta-paths; thus, they perform unsatisfac-
torily on datasets with multiple-relation data. For capturing
semantic relations, Shi et al. [6] and Daqian et al. [12] pro-
posed to infer user preferences over path semantics depicted
through weighted meta-path concepts derived from differ-
ent link attribute values. Hu et al. [13] further proposed a
novel DNN module with a co-attention mechanism MCRec
to combine user embeddings and item embeddings with path-
based context embeddings that make use of the mutual effect
between path semantics and user behaviours.

To better integrate knowledge graphs into recommender
systems, some works learn transformed features from path-
based similarities of KGs to enhance original user or
item representations for recommendations. For example,
the matrix factorization-based dual regularization framework
SimMF [2] mainly extends LFM [1] with entity (e.g., item)
similarities derived from meta-path-based latent features of
KGs where entity relations of different semantics are repre-
sented. Similarly, Zhao et al. [14] generated transformed fea-
tures for instances from meta-path-based similarities through
a ‘‘matrix factorization (MF)+ factorization machine (FM)’’
approach. Although these matrix factorization methods are
effective for extracting path-based latent features for recom-
mendations, the main shortcoming is that they have limited
scalability. Moreover, all the above meta-path-based methods
do not perform well on various nodes and multiple relations
data because they heavily rely on manually designed features
to represent path semantics, which requires domain knowl-
edge. For these reasons, the improvement of the recommen-
dation performance is limited to some degree.

B. EMBEDDING-BASED METHODS
Knowledge graph embedding-based methods are widely
used, inspired by representation learning (RL), where het-
erogeneous knowledge entities and relations are projected
into a unified embedding space. Compared with path-based
methods, embedding-based methods can automatically cap-
ture rich information from multitype item properties and user
behaviours. Many prior efforts have utilized KG embedding-
based methods in recommender systems. For example,
Zhang et al. [15] proposed a collaborative knowledge base
embedding (CKE) model that extends the collaborative fil-
tering (CF) module [16] by introducing knowledge, image
and text embedding of items. Wang et al. [17] constructed
a novel neural network model called DKN for learning text
embeddings combined with entity embeddings in news rec-
ommendation scenarios. Wang et al. [18] designed SHINE
embedding sentiment networks, social networks, and pro-
file networks with deep autoencoders for recommendations.
These methods unify various types of side information in
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the recommender system but do not sufficiently learn the
knowledge-level embeddings of entities, which is power-
ful for recommendation systems. For integrating large-scale
heterogeneous data, collaborative filtering with knowledge
graph (CFKG) [19] extends CF by proposing a representation
learning approach that embeds heterogeneous entities for
a personalized recommendation. CoFM [20] combines the
recommendation task and knowledge graph learning task by
sharing parameters of aligned items and entities. HI2Rec [21]
and ADPE [22] further exploit the semantics of both entities
and relations from KGs based on a knowledge representation
learning approach for the recommendation. Considering the
incomplete nature of KG, Wang et al. [23] and Cao et al. [24]
proposed to jointly learn the task of recommendation and
knowledge graph completion. Xin [25] proposed the RCF
model to describe items with both relation type embeddings
and relation value embeddings. Zhao et al. [26] exploited rich
user-related behaviours in the graph by their proposed model
IntentGC. Although these models have achieved significant
improvement, they do not consider the complex high-order
semantic relations of entity pairs, which has already been
widely researched in path-based methods and largely con-
fines the improvement of these methods’ performance.

Recent state-of-the-art studies have attempted to encode
high-order path semantics into user/item embeddings so
that they can fully exploit user preferences from KGs that
have various nodes and multiple relations. Sha et al. [27]
proposed AKGE to learn user and candidate item represen-
tations by propagating information in a subgraph of this user-
item pair. RippleNet [28] exploits user preferences through
preference propagation that can automatically discover pos-
sible paths from an item that is observed as having been
interacted with by a user to a candidate item. However, the
importance of relations cannot be seriously characterized,
since the embedding matrix of a relation R is difficult to
train to exploit the sense of significance in the quadratic
form vTRh. Wang et al. [29] proposed KGCN to predict the
representation of item vi by aggregating the embedding of
entities according to distance neighbours in KGs. A follow-
up method, KGCN-LS [30], extends KGCN with a label
smoothness (LS) mechanism to obtain a comprehensive rep-
resentation of item vi. Similarly, Wang et al. [8] proposed
a graph neural network that refines the node’s (e.g., items)
embeddings by propagating recursively from its neighbours
for encoding high-order relations. For unified refining user
embeddings and item embeddings, Qu et al. [31] proposed
KNI to consider the interaction between item-side neighbours
and user-side neighbours. However, these methods ignore
the different semantic relations under paths between paired
entities. Recurrent knowledge graph embedding (RKGE) [7]
and knowledge-aware path recurrent networks (KPRNs) [9]
utilize recurrent networks that leverage the information of
semantic paths between entity pairs to characterize user pref-
erences towards items.

These methods characterize the importance of various
semantic relations, but they only consider paths that start from

a user and end with an item so that they fail to embed valuable
path semantics adequately.

In contrast to the current state-of-the-art models, our
MRP2Rec model makes it possible to fully automatically
learn different semantic relations. By modifying the knowl-
edge representation learning approach, our model can fully
exploit significant semantic relations from paths encoded in
KGs. The advantage of MRP2Rec is that latent features of
user collaborative behaviour, as well as item similarity, can be
learned from KGs to enhance recommendation performance.
Seven baselines were chosen to verify the superiority of our
model. These baselines cover almost all kinds of method-
ologies in the knowledge graph-based recommendation area,
including the traditional supervised learning method [3], [4],
path-based method [5], and embedding-based method [15],
[17], [20], [28].

III. PROPOSED METHODOLOGY
In a recommendation scenario, historical user-item interac-
tions indicate that user preferences for items are typically
used. In addition, side information as auxiliary data stored
in knowledge graphs that are composed of real-world entities
and relationships can help to alleviate the sparsity of user-
item interactions. Inspired by [32], different semantic rela-
tions of paths are expected to be captured from KGs, and
high-quality user/item representation can be learned for accu-
rate user profiling and personalized recommendation. Fol-
lowing this idea, we propose a novel knowledge graph-based
recommendation framework, MRP2Rec, and an overview of
our model is shown in Fig. 1. We first obtain paths from a col-
laborative recommendation graph structure that was defined
to model user-item interactions and auxiliary data into a uni-
fied global space. Then, we employ a neural network structure
that translates the relation path embeddings and makes the
embeddings of head entities close to the embeddings of tail
entities so that user and item embeddings with path semantics
can be learned. Finally, we utilize these knowledge embed-
dings to predict candidate items that may be clicked by users.
For clarity, some important symbols used throughout this
paper are listed in Table 1.

A. MULTIPLE-RELATION PATHS MINING
An intuitive method for learning side information from a KG
is to learn item attributes while preserving the KG structure
and then integrating them with latent features learned from
user behaviours. Heterogeneous data prevent full path seman-
tic mining since latent features from user behaviours and side
information are not visible for each other. To address such
heterogeneous data in a unified space, we define a collab-
orative recommendation graph (CRG) structure specialized
for the recommendation that can help to embed multiple-step
relation paths into a low-dimensional space, and the details
are described below.

We use graph G1, which is defined as {(u, yui, i)|u ∈ U ,
i ∈ I }, where U denotes the user set and I denotes the
item set, to store historical user behaviour triplets. yui is a
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FIGURE 1. The framework of the MRP2Rec model. Its inputs are the historical user-item interactions (behaviour triplets) and side information. (a) is the
data processing module where a collaborative recommendation graph was constructed for path mining. (b) is the embedding layer in which
multiple-relation paths were exploited to represent users and items. (c) is the prediction layer where user and item representations were used to
compute the prediction list in a top-K recommendation scenario. The outputs are the predicted probability of the user to interact with the candidate item.

TABLE 1. A summary of our symbols and descriptions.

constant that can only be 0 or 1, where yui = 1 indicates user
u and item i have the relationship of interacting; otherwise,
yui = 0. Graph G2 = {(h, r, t) | h, t ∈ E, r ∈ R} utilizes
triplets to describe the relationship r from head entity h to
tail entity t for organizing the side information. Moreover,
A = {(i, e) | i ∈ I , e ∈ E} is established to construct the CRG
G =

{
(h, r, t) | h, t ∈ E ′, r ∈ R′

}
, where E ′ = E ∪ U and

R′ = R∪yui. Moreover, we manually add triplets with reverse
relationships to enrich the semantics of CRG.

For mining paths from given triplets in CRG, we first
perform random walks from the source entity es to the target
entity et following relations connecting them. Multiple-step
relation paths and relation paths p = {r1, r2, . . . , rl} ∈ P
containing a sequence of relations are obtained. We can write
the relation path as E0

r1
−→ E1

r2
−→ . . .

rl
−→ El , where

E0 = es and et ∈ El . For any entity em ∈ Ei, the random walk
probability from target entity es following exact relations in
p can be computed as:

Rp (m) =
∑

n∈Ei−1(·,m)

1
|Ei (n, ·)|

Rp(n) (1)

where Ei(n, ·) is the direct successor of n ∈ Ei−1 following
the relation ri and Ei−1(·,m) is the direct predecessor along
relation ri in Ei−1. For target entity es in each relation path
p, we set the random walk probability to equal one. By per-
forming recursively from es through p, the reliability of the
path from target entity es to tail entity et is:

R (p|s, t) = Rp (t) . (2)

We further utilize the probability for each relation path to
suggest which paths should be given more attention when
there are multiple paths between the same entity pairs.

We obtain complete paths π by expanding all rela-
tion paths p between the same entities (es, et ) such that
π =

{
es, p1, . . . , pk , et

}
∈ Π . These paths are further

processed by the embedding layer of the MRP2Rec model
to automatically learn user and item representations for the
recommendation.

B. PATH SEMANTICS EMBEDDING
Formally, for a triplet (s, p, t), assume the embeddings
of s, p, t are es, ep, et , respectively, then we want the
representation of et to contain multiple path semantics.
As explained in the above section, the number of k multiple-
step relation paths between two entities (es, et ) is defined as
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π =
{
es, p1, . . . , pk , et

}
∈ Π , and es ∈ Rd and

et ∈ Rd are the embeddings of the target entity and tail
entity. Each relation path pj in path π is pj = {r1, r2, . . . , rl} ,
j ∈ {0, 1, . . . , k}, and each relation ri, i ∈ {0, 1, . . . , l} is
represented as an embedding vector ri ∈ Rd . We use the
LSTMmodule [33] to learn the representations of the relation
terms r in p from left to right, as illustrated in Fig. 2. At the
path step i − 1, the LSTM module outputs a hidden state
vector ei−1, consuming the subsequence {r1, r2, . . . , ri−1}.
Simultaneously, the embedding of the relation ri−1 is the
input vector at this step. Consequently, ei−1 and ri−1 are
utilized to learn the hidden state of the next step i:

c̃i = tanh (Wc [ei−1; ri]+ bc)

fi = σ (Wf [ei−1; ri]+ bf )

ui = σ (Wu [ei−1; ri]+ bu)

oi = σ (Wo [ei−1; ri]+ bo)

ci = fi � ci−1 + ui � c̃i
ei = oi � tanh(ci) (3)

FIGURE 2. Schematic overview of multiple-relation paths embedding.

where ci ∈ Rd
′

and c̃i ∈ Rd
′

separately denote the memory
state vector and information module, respectively; d ′ is the
number of hidden units; and ui, oi, and fi represent the input,
output, and forget gate, respectively. Wc, Wf , Wu and Wo ∈

Rd
′
×3d are mapping coefficient matrices, while bc, bf , bu, bo

are bias vectors.� is the elementwise product of two vectors,
and σ (·) is the activation function set as a sigmoid. After
processing all terms of the relation path p, we obtained the
last state el to represent entity epj , which is the target entity
of the l-length relation path pj.

Having established the representation of paths ep, we aim
to predict whether there is a relation path p between an entity
pair (es, et ). Hence, for a given multiple-step relation path
triple (s, p, t), its plausibility score is formulated as follows:

E (s, p, t) =
∥∥ep − er∥∥ (4)

Equation (4) calculates the probability that the path is true,
and a lower score represents a higher probability. We min-
imized E (s, r, t) = ‖es + er − et‖ with the direct relation
triple (s, r, t) so that er ≈ et − es.

We encourage the discrimination of valid triplets and
broken triplets through the following loss function:

LKG =
∑

(s,r,t)∈T

[
L (s, r, t)+

1
Z

∑
p∈P

R (p|s, t)L (p, r)
]
(5)

where L (s, r, t) and L (p, r) are margin-based loss functions:

L (p, r) =
∑

(s,r ′,t)∈T−

[
γ + E (p, r)− E

(
p, r ′

)]
+

(6)

and

L (s, r, t)=
∑

(s′,r ′,t ′)∈T−

[
γ + E (s, r, t)− E

(
s′, r ′, t ′

)]
+

(7)

In (5), (6) and (7), R (p|s, t) denotes the weight of the rela-
tion path p given the entity pair (s, t), as mentioned above;
Z =

∑
p∈P R (p|s, t) is a normalized factor; r is the direct

relation of the entity pair (s, t); [x]+ = max (0, x) is a
standard hinge loss, γ is the margin, T is the valid triples
set and T− is the invalid triplets set: T− =

{(
s′, r, t

)}
∪{(

s, r ′, t
)}
∪
{(
s, r, t ′

)}
. After performing embedding layer

models, we obtain user and item representations, namely,
eu and ei, by encoding the path semantics. The prediction
layer takes these new representations as inputs to calculate
the probabilities of a user clicking a candidate item.

C. PERSONALIZED RECOMMENDATION
In the last section, we introduce how to obtain user and item
embeddings that encode valuable path semantic information
for the recommendation. In this section, we describe details
for generating a prediction list in the top-K recommendation.
The input of the prediction layer in MRP2Rec is two feature
vectors eu and ei calculated by the embedding layer that
separately represents user u and item v. We compute the
predicted probabilities of whether a user will click a candidate
item via the following function:

ŷui = eTu ei. (8)

In this function, we make use of the inner product to effec-
tively predict users’ ratings via the network. After performing
the prediction layer, we obtain the top-K items of the predic-
tion results according to the score.

To optimize the prediction model, we assigned observed
interaction data higher prediction values than unobserved
interactions by following the loss function:

LRS =
∑

u∈U ,i∈I
0
(
ŷui, yui

)
. (9)

where U and I represent the user set and item set,
respectively, and 0 is the cross-entropy function.

D. OPTIMIZATION
The complete loss function of the MRP2Rec joint (5) and (9)
is as follows:

L = LKG + LRS + λ ‖W‖
2
2. (10)

In this equation, the first termmeasures loss in the embedding
layer, which was introduced previously. The loss in the pre-
diction layer is calculated by the second term. The last item
is the L2 regularization term that aims to prevent overfitting.
We optimize LKG and LRS alternatively, and the mini-

batch Adam [34] algorithm is used to optimize the loss of
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TABLE 2. Basic statistics for the two datasets.

the embedding layer and the prediction layer. Adam is a
widely used optimizer that can adaptively control the learning
rate with respect to the absolute value of the gradient. For
a batch of randomly sampled training triplets, we update all
entities’ embedding; then, we take a batch of (u, i) randomly
and obtain the gradients of the prediction loss for model
parameter updating.

IV. EXPERIMENTS
We estimate the performance of MRP2Rec in two rec-
ommendation scenarios: movie and book. In this section,
we introduce the datasets, experimental setup, baselines and
experimental results in turn.

A. DATASETS
The datasets used to evaluate the performance of MRP2Rec
should contain side information as well as observed user-
item interactions. We process two datasets that only contain
user-item interactions by constructing the KG following [23].
The first dataset, MovieLens-1M,1 is a benchmark dataset
for movie recommendation systems that contains almost
one million explicit ratings. The second dataset is Book-
Crossing,2 which consists of 1,149,780 explicit ratings of
books. We transform these datasets into implicit feedback
data in which the positively rated user items are marked
with 1, and we sample an unobserved set marked with 0 for
each user. The basic statistics of the two datasets are presented
in Table 2.

B. EXPERIMENTAL SETUP
We implement our MRP2Rec model in TensorFlow. The
dimension of entity embedding d is fixed at 64, and the batch
size is fixed at 1024. We set the weight of L2 regularization
λ = 10−6, the learning rate is 0.005, the margin γ = 1, and
the number of hidden units d ′ is 64. The settings of hyperpa-
rameters are determined according to the grid search method
and the optimal configuration according to the results on the
validation set. In particular, a lower batch size shows higher

1 https://grouplens.org/datasets/movielens/1 m/
2 http://www2.informatik.uni- freiburg.de/~cziegler/BX/

performance while taking more time. The dimensions of the
embeddings and hidden units slightly affect the experimental
results. The ratio of the training set, test set, and development
set on each dataset is 6:2:2. We report the average perfor-
mance after 3 repeats for each experiment.

To study how the length of paths impacts the recommenda-
tion performance, we set the different bound-lengths of paths
π , i.e., L= {3,5,7}, into the proposed MRP2Rec model. The
length of paths is defined as the length of the longest relation
path between entity pairs plus two. We find that paths with
suitable lengths of five can help the model achieve better
performance, as shown in Fig. 3. The probable reason is that
the shorter path has a weaker ability to express features and
the longer path carries more unclearly semantic meanings.

FIGURE 3. The effect of path length for movie.

We evaluate our model with the following steps. We first
use the trained model to each piece of user-item interactions
in each test set and obtain the output of the predicted click
probability in click-through rate (CTR) prediction. The AUC
and accuracy are calculated to evaluate the CTR prediction
performance. Then, we utilize the trained model to choose
K items with the highest predicted click probability for
each user in the top-K recommendation. precision@K and
recall@K are calculated to estimate the predicted sets.

C. BASELINES
We compare our MRP2Rec model with seven state-of-the-art
baselines, and the parameter setup of baselines refers to their
original papers or their proposed source code.
• Wide&Deep [4] is a deep recommendation model com-
bining a (deep) nonlinear channel with a (wide) lin-
ear channel. We use the representation learning method
TransR [35] to learn the entity embeddings and concate-
nate them with the raw features of users and items. The
results of the processing are the Wide&Deep input.

• LibFM [3] is a feature-based factorization model. The
process for dealing with the input for LibFM is the same
as in Wide&Deep.

• PER [5] treats the KG as heterogeneous information
networks, and the path features between users and items
are represented by manually designed meta-path-based
features. We use all the user-item-attribute-item fea-
tures for PER (e.g., ‘‘user-movie-director-movie’’) in
this experiment.

• CKE [15] extends the CF module by combining struc-
tural, visual, and textual knowledge to represent items
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TABLE 3. The results of AUC and accuracy in CTR prediction.

FIGURE 4. The results of precision@K in the top-K recommendation.

for recommendations. In this experiment, we implement
CKE with a structural knowledge module since the
datasets have no textual and visual knowledge.

• DKN [17] combines multiple channels of entity embed-
ding and text embedding into a novelly designed CNN
module. Textual input for DKN is set as item names in
this experiment.

• CoFM [20] jointly trained FM and TransE by sharing
parameters of aligned entities and items.

• RippleNet [28] is a memory-network-like approach that
learns user preferences for recommendations through
preference propagation on the knowledge graph.

D. RESULTS AND ANALYSIS
The experimental results of all models in CTR prediction and
top-K recommendation are reported in Table 3, Fig. 4, and
Fig. 5. Several observations are described as follows:

FIGURE 5. The results of recall@K in the top-K recommendation.

Wide&Deep and LibFM show satisfactory performance,
illustrating that these models can use the side informa-
tion from the knowledge graph in their algorithms for an
effective recommendation. However, LibFM achieves better
performance in movie recommendation than book recom-
mendation, which may be because LibFM models user-item
interactions in a linear fashion, and the performance improve-
ment is hindered by its expressive ability for exploring
complex patterns in theory. PER shows better performance
because path semantics can be utilized to predict user prefer-
ence. It performs better in movie recommendation than book
because MovieLens-1M is denser than book dataset and the
manually defined meta-paths are more likely to be optimal
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in denser datasets. CKE does not perform as efficiently as
other baselines. The reason may be that it cannot extract
relation semantics from KGs, and structural knowledge in
these datasets is sparse. CoFM performs poorly because these
two datasets are relatively sparse, and it does not consider
multiple-step relation semantics between entity pairs. DKN
performs the worst since item names are too ambiguous
and insufficient to provide valuable information for word
embedding. RippleNet performs best among all baselines,
demonstrating that RippleNet can precisely capture user
interests from relation semantics for high-order relation paths
in KGs.

In conclusion, our MRP2Rec model performs best among
all models on the two datasets. Notably, MRP2Rec achieves
an average improvement of 11.13% and 5.21% in accu-
racy in movie and book recommendations, respectively. The
experimental results demonstrate that our method can exploit
multiple-relation paths without manually designed features.
In this way, our model can sufficiently use rich information
in KGs for recommendations. The data sparsity problem is
relieved by coding various relation semantics in user and item
representation, and finally, the recommendation performance
can be improved and exceed many state-of-the-art baselines.

V. CONCLUSION AND FUTURE WORK
Various relation semantics of multiple-step paths in
knowledge graphs have received increasing attention from
the recommendation community due to its effectiveness
in improving recommendation performance. In this paper,
we propose a novel knowledge graph-based recommendation
model, MRP2Rec, with multiple-step relation path semantic
embeddings for exploring different relation semantics to
represent users and items. That is, MRP2Rec represents users
and items not only by capturing the latent features of observed
user-item interactions but also automatically by learning
various semantic relations between entities encoded in KGs.
Experiments on two real-world datasets verify thatMRP2Rec
has the ability to gain a consistent improvement in perfor-
mance compared with the state-of-the-art recommendation
methods. For future work, we will consider the importance
of the entity types in multiple-step paths of KGs to improve
our model.
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