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Abstract

Grids are potentially composed of several thousands of users from different institutions sharing their computing resources
(or using resources provided by third parties). Controlling access to these resources is a difficult problem, as it depends on the
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olicies of the organizations the users belong to and of the resource owners. Moreover, a simple authorization imple
ased on a direct user registration on the resources, is not applicable to a large scale environment. In this paper, w

he solution to this problem developed in the framework of the European DataGrid [M. Draoli, G. Mascari, R. Pi
roject Presentation, DataGrid-11-NOT-0103-1] and DataTAG [http://www.datatag.org/] projects: the Virtual Organizatio
embership Service (VOMS) [R. Alfieri, et al., Managing Dynamic User Communities in a Grid of Autonomous Res
UBT005, in: Proceedings of the CHEP 2003, 2003]. VOMS allows a fine grained control of the use of the resource

he users’ organizations and to the resource owners.
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1. Introduction

In the previous generation of Grids, where m
dleware such as Globus 1.x[4] was developed from
a single project, very simple authorization sche
were possible, largely due to their use for dem
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strations of the technology rather than production. In
that scenario, a small number of users was involved
and authorization could be managed by hand at each
resource.

In the framework of Globus, a simple mechanism,
the “gridmap-file”, was used: a simple list, resident on
resources, of all authorized grid users expressed as Dis-
tinguished Names and associated with the correspond-
ing the local credentials (e.g. usernames on Unix sys-
tems).

In the present generation of Grids, such as Euro-
pean DataGrid (EDG)[1] and DataTAG[2] testbeds,
middleware has been developed from several sources,
with published and stable interfaces. In this sce-
nario, with a larger number of users (hundreds) and
sites (tens), a strong requirement is that authoriza-
tion at each resource must be managed by some au-
tomated procedure, which derives local policy from
one or more central, manually managed source(s) of
authorization.

Hence, users in a Grid are usually organized in enti-
ties called Virtual Organizations (VOs). A Virtual Or-
ganization is a collection of individuals and institutions
that is defined according to a set of resource sharing
rules[5]. The VOs generally share resources and estab-
lish agreements with general facilities called Resource
Providers (RPs) offering resources (e.g. CPU, network,
storage).

In a potentially large environment like the Grid,
the problem of access control to resources, i.e. the au-
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Unix credentials, eventually through the pool account
mechanism1).

In this paper, we discuss the authorization require-
ments of a Grid, focusing on the frameworks of the
DataGrid and DataTAG projects and illustrate the ar-
chitecture of the new service we have developed, the
Virtual Organization Membership Service (VOMS)[3]
to manage authorization information in the scope of the
VO.

VOMS, having been developed as part of the joint
efforts of the EDG and DataTAG projects, has been
fully tested and integrated into the EDG and DataTAG
testbeds. However, its flexibility and portability have
led to its use in a different Grid middleware distribution
(still based on Globus middleware) as Grid3[9] and the
inclusion in the VOX system[10]. Moreover, it is now
considered for acceptance into the LHC Computing
Grid (LCG) [11] and Enabling Grids for E-science in
Europe (EGEE)[12] projects.

2. Basic authorization requirements

Authorization is the granting or denial of permis-
sion to carry out a given action; this applies not just
to users but also to all processes involved in a security
operation (e.g. a process may need authorization to ac-
cess confidential data). As seen above, authorization
in present Grid applications is based on the concept of
VO; VOs administer users grant them permissions and
e force
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horization, is conveniently simplified by adopting
bove schema based on VOs and RPs.

The security infrastructure of present incarnati
f the Grid concept, e.g. the testbeds deployed b
DG and DataTAG projects, is based on Public

nfrastructure (PKI)[6,7], both for authentication an
uthorization.

While authentication is usually delegated to
ernal trusted entities, the Certification Authoriti
he authorization process is managed by both
nd RPs with different roles. More specifically,
eneral information regarding the relationship

he user with his VO (the attributes he can
ranted) is managed by the VO itself, while
Ps evaluate locally this information taking into
ount the local policies and the agreements
he VO, eventually mapping from the grid cred
ials (i.e. X.509 certificates) onto local ones (e
stablish agreements with RPs. RPs, in turn, en
ocal authorization.

To examine the concept of VO and see how to m
ge a VO, we will make a preliminary analysis of
ain authorization requirements[13].
The first condition for a user to access the Grid

e a member of a VO. In general, a user may be a m
er of any number of VOs with any number of rol
nd his membership in a VO must not be relevan

1 The pool account mechanism[8] is an EDG extension to standa
lobus enabling the dynamic allocation of local Unix usernam
rid users. The account is allocated to the Grid user only fo

ime needed to access the local resources; then it can be deal
nd reassigned to the pool of available accounts. It is possib
efine multiple pools in order to implement policies at local le
his mechanism makes negligible the probability of exhaustin
et of standard Unix credentials (normally, the maximum numb
ossible user accounts on a Unix system is 65,536).
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other VOs. Once the user has authenticated himself, he
must be able to select and deselect VOs and roles. Per-
missions must be granted automatically, and security
requirements must be adhered to automatically.

On the other hand, the owner of a resource (i.e. the
RP) should be able to enforce local user authoriza-
tion based on various user characteristics such as his
membership in a VO, roles he can have or his iden-
tity. The authorization mechanism must preserve the
identity of the user, i.e. the Distinguished Name of the
user.

Access to resources can be differentiated according
to the VOs, the user is member of and the roles he has
in it.

The authorization requirements on file access should
hold regardless of replication and should not depend on
any other site.

It must be possible to confirm that a user has the VO
membership(s) and role(s) they are claiming to have.

2.1. VO structure

A VO can have a complex, hierarchical struc-
ture with groups and subgroups. This structure is
needed to clearly divide VO users according to their
tasks and home institutions. From an administrative
point of view, the management of each group can
be independently delegated to different administra-
tors. The administrators of each group can create sub-
groups and grant administration rights to these sub-
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to include new users in the VO. Moreover, in order to
allow RPs to map correctly VO members, a user can
be a member of some ‘mandatory group’; to imple-
ment this feature, all groups are always returned in the
credentials.

To allow for more flexibility, in our model, users
are also characterized by two other sets of credentials:
roles and capabilities.

Roles are used to further specify users’ properties,
properties they have as members of some groups. For
this reason, the scope of roles is limited to specific
groups; a user may hold a specific role only in a certain
group and not in others. The main difference between
groups and roles is that the user can choose which of
his roles are to be listed in his credentials, while all his
groups are always specified. This makes it possible to
have groups that lessen the user’s privileges.

Capabilities are expressed as free-form strings of
characters, which can be used to describe the user’s
special characteristics.

An attribute is a string that consists of a group mem-
bership, roles and capabilities in the scope of the VO;
these attributes can have an indefinite or temporary va-
lidity (i.e. on a scheduled time basis or on a periodic
basis).

The enforcement of these VO-managed policy at-
tributes (group memberships, roles, capabilities) at the
local level must reflect the agreements between the VO
and RPs. However it should be possible for RPs to
override the permissions granted by VOs (e.g. to ban
u race-
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roups; they cannot modify memberships in any o
ubgroup.

Thus, in general, we can represent the VO struc
ith a Direct Acyclic Graph, where the groups are
ertexes of the graph and the subgroup–group rela
hips are the oriented edges. As a special case, th
s a group containing all other groups.

.2. User attributes

As seen above, a group is basically a set of u
hich may also contain other groups. In general, a
an be a member of any number of groups conta

n the VO hierarchy.
We assume that membership in a group implies

embership in all ancestor groups up to the root
he VO itself). This assumption comes from the
hat only the VO manager must have the permis
nwanted users). As a consequence, to permit t
bility at user level (and not only at VO level), us
ust present their credentials to RPs along with
uthorization information.

.3. Credential format

As seen above, every user in a VO is character
y the set of his attributes, i.e. 3-tuples of the fo
group, role, capability). The combined values of
f these 3-tuples form unique attributes, the so-ca
Fully Qualified Attribute Names” (FQANs)[14].

We can represent an FQAN as a sequence of g
ames; each of them may be qualified with one or
ral roles that the user can hold in that group, and
r several capabilities that this group/role combina
ay grant to that user (since roles and capabilitie
ot hierarchically structured but specific to groups
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Fig. 1. VO LDAP authorization mechanism.

In general an FQAN has the following form:

/VO[/group[/subgroup(s)]][ /Role = role]

[/Capability = cap]

For example, the FQAN corresponding to the
role Administrator in group Nerds of VO cam-
pus.example.orgis:

/campus.example.org/Nerds/Role=Administrator

where /VO[/group[/subgroup(s)]] is the full group
name.

Based on RFC 3281-style Attribute Certificates
[15], we defined a qualifier forvo-roles(not the “role”
that the RFC 3281 defines),groupsandcapabilitiesin
a new attribute, which follows the IetfAttrSyntax:

name: voms-attribute
OID: {voms 4}
syntax: IetfAttrSyntax
values: one attribute value only; multiple values

within the IetfAttrSyntax

where{ voms} is 1.3.6.1.4.1.8005.100.100.12.

2 The 1.3.6.1.4.1.8005 enterprise subtree is registered for EDG.

3. “Gridmap-file” and VOMS

A first interim solution adopted by the collab-
orations of EDG and DataTAG consisted in us-
ing Lightweight Directory Access Protocol (LDAP)
servers to manage the authorization information at the
VO level, and developing themkgridmaputility to al-
low resources to automatically download this informa-
tion and generate the “gridmap-file” (seeFig. 1).

With this scheme, authorization is boolean, since
there is no way to implement a fine grained authoriza-
tion granting users permissions other than simple mem-
bership in the VO. Hence, a differentiation among users
is only manageable at the local sites and can only re-
flect local policies. This clearly fails to fulfill the basic
requirements described in[13].

Moreover, the use of a periodically updated RP-
based database (i.e. the “gridmap-file”) hardly scales
in a production environment with a large number of
users, each potentially with a different set of permis-
sions; whereas in a testbed the users situation is almost
static, and user policy is very simple. , with this solu-
tion, the rising of the number of users or the complexity
of organization would entail a large and frequent num-
ber of changes to all the gridmap-files at all the local
facilities.
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3.1. The VOMS system

The Virtual Organization Membership Service
(VOMS) has been developed in the framework of
EDG and DataTAG collaborations to solve the above-
mentioned LDAP VO server limitations. In fact, the
purpose of VOMS is to grant users authorization to ac-
cess the resources at the VO level, providing support
for group membership, roles (e.g. administrator or stu-
dent) and capabilities (free-form string).

Our preliminary effort was the evaluation of the first
release of the CAS System[16], which was not satis-
factory as it did not allow – at least in a simple way –
the local site to know from which “real” user the re-
quest came (more problems will be mentioned in Sec-
tion 4.2). This issue has been then addressed in succes-
sive releases of CAS.

We also evaluated PERMIS[17], but the software
was not sufficiently mature when we performed the
study, and the development times foreseen were in-
compatible with our deadlines (for a comparison with
VOMS see Section4.1).

For efficient management and access, the data are
stored in an Relational DataBase Management System
(RDBMS) — MySQL[18] in the present implementa-
tion (seeFig. 3).

The VOMS system consists of the following parts
(seeFig. 2):

• User Server: receives requests from a client and re-

e VOM

Fig. 3. The VOMS database structure.

• User Client: contacts the server presenting a user’s
certificate and obtains a list of groups, roles and ca-
pabilities of the user. All client-server communica-
tions are secured and authenticated.

• Administration Client: used by the VO administra-
tors (adding users, creating new groups, changing
roles, etc.)

• AdministrationServer: accepts the requests from the
clients and updates the database.

3.2. VOMS operations

In this section, we describe how VOMS works both
for the users and administrator.
turns information about the user.

Fig. 2. Th
 S system.
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3.2.1. User part
The first operation that a user must perform in order

to access the Grid in EDG and DataTAG is generating
a proxy certificate[19] that will be used to access the
resources.

For backward compatibility reasons, we added the
command (voms-proxy-init), analogous to the old
grid-proxy-init, which generates the user proxy cer-
tificate necessary to access the Grid. The difference is
that the proxy certificates produced by the new com-
mand contain the user authorization information from
the VOMS server(s). Information is included in an RFC
3281-style Attribute Certificate[7,15] signed by the
VOMS server itself. The user can request certificates
from more than one server.

The procedure is the following (seeFig. 4):

1. The user and the VOMS Server authenticate each
other using their certificates (via the standard
Globus API);

2. The user sends a signed request to the VOMS
Server;

3. The VOMS Server verifies the user’s identity and
checks the syntactic correctness of the request;

4. The VOMS Server sends back to the user the re-
quired information (signed by itself);

5. The user checks the validity of the information re-
ceived;

6. The user optionally repeats this process for other
VOMSes;
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Fig. 4. VOMS operations.

VOMS information is included in a non-critical exten-
sion of the certificate, this can be used even by “VOMS-
unaware”Gatekeepers, thus maintaining compatibility
with previous releases. The support for VOMS has been
enforced in all other components (e.g. the component
in charge of accessing a database, via theAuthorization
Manager[21]).

3.2.2. Administration
The Administration Server supports the Simple Ob-

ject Access Protocol (SOAP)[22] for connections, so
that it can be easily converted into an Open Grid Ser-
vices Architecture (OGSA)[23] service. It consists of
five sets of routines grouped into services: theCore,
which provides the basic functionality for the clients;
the Admin, which provides the methods to adminis-
trate the VOMS database; theHistory, which provides
the logging and auditing functionality (the database
scheme provides full audit records for every changes);
theRequest, which provides an integrated request han-
dling mechanism for new users and for other changes;
and theCompatibility, which provides a simple access
to the user list for themkgridmaputility.

Two administrative interfaces (web and command
line) are available.

3.2.3. Security considerations
The authentication to the VOMS server makes use

of the standard Grid Security Infrastructure (GSI)[6]
s ant-
i ion
. The user creates the proxy certificate containin
the information received from the VOMS Ser
into a (non-critical) extension;

. The user may add user-supplied authenticatio
formation (e.g. Kerberos tickets).

At the RP level, the authorization information p
ided by VOMS needs to be extracted from the us
roxy certificate and combined with the local polic

n order to make the authorization decision. TheGate-
eeper, that is, the Grid interface to fabric in Globu
ased Grids, first checks the validity of the proxy c

ificate, then uses an external service in order to pro
he authorization information.

In EDG and DataTAG, the Local Credential Auth
ization Service (LCAS)[20] is used to make the auth
ization decision; it can use both gridmap-files and
ribute Certificates signed by VOMS. However, as
ecurity controls on the user’s certificate before gr
ng rights; it must be signed by a “trusted” Certificat
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Authority, be valid and not revoked. Hence, the access
control to the VOMS service leverages the robustness
of GSI and OpenSSL[24] implementations.

Compromising the VOMS server database could al-
low a malicious user to grant credentials with access
rights for any service, but this would not be enough to
grant illegal, indiscriminate access because:

• it is not possible to impersonate a user without
also possessing his credentials (including the private
key), since the authorization data must be inserted
in the user’s proxy certificate (i.e. countersigned by
the user himself);

• access control ultimately depends on the decisions
made by local administrators, who can ban a user
regardless of what the credentials say.

Possible large scale vulnerabilities of the VOMS
server are denial of service attacks (e.g. to prevent VO
users from getting their authorization credentials), but
this is not specific to VOMS. The implementation of a
replica mechanism will decrease this risk.

The main security issue is a global GSI problem
related to proxy certificates: the lack of a revocation
mechanism. On the other hand, these certificates have
short lifetimes (12 h typically), which limits the prob-
lem to a certain extent.

In summary, we think that the VOMS technology
does not add significant security problems to the exist-
ing GSI-based security infrastructure of the Grid.
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PERMIS only takes into account the role. While
this, in principle, is not an important difference since
any specific 3-tuple of the VOMS attributes may
be simulated by using a properly named PERMIS
role, the loss of flexibility entailed by this is, in our
opinion, bound to cause problems with large and
complex organizations.

2. VOMS distributes the Attribute Certificates it cre-
ates to the users themselves, who are then respon-
sible for presenting their certificates whenever they
want access to a particular system, or even to re-
quest a specific subset of it. Conversely, PERMIS
pre-generates the ACs and holds them in a database
from which they are retrieved when they are needed.
This makes almost impossible for a user to request
a subset of his permissions.

3. PERMIS also includes a policy engine that can make
decisions based on a policy file and the attribute cer-
tificates received. On the contrary, VOMS does not
focus on this problem at all and leaves the interpre-
tation of the Attribute Certificates to other compo-
nents.

In the authors’ opinion, PERMIS is clearly superior
to VOMS as a policy engine, but because of its architec-
ture, it lacks flexibility to manage large organizations
with many members.

4.2. CAS

w ame
p our
o AS
a

1 t a
r’s

riza-
ed
ion.
cally
the
cer-

tely
f a
or-
om-
. Related work

In this section, we compare the VOMS system w
hree similar systems: Permis, CAS and Akenti.

.1. PERMIS

The Privilege and Role Management Infrastruc
tandards Validation (PERMIS)[17] system, deve
ped at Salford University, also implements an ac
ontrol mechanism based on roles. While it may s
xtremely similar to VOMS at first glance, there
everal important differences:

. VOMS considers an attribute to be compose
three different elements: group, role and capab
The Community Authorization Service (CAS)[16]
as developed by the Globus team to solve the s
roblem as the one tackled by VOMS in EDG. In
pinion, there are two major differences between C
nd VOMS.

. CAS does not issue Attribute Certificates, bu
whole new proxy certificate with the CAS serve
Distinguished Name as the subject; the autho
tion information of the user (i.e. the Distinguish
Name and attributes) is included in an extens
As a consequence, services that are not specifi
CAS-enabled cannot determine the identity of
user to whom the CAS server has granted the
tificate. On the contrary, VOMS uses a comple
standard proxy certificate, with the addition o
non-critical extension for the authorization inf
mation. For this reason, its certificates are also c
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patible with non- VOMS-enabled services, which
gracefully ignore the extra data.

2. CAS records user permissions (e.g. down to the con-
trol of access to a specific file), as opposed to user at-
tributes. This means that the ultimate decision about
the user access to a PC farm is removed from the
farm administrator and taken under the control of
the CAS administrator. This clearly breaks one of
the fundamental rules of the Grid; the farm admin-
istrator has total control about what happens on his
machines.

4.3. Akenti

Akenti [25] is another authorization system, devel-
oped at the Lawrence Berkeley National Laboratory, to
facilitate setting access policies by independent orga-
nizations, and to provide a virtual, organization-wide
user identity. In our opinion, there are three major dif-
ferences between Akenti and VOMS.

1. Akenti uses a pure pull model. There is no
need for the user to request a specific credential
from an external authority. The authority is con-
tacted independently by the service once the user
has successfully authenticated. This poses flexibil-
ity problems because it makes it impossible for
users to receive only a subset of their full capa-
bilities without possessing a second independent
identity.
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it could also be used as an Attribute Authority with
LEGION [26] or PRIMA [27].

Moreover, the use of standard Attribute Certificates
makes it possible to inter-operate with different admin-
istrative domains and security infrastructures.

We think that in future Grid applications, VOs, now
relatively stable and large organizations, will evolve
towards much more dynamic entities, composed of few
people and short-lived, which can not only coexist but
also interact with each other in a secure way, forming
federations.

In this respect, we think that the main shortcoming
of VOMS is its relatively high weight; the setup (and
management perhaps) of a VOMS server is not as easy,
as it should be to allow for dynamic VOs.

For this reason, future developments will be in the
direction of more lightweight setup and administra-
tion schemes, and the availability as an OGSA service.
Moreover, we are working to provide support for other
RDBMSes, e.g. Oracle, more sophisticate time validity
constraints for the VOMS certificates, and support for
different operating systems.
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