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Abstract—Context-aware Recommender Systems aim to pro-
vide users with the most adequate recommendations for their
current situation. However, an exact context obtained from a
user could be too specific and may not have enough data for
accurate rating prediction. This is known as the data sparsity
problem. Moreover, often user preference representation depends
on the domain or the specific recommendation approach used.
Therefore, a big effort is required to change the method used. In
this paper we present a new approach for contextual pre-filtering
(i.e. using the current context to select a relevant subset of
data). Our approach can be used with existing recommendation
algorithms. It is based on two ontologies: Recommender System
Context ontology, which represents the context, and Contextual
Ontological User Profile ontology, which represents user pref-
erences. We evaluated our approach through an offline study
which showed that when used with well-known recommendation
algorithms it can significantly improve the accuracy of prediction.

I. INTRODUCTION

R
ECOMMENDER Systems are software tools and tech-

niques providing suggestions for items to be of use

to a user. Various kind of items can be suggested, such as

music tracks, movies and news. Context-Aware Recommender

Systems (CARS) are a particular category of recommender

systems which exploits contextual information to provide

more effective recommendations. For example, in a temporal

context, vacation recommendations in winter should be very

different from those provided in summer. Or a restaurant

recommendation for a Saturday evening with your friends

should be different from that suggested for a workday lunch

with co-workers [1].

We distinguish three forms of context-aware recommenda-

tion process: contextual pre-filtering, contextual post-filtering

and contextual modeling [2]. Pre-filtering approaches use the

current context to select a relevant subset of data on which rec-

ommendation algorithm is applied. Post-filtering approaches

exploit contextual information to select only relevant recom-

mendations returned by some algorithm. Contextual modeling

The second author was supported by a fellowship from TIM.

differs from others techniques as it incorporates the context

into recommendation algorithm.
Nowadays context information such as time and location

are easy to be obtained with modern devices. However,

also other parameters may be considered, such as company

(alone, with friends, with girlfriend) which may be relevant

when recommending movies or vacations. In addition, the

exact context sometimes can be too narrow, as Adomavicius

and Tuzhilin [2] exemplified by considering the context of

watching a movie with a girlfriend in a movie theater on

Saturday. Using this exact context may be problematic for

several reasons. First, certain aspects of the overly specific

context may not be significant. For example, user’s movie

watching preferences with a girlfriend in a theater on Saturday

may be exactly the same as on Sunday, but different from

Wednesday’s. Therefore, it may be more appropriate to use

a more general context specification, i.e. weekend instead of

Saturday. Second, exact context may not have enough data

for accurate rating prediction, which is known as the data

sparsity problem. Thus it may be useful to refer to a more

general context such as watching a movie with a girlfriend in

a movie theater on weekend, watching a movie with someone

in a movie theater on weekend and so on.
Additionally, often user preferences and items representa-

tion depends on the application domain addressed or on the

specific recommendation approach used. Thus, a big effort is

required to adapt the recommender system to another domain

or to change the approach to use.
In this paper, we address the problems previously mentioned

and we focus on the following research questions:

• Is it possible to represent context by combining different

dimensions (such as time, location, mood, etc.) and

representing different granularities for each dimension

(e.g. the precise time moment, the day of the week or

the season)?

• Is it possible to represent user preferences and items in

such a way that can be adapted to different application

domains and combined with different recommendation

approaches?
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We present a new approach to represent context and

user preferences, which is based on two ontologies: Rec-

ommender System Context (RSCtx)1 which represents the

context, and another ontology, Contextual Ontological User

Profile (COUP), which represents user preferences. RSCtx is

an ontology in a classical sense, while COUP is an ontology

build according to Structured-Interpretation Model (SIM) [3]

and it consists of multiple ontological modules. Moreover,

we propose a new ontology-based contextual pre-filtering

method which could be used with existing recommendation

algorithms.

We evaluated our approach by means of an offline study

with a rating prediction task which showed that the usage of

proposed ontologies and pre-filtering technique with recom-

mendation algorithms could significantly improve the accuracy

of prediction according to the Mean Absolute Error (MAE)

measure.

The rest of the paper is organized as follows: Section II

presents related work, Section III introduces our ontology

to represent the context, while Section IV addresses the

overall recommendation approach and the representation of

user preferences. We detail the evaluation process and its

results in Section V. Conclusions and future work close the

paper.

II. RELATED WORK

We distinguish related work in works which addressed rep-

resentation of context and other ontology based recommender

systems proposed. The first is presented in Section II-A while

the latter is briefly described in Section II-B.

A. Context Representation

In this section, firstly we address ontology-based context

modeling and then we review context representation for rec-

ommender systems.

Many context ontologies have been proposed in the context

awareness community. There are a number of surveys which

review the literature relevant to context modeling in general

[4], [5] or focusing on ontology-based models [6], [7]. In

addition, Costabello [8] presented and compared a number of

ontology-based context models against a set of requirements.

This requirements fit also for our purpose therefore in the

following we present the requirements and summarize Costa-

bello’s comparison, obviously also considering RSCtx.

The relevant context aware and ontology engineering re-

quirements are:

R1. Domain independence. A number of context ontologies

have been created to model a given domain-specific

scenario. Others adopt a domain-independent approach.

R2. Coverage. The ontology must guarantee a proper level

of completeness for what concerns the desired contex-

tual dimensions. In particular, the model must support

multiple context dimensions such as device features, user

preferences, location and time.

1http://softeng.polito.it/rsctx/

R3. Formality. Some ontology-based context models rely on

formal definitions, while others adopt a more intuitive

approach.

R4. Variable Context Granularity. Certain ontologies

model context dimensions at different level of granularity.

For example, location might be expressed in terms of

latitude and longitude, or with a label assigned to a

place (e.g. office, beach, cinema, etc.).

R5. User Friendliness Evaluation. Context-aware applica-

tion developers must spend a reasonable amount of effort

dealing with the context model, thus the ontology must

be sufficiently easy to adopt and well documented. The

presence of a user evaluation campaign to assess such

feature is assessed by certain context models.

R6. Core ontology approach. The vocabulary must adopt a

modular design, thus focusing on modeling core classes

and properties that will be extended by third-party domain

specialists.

Linked Data2 is a set of best practice to publish structured

data on the Web. The set of data, vocabularies and ontologies

which follows these practices made up the Web of Data.

Costabello [8] considered also a number of requirements

related to the Linked Data principles, which also fit for our

purpose:

R7. Open World Assumption. The Web of Data is an open

environment, and describing context in this scenario must

consider third-party extensions unknown beforehand. Ex-

tensibility must be obtained with a low effort, thus add-

ons must not impact on the already existing model.

R8. Lightweight Ontology. According to Linked Data best

practices [9], the goal is to keep ontologies small and

simple.

R9. Reuse of Existing Terms. Linked Data best practices fa-

vor the reuse and the combination of classes and proper-

ties of existing vocabularies. This is done to prevent the

proliferation of terms and reduce the range of choices

when modeling data.

R10. Availability on the Web. Web of Data vocabularies are

published on the Web, and accessible according to Web

of Data best practices. Moreover, they are associated

to an HTML page, the “namespace document”, whose

task is to provide a textual description of the vocabulary

rationale, along with classes and properties explanation

and examples.

Following these requirements, Costabello [8] compared a

number of ontologies which modeled context and proposed

PRISSMA5, a vocabulary designed to model client generated

context data. We present in the following the main feature of

this vocabulary and other related works showed in Table I.

PRISSMA satisfies the most of the aforementioned require-

ments, although variable context granularity only partially.

It miss formality and user friendliness evaluation, but none

of the other works satisfies these two. On the contrary, all

2http://linkeddata.org
5http://ns.inria.fr/prissma
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TABLE I
A COMPARISON OF ONTOLOGY-BASED CONTEXT MODELS [8]. FULL SUPPORT IS IDENTIFIED BY •, PARTIAL SUPPORT BY ◦, NO SUPPORT BY THE EMPTY

CELL.

Work R1 R2 R3 R4 R5 R6 R7 R8 R9 R10

PRISSMA3 [8] • • ◦ • • • • •

DCO4 • ◦ • ◦ •
SOUPA [10] • • • • ◦
CoOL [11] • ◦ ◦ • ◦
CONON [12] • • • • •
CoDaMos [13] • • • ◦
Korpipää et al. [14] • ◦ ◦
Hervás and Bravo [15] • • •
RSCtx • • • • • • • •

the works provide coverage and are domain independent,

and all but one support (at least partially) the open world

assumption. The only other ontology published on the Web is

the Delivery Context Ontology (DCO)6, a modular and fine-

grained vocabulary to model mobile platforms. It does not

provide linking with other vocabulary, thus it is not considered

a lightweight ontology. The SOUPA ontology [10] is an OWL

ontology which is extensible, i.e. support the open world

assumption, and reuses external ontologies, but it does not

comply with Linked Data principles, for example it is not

publicly available on the Web. CoOL [11] is a modular OWL

ontology, which is grounded on F-Logic and uses features

typically avoided in lightweight ontology. CONON [12] is

another modular OWL ontologies, which is not published on

the Web and does not reuse existing vocabularies. CoDaMos

[13] is an extensible OWL ontology that is available on

the Web but no namespace vocabulary is present. It is not

lightweight and does not reuse other vocabularies. Korpipää et

al. [14] present a context model designed for mobile, context-

aware applications. It is general, but does not reuse existing

terms and it is not extensible. Hervás and Bravo [15] propose

a modular context model composed by independent ontologies

which support extensions, although they do not reuse already

existing linked data ontologies.

Various works addressed context representation for recom-

mender systems. Abowd et al. [16] distinguish among primary

and secondary context: the first can be directly measured,

while the second not and needs to be derived from other

types of contextual information. Kaminskas and Ricci [17]

reviewed literature about contextual music retrieval. They

distinguish among environmental, user-related and multimedia

context: the first refers to information about the location of

the user, the current time, weather, temperature, etc.; the

second to information about the activity of the user, the user’s

demographic information, emotional state; and the third to

other types of information the user is exposed to besides music,

e.g., text and images. In addition to traditional dimensions

(time location etc.) the authors suggested traffic, noise and

light level. As multimedia context, they mention text and

images. They indicated some cases in which it can be useful

consider this kind of context, e.g. for adapting music to text

6http://www.w3.org/TR/2009/WD-dcontology-20090616/

context as done by Cai et al. [18]. Baltraunas et al. [19]

proposed an approach to assess which contextual factors are

important and to which degree they influence user ratings.

They conducted a study in which users where asked to judge

whether a contextual factor influences the rating given a certain

contextual condition. In their survey they focus on tourism

domain and consider budget, time availability, transport in

addition to traditional dimensions. RSCtx supports most of the

addressed dimensions and distinguish among user-related and

environmental context. It does not address multimedia context,

but it considers the device features.

B. Ontology based Recommender System

It has been proved that ontological user profile improves rec-

ommendation accuracy and diversity [20]. More specifically,

a number of ontology-based and context-aware recommender

system have been proposed. AMAYA allows management of

contextual preferences and contextual recommendations [21].

AMAYA also uses an ontology-based content categorization

scheme to map user preferences to entities to recommend.

News@hand [22] is an hybrid personalized and context aware

recommender system, which retrieves news via RSS feed

and annotates by using system domain ontologies. User con-

text is represented by a weighted set of classes from the

domain ontology. Rodriguez et al. [23] proposed a CARS

which recommens Web services. They use a multi-dimensional

ontology model to describe Web services, a user context

and an application domain. The multi-dimensional ontology

model consists of a three independent ontologies: a user

context ontology, a Web service ontology and an application

domain ontology, which are combined into one ontology by

some properties between classes from different ontologies. The

recommendation process consists in assigning a weight to the

items based on a list of interests in the user ontology. All

this works focus on a specific domain and an ad-hoc algo-

rithm, while our approach for representing user preferences is

cross-domain and can be applied to different recommendation

algorithm.

Hawalah and Fasli [24] suggest that each context dimension

should be described by its own taxonomy. Time, date, location

and device are considered as default context parameters in the

movie domain. It is possible to add other domain specific

context variables as long as they have a clear hierarchical
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representations. Besides context taxonomies, this approaches

uses a reference ontology to build contextual personalized

ontological profiles. The key feature of this profile is the

possibility of assigning user interests in groups, if these

interests are directly associated with each other by a direct

relation, sharing the same super-class, or sharing the same

property.

Other works uses ontologies and taxonomy to improve the

quality of recommendations. Middleton et al. [25] uses an

ontological user profile to recommend research papers. Both

research papers and user profiles are represented through a

taxonomy of topics and the recommendation are generated

considering topics of interest for the user and papers classified

in those topics. Mobasher et al. [26] proposed a measure which

combines semantic knowledge about items and user-item rat-

ing, while Anand et al. [27] inferred user preferences from

rating data using an item ontology. Their approach recom-

mends the items using the ontology and inferred preferences

while computing similarities. A more detailed description of

ontology based techniques is available in [28] and [29].

III. THE RECOMMENDER SYSTEM CONTEXT ONTOLOGY

Recommender System Context (RSCtx) extends

PRISSMA7, a vocabulary based on Dey’s definition of

context [30]. PRISSMA relies on the W3C Model-Based

User Interface Incubator Group proposal8, which describes

mobile context as an encompassing term, defined as the sum

of three different dimensions: user model and preferences,

device features, and the environment in which the action is

performed. A graph-based representation of PRISSMA is

provided Figure 1.

We designed RSCtx following METHONTOLOGY [31], a

well know ontology design method. We assumed there is a

predefined set of contextual dimensions in a given application,

each with a defined set of attributes and we modeled the

contextual information relevant to provide recommendations.

We did not focus on any particular domain, on the contrary

we aimed at reusing the ontology in different applications. As

in PRISSMA, the point of view used to describe the context

itself is the application point of view, thus we considered, the

user itself as part of the context.

We needed a more detailed representation of the environ-

ment, in order to consider other contextual dimensions such as

the purpose of the user and the weather. Figure 2 shows how

prissma:Environment has been extended, by adding a

number of properties and related concepts. To represent the

weather we integrate hw:WeatherState from the Weather

Ontology9. In this ontology the temperature is represented with

respect to the room temperature, thus we defined a new class to

represent symbolic values of temperature (such as warm, cold,

etc.) and an attribute to represent numeric values, as show in

Figure 3.

7http://ns.inria.fr/prissma
8http://www.w3.org/2005/Incubator/model-based-ui/XGR-mbui/
9https://www.auto.tuwien.ac.at/downloads/thinkhome/ontology/

WeatherOntology.owl

Fig. 1. The PRISSMA vocabulary [8].

Fig. 2. Relations and concepts which extend prissma:Environment

We also extended the time and location representations.

We needed a more expressive model of these two dimen-

sions, since asking for recommendations which have the

same time stamp and the coordinates of the actual context

is too restrictive and the recommender system may not have

enough data. On the contrary, by generalizing the context

(for example distinguishing among weekend and working

day, or considering the city or neighborhood instead of the

actual user position) may enable the recommender system to

provide recommendations. The concept prissma:POI has

been extended with various properties to represent the location

in the context of a specific site by integrating the Buildings

and Rooms vocabulary10. Furthermore, other properties related

to the hierarchical organization of the location (such as the

neighborhood, the city and the province of the current user

position) have been added and some concepts from the Juso

ontology11 have been reused. Figure 4 depicts relations and

attributes which characterize a location. Yellow rectangles

indicate concepts from rooms vocabulary, while blue ones

are taken from Juso. The representation of time augments

time:Instant defined in the Time ontology12. Some time

intervals have been defined: the hours and the parts of day

10http://vocab.deri.ie/rooms
11rdfs.co/juso/latest/html
12https://www.w3.org/2006/time
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Fig. 3. Temperature representation in our ontology.

(morning, afternoon, etc.). In addition, days of week are clas-

sified in weekdays or weekend and seasons are represented.

Figure 5 illustrates how time is represented and the relations

with PRISSMA and the Time ontology.

Furthermore, we extended the user representation adding

some dimensions which may be of interest, as the emotional,

mental and physiological state of the user or his fitness. This

can be interesting mainly in the medical or fitness domain,

but emotional state can affect the user also in taking other

kind of decisions, like choosing a movie to watch or music to

listen to. Emotional, mental and physiological state concepts

are equivalent to emotional, mental and physiological state in

the General User Model Ontology (GUMO) [32], an ontology

to describe the user which is available on the Web, although

it is not compliant with Linked Data principles since it has

not a namespace assigned. In addition, the emotional state

is an extension of emoca:Emotion, which is defined in

the Emotion Ontology for Context Awareness (EmOCA)13.

We added some attributes to the physiological state and also

defined an arousal relation which reuse emoca:Arousal.

Figure 6 depicts the user representation in our ontology.

The emotion in EmOCA are represented according to

Russel’s model [33]. We extended emoca:Emotion, in

particular we added pleasure and dominance as subclasses of

emoca:Component in order to represent emotions accord-

ing to the Pleasure Arousal Dominance (PAD) model [34]

as well, as it is showed in Figure 7. In this way, we can

indicate that the emotion is defined by valence and arousal

by means of emoca:isDefinedBy to refer to Russel’s

model, while we can indicate that the emotion is defined by

pleasure, arousal and dominance to refer to the PAD model.

Furthermore, in psychology it is possible to refer to emotion

just by indicating its category (such as joy, anger, disgust,

etc.). In EmOCA, six categories have been already defined,

which can be used also in RSCtx since the emotional state is

a subclass of emoca:Emotion. We can add more categories

in our ontology if it will be needed, although at the moment

it has not been done.

IV. RECOMMENDATION APPROACH

A. Contextual User Profile Ontology

To model user profiles we used the Structured-Interpretation

Model (SIM) [35], [36], which consists of two types of

ontological modules, i.e. context types and context instances.

13http://ns.inria.fr/emoca/

Context types describe the terminological part of an ontology

(TBox) and are arranged in hierarchy of inheritance. Context

instances describe assertional part of an ontology (ABox) and

are connected with corresponding context types through a

relation of instantiation. There is another kind of relation, i.e.

aggregation, which links context instances of more specific

context types to a context instance of a more general context

type. In the class hierarchy in a classical ontology there always

exists a top concept, i.e. Thing. In SIM ontology there is

a top context type and a top context instance connected by

instantiation. It is possible to add multiple context instances to

one context type and aggregate multiple context instances into

one context instance. The idea of SIM is shown in Figure 8.

The idea of adaptation SIM ontology as a user profile

was proposed by Karpus and Goczyła [37]. They modeled

contextual user profiles using only three context variables, i.e.

location, time and mood, which influences a split of termi-

nology into ontological modules. Our approach is different

in some crucial aspects. First of all, we allow storage of

many user profiles in one SIM ontology. We also support

a storage of preferences from multiple domains by adding

context types related to different domains. Another difference

is the number of context variables permitted. We add context

types and context instances related to contextual parameters

in a dynamic way. As a consequence, we can use as many

variables as needed in our approach. An example of contextual

profile for one user is shown in Figure 9.

Only three modules in the example illustrated in Figure 9 are

fixed: topContextType, topContextInstance and

UserType. All others are configurable or can be added in a

dynamic way. In topContextType we defined the concept

Rating and its corresponding roles, e.g. isRatedWith and

hasValue. UserType is artificial and is present in the

SIM ontology because it enable to add many user profiles

to the ontology. In the next level of the hierarchy, there are

context types that describe domains of interests related to

a recommender system which will use the profile. In the

next levels, all context types and instances are added to the

contextual user profile during the learning phase or later, when

a new context situation occurs.

The general process of learning the user profile is as follows.

At the beginning there is just the RSCtx ontology and an empty

contextual ontology, i.e. with terminological part only. For a

given user, an item is taken with the rating and the situation in

which it was consumed from the user’s history. The level of

granularity of the context is checked with the RSCtx ontology

and is changed if needed, e.g. shifting from time = 2 p.m.

to time = afternoon. A context instance is created for this

context, if it is not already available. Finally, an item with its

rating is added to the identified context instance. Each item

is represented as a set of individuals of appropriate concepts

defined in a domain context type.

B. Recommendation

We use the ontologies previously presented for pre-filtering

in the recommendation process. The aim is to provide a
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Fig. 4. Concepts and relations of RSCtx representing the location dimension.

Fig. 5. Time representation in RSCtx ontology as extension of Time and
PRISSMA ontologies

universal context-aware improvement for existing algorithms.

The system consists of three main functional parts: context

detection and generalization, user profile and pre-filtering, and

recommendation. In the first part, we used the RSCtx ontology

to identify the user context from raw data and generalize it in

Fig. 6. User representation in RSCtx ontology.

Fig. 7. Emotion representation in RSCtx ontology.

the desired granularity level . The second part is responsible

for building user profile, finding a context instance that fits

the actual user context, and returning only relevant user
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Fig. 8. Structured-Interpretation Model [3]

Fig. 9. An example of COUP

preferences. The last part uses well-know algorithms, e.g. Item

kNN, User Average, SVD++, for providing recommendations.

For this task we exploit implementations from the LibRec14

library.

The general recommendation process is as follows. Given

a user and his current situation, a proper generalization of his

context is generated by using the RSCtx ontology. Then, an

appropriate context instance from COUP is identified by using

the generalized context. If a context instance is not found in the

user profile, the generalization step is repeated to search for a

module that corresponds to the new context. If it is found, user

preferences are prepared to be used with a recommendation

algorithm.

V. EVALUATION

We conducted an offline study in order to evaluate the

RSCtx ontology and the COUP ontology. We selected a

14http://www.librec.net/

number of algorithms and we compared the accuracy of each

algorithm when used as is and when combined with proposed

ontologies. We aimed to answer the following question: does

our context and user preferences representation improve ac-

curacy of recommendation algorithms?

We relied on ConcertTweets dataset [38], which combines

implicit and explicit user ratings with rich content as well

as spatio-temporal contextual dimensions and social network

data. It contains ratings that refer to musical shows and

concerts of various artists and bands. Since the dataset was

generated automatically, there were some duplicated events,

for example the same concert was occurring twice, once with

country United Kingdom and once UK. We fixed this kind

of situations. Another problem with the dataset is the usage

of two rating scales: one numerical scale with ratings in the

range [0.0, 5.0] and one descriptive scale with possible values

equal to yes, maybe and no, although no never occurred. We

decided to split the dataset into two separate sets according

to the scale type and we mapped the descriptive values yes,

maybe and no with the numerical values 2, 1 and 0. Table

II presents some statistics about the data by considering the

whole dataset and each of the sets generated when splitting

by scale type. We prepared two pairs (one for each scale) of

training and test sets for hold-out validation. In the test set we

put 20% of the newest ratings of each user. All other ratings

were placed in the training set. The split was performed based

on rating timestamp value.

Because of the dataset domain, we needed to add to

contextual user profile a new context type, MusicType. For

this purpose we reused two existing ontologies related to

music, i.e. musicbrainz15 and music vocabulary16.

We used their terminological parts only. Any item can be

represented as a pair of individuals of type mb:Artist and

m:Musical_Event and with their corresponding properties.

Our approach is a pre-filtering approach and can be used

with existing recommendation methods. We evaluated the

ontologies with five algorithms: Random Guess, Item kNN,

User Average, SVD++ and Time SVD++. We compared the

results of first four algorithms without pre-filtering and with

pre-filtering, while the fifth was executed without pre-filtering

only, because it already contains the time as a contextual factor

[39]. We used it as a baseline for comparing our contextual

pre-filtering technique combined with SVD++ algorithm.

We performed an experiment for rating prediction task and

measured accuracy with MAE. Results are presented in Table

III and Figures 10 and 11. It should be noticed that without

pre-filtering, the User Average algorithm outperforms SVD++.

This may be due to the way in which users rate musical events:

it may be possible that they do not use the whole rating scale

but just a part of it, e.g. a user evaluates only those events

that he likes (his ratings are always greater that 3.0). As it can

be seen in Figure 10 and Table III, when our ontological pre-

filtering approach is applied, results on the numerical scale

15https://musicbrainz.org/
16http://www.kanzaki.com/ns/music
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TABLE II
STATISTICS ON THE DATA CONTAINED IN CONCERTTWEETS DATASET AT THE TIME OF THE EXPERIMENT

All Descriptive ratings Numeric Ratings

Number of users 61803 56519 16479
Number of musical events 116320 110207 21366
Number of pairs artist and musical events 137382 129989 23383
Number of ratings 250000 219967 30033
Maximum number of ratings per user 1423 1419 92
Minimum number of ratings per user 1 1 1
Average number of ratings per user 4.045 3.892 1.823
Maximum number of ratings per item 218 216 38
Minimum number of ratings per item 1 1 1
Average number of ratings per item 2.149 1.996 1.406
Number of users who ranked at least 5 items 13241 11548 962
Number of users who ranked at least 10 items 5369 4639 190
Number of users who ranked at least 50 items 289 244 4
Number of users who ranked at least 100 items 66 54 0
Sparsity 0.999971 0.999970 0.999922
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Fig. 10. Boxplots of MAE values of different algorithms computed per user on subset with numeric ratings
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Fig. 11. Boxplots of MAE values of different algorithms computed per user on subset with descriptive ratings
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TABLE III
MAE VALUES COMPUTED FOR WHOLE TEST SETS

Numeric ratings Descriptive Ratings
Contextual pre-filtering YES NO YES NO

Random Guess 0.2315 2.0998 0.4694 0.4989
User Average 0.2312 0.3026 0.3624 0.2570
Item kNN 0.2312 0.3976 0.3624 0.4374
SVD++ 0.2514 0.3511 0.3621 0.3101
Time SVD++ NA 0.2693 NA 0.2975

subset are better. Our contextual pre-filtering combined with

classical SVD++ performs better than Time SVD++. There

could be two reasons for this behavior. First, the usage of

more contextual parameters than just one, the time, gives more

improvement to prediction accuracy. Second, our approach

(even if used with time parameter only) with SVD++ is truly

better than Time SVD++ algorithm. This should be addressed

in further work.

From Figure 11 we see that a median value for our approach

is improved for all algorithms but the overall MAE value for

descriptive scale subset is worst for all of the cases. This

suggest that in the case of binary scale (yes/maybe) contextual

pre-filtering may increase the sparsity and noisiness of the

data. Thus, the recommendation algorithm may not always

predict the rating. However, the difference between results

for two subsets could be caused not by wrong pre-filtering

method but by psychological differences between a priori and

a posteriori evaluation by a user. It is more reliable when

a user evaluates an item after he consumed it than when he

declares what he would do or prefer. This could lead us to

conclusion that this approach could be successfully applied

in recommender systems where numeric scale is used to rate

items in a posteriori way. Currently, we have not identified any

other limitations for applying proposed contextual pre-filtering

approach.

To check the statistical significance of the results, we ap-

plied Wilcoxon test with p-value 0.01. We chose this statistical

test because we cannot guarantee the normal distribution of

obtained results. The test confirmed the statistical significance

of our results.

VI. CONCLUSIONS AND FUTURE WORK

In this paper we presented a new approach for contextual

pre-filtering in Recommender Systems. It is based on two

ontologies: Recommender System Context (RSCtx), which

represents the context, and Contextual Ontological User Profile

(COUP), which represents user preferences. RSCtx extends

PRISSMA and represents different context dimensions on

different granularity levels. COUP was modeled according to

SIM approach for modularization. Different users’ parts of

profile are represented in different ontological module. This

allows us to: (I) store multiple users in one ontology, (II)

clearly distinguishing user preferences from different domains,

but keeping all the user preferences together, and (III) split

user interests from one domain into “micro profiles” related

to some contextual situation without loosing the possibility to

reason on different level of context granularity.

We successfully applied RSCtx for context identification

and generalization tasks, showing that it is possible to rep-

resent context by combining different dimensions and repre-

senting different granularities for each dimension. We used

COUP for representing user preferences in different context

in the domain of musical events and for obtaining user data

relevant to his current context for rating prediction task with

baseline algorithms. This offline study showed that the usage

of proposed ontologies with recommendation algorithms could

significantly improve the accuracy of prediction according to

MAE measure. This confirmed part of the second research

question, i.e. that it is possible to represent user preferences

and items in such a way that can be combined with different

recommendation approaches. The next step in our research is

proving that we can adapt our user representation for different

domains.

As future work, we plan to extend our experiment to ranking

task as well as to investigate on the influence of the proposed

approach on diversity and novelty of recommendations.
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