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Understanding brain structure and function, and the complex relationships between them, is one of
the grand challenges of contemporary sciences. Thanks to their °exibility, optical techniques could
be the key to explore this complex network. In this manuscript, we brie°y review recent
advancements in optical methods applied to three main issues: anatomy, plasticity and func-
tionality. We describe novel implementations of light-sheet microscopy to resolve neuronal anat-
omy in whole ¯xed brains with cellular resolution. Moving to living samples, we show how real-time
dynamics of brain rewiring can be visualized through two-photon microscopy with the spatial
resolution of single synaptic contacts. The plasticity of the injured brain can also be dissected
through cutting-edge optical methods that speci¯cally ablate single neuronal processes. Finally, we
report how nonlinear microscopy in combination with novel voltage sensitive dyes allow optical
registrations of action potential across a population of neurons opening promising prospective in
understanding brain functionality. The knowledge acquired from these complementary optical
methods may provide a deeper comprehension of the brain and of its unique features.
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1. Introduction

The brain is probably the most complex structure in

the known universe, complex enough to coordinate

movements, gather and organize lots of sensory

data, perform abstract reasoning and develop new
ideas. Understanding the mechanisms underlying
brain function is therefore one of the biggest chal-
lenges of contemporary science, considering also the
increasing social impact of neurological disorders,

This is an Open Access article published by World Scienti¯c Publishing Company. It is distributed under the terms of the Creative
Commons Attribution 3.0 License. Further distribution of this work is permitted, provided the original work is properly cited.

Journal of Innovative Optical Health Sciences
Vol. 6, No. 1 (2013) 1230002 (15 pages)
#.c The Authors
DOI: 10.1142/S1793545812300029

1230002-1

J.
 I

nn
ov

. O
pt

. H
ea

lth
 S

ci
. 2

01
3.

06
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 M

A
R

SH
A

L
L

 U
N

IV
E

R
SI

T
Y

 o
n 

06
/2

2/
13

. F
or

 p
er

so
na

l u
se

 o
nl

y.

http://dx.doi.org/10.1142/S1793545812300029


which are a primary cause of disability for millions
of people worldwide.1

Our current picture of the brain is that of an
extremely complex circuit in which elementary
computational units (neurons) exchange infor-
mation between other units in the network through
unidirectional links (synapses). The exceptional
features of the brain appear to emerge from the
enormous number of units and links and from the
ability of the network to adaptively \rewire" itself
in response to external and internal stimuli.2 The
investigation of the structural and dynamical
properties of this network poses several challenges
in imaging technology, since brain activity spans
many orders of magnitude both spatially (from
nanometers to centimeters) and temporally (from
milliseconds to months). Thanks to their °exibility
in terms of spatial and temporal resolution, together
with high speci¯city, optical methodologies have
recently become very popular in neuroscience
research.3 In this paper, we will review speci¯c
optical microscopy strategies used to address three
main questions in neuroscience, i.e., the micron-
scale anatomy of entire brains, the structural plas-
ticity in vivo and the functional connectivity of
intact neuronal networks.

2. Whole-Brain High-Resolution

Neuroanatomy

Although gross anatomical atlases of the brain are
available, together with the detailed description of
many types of neurons in terms of shape, function-
ality and genetic expression, we lack a complete
map of neuronal connections on brain-wide scale.
Such a map, which has been called \connectome",4

is still out of reach because of the peculiar structure
of the brain itself. In fact, although neuronal
processes are very small in diameter (�100 nm),
they typically extend over large distances, even
throughout the whole brain.5 The pursuit of the
connectome therefore needs imaging techniques
capable of nanometric resolution (to distinguish
adjacent processes) in centimeter-wide samples (to
follow long-projecting axons across mouse brain).
Electron microscopy (EM), the most popular tech-
nique with nanometric resolution, is however
characterized by very slow data acquisition rates.6

In addition to imaging-related problems, whole
brain studies with this method pose great challenges
on the side of data management and analysis too. In

fact, mapping the relatively small brain of a mouse
(1 cm3Þ with such resolution will produce datasets
exceeding the tens of PetaByte. As current infor-
mation technology is not ready to cope with such
datasets, technological e®orts to achieve full-resol-
ution connectomes risk to be useless at the moment.
Although EM may be inappropriate for brain-wide
studies, it has been successfully applied to recon-
struct local circuitry in small regions,6,7 or the whole
nervous system in very small organisms.8

The opposite of EM in terms of resolution is
di®usion tensor imaging (DTI), a technique based
on nuclear magnetic resonance. In this approach,
the di®usion tensor of water molecules in the brain
is used to infer the presence and local orientation of
axonal ¯ber bundles.9 From the knowledge of the
local orientation of ¯bers, it is possible to trace
axonal bundles through the whole brain using a
computational approach named tractography.10

Resolution in DTI is determined by the gradient of
the static magnetic ¯eld and by the signal-to-noise
ratio (S/N), which is ultimately limited by the ac-
quisition time11; typical resolution is never beyond
some hundredths of micrometers.9 One of the main
limitations of this method is the unspeci¯city of the
contrast source, which gave rise to a large debate
about the reliability and the interpretation of data
produced by DTI.12 Di®usion imaging remains,
nevertheless, an extremely useful tool in neuroa-
natomy, since it is the only one which can be per-
formed in living humans.

Light microscopy, which typically operates on the
micron-scale, can bridge the gap between high res-
olution in small volumes and low resolution in the
whole brain. In practice, however, it is impossible to
reconstruct the full neuronal network with light mi-
croscopy, since its spatial resolution is limited by
di®raction to �200 nm, higher than the typical dis-
tance between processes. Nevertheless, using a sparse
labeling approach, it is possible in principle to
reconstruct selected neuronal systems throughout
the whole brain with micron-scale resolution. Such
meso-scale connectome or \projectome", mapping
long-range projections of small clusters of neur-
ons,13,14 would in any case be extremely useful as
little or none is known about the trajectories of brain-
wide projections or about their variability between
di®erent individuals. However, in practice, no pro-
jection map has been produced hitherto. This is
due to a combination of various factors. First of
all, confocal or two-photon °uorescence (TPF)
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microscopy, which are probably the most popular
optical °uorescence techniques suited for volume
imaging, are point-scanning techniques, with pixel
dwell times of the order of milliseconds.15 Image ac-
quisition rate is therefore still too low to cope with
large volumes. Further, both confocal and TPF
microscopy require the use of high-NA objective
lenses,16,17 with limited working distances. The brain
must then be cut into thin slices (no thicker than
�50�m for confocal and �700�800�m for TPF
imaging) which have to be matched after imaging.
Surface distortion is more severe than in EM, since
the tissue is not embedded in a hard resin and volume
reconstruction is thus more challenging. Thanks to
their high resolution and contrast, these methods are
however very well suited for neuroanatomical studies
regarding brain subregions18 or small animals.19 On
the other hand, optical imaging of entire resin-
embedded mouse brains, coupled to automatic tis-
sue slicing, has been recently proposed.20,21 This
approach, however, relies on a Golgi-based staining
which, unlike °uorescence labeling, is nonspeci¯c,
thereby restricting its applicability.

The inherent limitations of confocal and TPF
microscopy have been overcome by light-sheet mi-
croscopy (LSM), which allows fast °uorescence
imaging with high resolution in large specimens.22

Although light-sheet illumination was introduced in
microscopy more than a century ago,23 it has been
applied to °uorescence imaging of biological speci-
mens only in recent years. After the seminal paper
of Voie et al. in 1993,24 LSM has known a true
renaissance, thanks to its characteristic advantages:
intrinsic optical sectioning, high frame rate, high
S/N, low phototoxicity and photobleaching.22,25�31

In LSM, the sample is illuminated with a thin
sheet of light, and the °uorescence emission is col-
lected along the axis perpendicular to the illumina-
tion plane32 (see Fig. 1). As the illumination and
detection path are decoupled, optical sectioning can
be achieved in LSM in wide-¯eld detection archi-
tecture, guaranteeing fast imaging over a large ¯eld
of view. When applied to large specimens, LSM is
often coupled with a procedure to clear tissues based
on refractive index matching24 (see Fig. 2). Index-
matching liquids used to e®ectively clear tissue for
LSM, such as Benzyl Alcohol/Benzyl Benzoate
(BABB), are immiscible with water, restricting their
use to ¯xed tissue and in combination with a dehy-
dration procedure.33 Due to their low biocompat-
ibility, even other clearing methods that relies on

water soluble agents, such as glycerol,34 are gener-
ally not suitable for in vivo investigations.

Dodt et al. pioneered the application of LSM
coupled with optical clearing to image GFP-labeled
mouse brains.25 With this approach, they were able
to reconstruct the neuronal network of pyramidal
neurons inside excise hippocampus with sub-cellular
resolution. Although this method allowed sub-
cellular high-contrast imaging in excised regions,
sample-induced light scattering prevents high-resol-
ution imaging in the whole brain. In fact, the residual
sample-induced scattering that still a®ects a cleared
brain expands the excitation light sheet (leading to
out-of-focus contributions) and blurs the collected
°uorescence images. To recover the partially lost
optical sectioning and image contrast, structured
illumination approaches have been combined with
LSM. Patterned illumination can be provided by
either using a grid in a conjugated optical plane35�37

or by an AOM coupled with a galvo mirror.38 All
these approaches share several drawbacks. In fact,
many images have to be collected to synthesize the
¯nal one, reducing the e®ective frame rate attainable.
Furthermore, out-of-focus ¯ltering is performed only
after detection; the e®ective dynamic range of the
detector is thus strongly reduced since a lot of back-
ground photons are uselessly collected.39

To exploit the detector's full dynamic range, line
confocal detection coupled with scanning illumination

Fig. 1. Simpli¯ed scheme of a light sheet illumination micro-
scope. The light sheet lies in the focal plane of the detection
objective. Fluorescence and excitation light are indicated in green
and blue, respectively. Reproduced with permission fromRef. 32.
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has been proposed.40,41 In the scheme described by
Fahrbach and Rohrbach, confocal detection is
achieved by exposing the camera at each position of
the excitation line and subsequently retaining only the
pixel line confocal to the excitation beam.40 Although
this confocal approach allows a signi¯cant enhance-
ment of image contrast, the camera needs to be
exposed and readout at each beam position to produce
a single ¯nal image of the whole ¯eld of view, and
background rejection is achieved by post-processing
the acquired data.

We recently described an opticalmethod, confocal
light sheet microscopy (CLSM), in which the out-of-
focus background rejection based on confocal

detection is achieved in real time.41 CLSM synergi-
cally combines the advantages of LSM, in terms of
fast acquisition time and low photobleaching rate,
with the spatial ¯ltering capability of a confocal
approach. The key feature of CLSM is a spatial
¯lter that selects only ballistic °uorescence photons
emitted from the focal plane of detection optics, i.e.,
from °uorophores excited by ballistic illumination
photons (see Fig. 3). The real-time contrast enhance-
ment of CLSM (see Fig. 4) allows reconstructing a

(a)

(b)

Fig. 2. Optical clearing through refractive index matching. A
mouse brain before (a) and after (b) optical clearing by sub-
stitution of water with a mixture 1:2 of Benzyl Alcohol and
Benzyl Benzoate.

(a)

(b)

Fig. 3. CLSM operating principle. In (a) side (upper panel)
and top (lower panel) views of the spatial ¯lter operation
scheme. The di®raction limited excitation beam (black dashed
line) is blurred (blue area) because of sample-induced scatter-
ing. The °uorescence light is then emitted both in-focus (green
continuous lines) and out-of-focus (green dashed lines): only the
in-focus ballistic photons are properly focused in the aperture of
the spatial ¯lter (Slit) by the ¯rst 4f optical system (objective,
Obj and tube lens, TL). The second 4f system (L1, L2) images
ballistic photons on the EM-CCD sensor. In (b) view of the slit
plane [black line in (a)]. In-focus unscattered °uorescence
emission is correctly focused into the slit, whilst both scattered
and out-of-focus light forms a wide halo which lies almost
completely outside the aperture and is therefore blocked.

L. Silvestri et al.

1230002-4

J.
 I

nn
ov

. O
pt

. H
ea

lth
 S

ci
. 2

01
3.

06
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 M

A
R

SH
A

L
L

 U
N

IV
E

R
SI

T
Y

 o
n 

06
/2

2/
13

. F
or

 p
er

so
na

l u
se

 o
nl

y.



°uorescently labeled entire mouse brain, with micro-
metric three-dimensional resolution.

Although this method provides high-resolution
3D reconstruction of the entire brain anatomy,
CLSM o®ers just a single snapshot of the action. In
fact, the brain is constantly reshaping its structure
in terms of axonal remodeling and synaptic plas-
ticity in response to external stimuli. This dynami-
cal remodeling needs to be investigated in vivo.

3. In Vivo Structural Plasticity
of the Brain

The term \structural plasticity" refers to all the
changes in the anatomical connectivity between
neurons through modi¯cations of synaptic connec-
tivity patterns, variation in synapse number,
re-routing of axonal and dendritic branching pat-
terns and, last, alteration in neuronal cell numbers.
Structural plasticity plays a major role during
development, when continuously new connections
are established and re¯ned.42�46 Still when devel-
opment is complete, structural modi¯cations such
as the dynamic formation, modi¯cation and pruning
of dendritic spines47 and the re-routing of axonal
branches within cortical columns48,49 spontaneously
occur.

High resolution in vivo optical imaging of the
brain poses several challenges. In fact, as described
in Sec. 2, clearingmethodologies cannot be employed

in living animals, limiting the penetration depth
a®ordable with conventional linear optical tech-
niques. A possible solution to increase the pen-
etration depth is based on the photo-acoustic
e®ect,50 allowing deeper imaging inside living tissue,
up to several millimeters. Exploiting its high pen-
etration depth, photo-acoustic microscopy (PAM)
has been recently used to image the whole vascular
network of living mice.51 PAM enables deeply
penetrating functional and molecular imaging at
high spatial resolution but, since it does not directly
rely on °uorescence labeling, until now this tech-
nique has not had the same fundamental impact on
biomedical research of existing high-resolution
optical imaging methodologies such as TPF
microscopy.17

In fact, allowing high-resolution °uorescence
imaging in scattering samples, TPF microscopy has
totally revolutionized the research in neuroplasti-
city in the last years.52,53 The ¯rst application of
TPF to neurobiology exploited its exquisite resol-
ution in scattering tissue to image the structure and
function of dendritic spines in brain slices. Recently,
time-lapse TPF microscopy has been employed to
directly monitor the dynamics of synaptic struc-
tures in the intact murine neocortex.

Several groups, employing di®erent transgenic
models, focused their attention on either the pre-
synaptic (i.e., axonal bouton or varicosity) or the
post-synaptic (i.e., dendritic spine) portion of the
inter-neuronal contact. For example, time-lapse

(a) (b)

Fig. 4. Contrast enhancement in CLSM. Conventional LSM (a) and corresponding CLSM image (b) of a portion of hippocampus
of a thy1-GFP-M mouse (post-natal day 23, PND 23). The EMCCD was overexposed, saturating cell bodies, to better distinguish
neurites. Images are maximum intensity projections of 600 sections (z-step 1�m).
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TPF imaging of dendritic structural plasticity pro-
vided support for a direct correlation between spine
turnover and experience-dependent plasticity54 (see
Fig. 5). Increased spine and synapse densities have
been previously reported after training in enriched

environments,55�60 as well as after long-term sen-
sory stimulation61 and deprivation.46 These studies
reveal that spine addition and subtraction are likely
to contribute to experience-dependent rewiring of
cortical circuits.

(a) (b)

(c) (d)

Fig. 5. Experience-dependent spine plasticity in the adult neocortex. (a) Chessboard whisker trimming causes changes in the
whisker representational map in the barrel cortex. (b) Time-lapse TPF images of dendritic spines in the barrel cortex before and
after chessboard whisker trimming. Many spines are stable (yellow arrowhead), but some appear and disappear (white arrowhead).
New persistent spines (orange arrowhead) are more likely to grow after whisker trimming, whilst previously persistent spines (green
arrowhead) are more likely to disappear. (c) Immediately after a focal lesion in the retina the lesion projection zone in the neocortex
is unresponsive to visual stimulation, as measured by intrinsic signal optical imaging (bottom, day 0). The size of the unresponsive
region decreases with time. Scale bar, 700�m. (d) Time-lapse of dendritic spines in the visual cortex after unilateral focal lesion in
the retina. Although some spines are present over more than two months of imaging (yellow arrowhead), most spines are lost (green
arrowhead) and replaced by new persistent spines (orange arrowhead). Adapted with permission from Ref. 112.
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In addition, morphological rearrangements of
neurons and glial cells may be involved in recovery
from neuronal injury.62�64 Despite long-held dictum
stating the incapability of adult brain and spinal
cord to regenerate after injury, reactive structural
plasticity may occur in particular conditions and
possibly play a role in recovery from brain
trauma.62,65 Technical issues so far limited the
investigation of the biological mechanisms of the
reactive plasticity after injury in the adult central
nervous system (CNS). The main obstacle to a full
comprehension concerns the targeted manipulation
of CNS neurons. In fact, conventional injury models
(e.g., pharmacological approaches) produce massive
degeneration and lack the speci¯city required to
univocally identify the promoter of the injury-
induced reactive plasticity.66 Besides imaging, the
spatial localization of multi-photon absorption17 can
indeed be exploited to perform in vivo selective
lesions on single cellular compartments without
causing any visible collateral damage to the sur-
rounding neuronal structures. The ¯rst published
report of femtosecond laser sub-cellular nanosurgery
was by Koenig et al.,67 who demonstrated the po-
tential of this technique by ablating nanometer-sized
regions of the genome within the nucleus of living
cells. Following this seminal work, laser nanosurgery
has been applied in living cells to investigate
the biological function of sub-cellular compartments,
like mitochondria or microtubules.68�71 A similar
approach has also been applied in living animals,
where two-photon imaging and laser-induced lesions
have been combined. For example, femtosecond laser
ablations allowed the characterization of the com-
plex events associated with embryo development

in vivo.72 Laser nanosurgery has been demonstrated
in the mammalian CNS as well.73,74 The high spatial
precision of multi-photon laser nanosurgery allows
ablating even individual dendritic spines, while
sparing the adjacent spines and the structural
integrity of the dendrite (see Fig. 6). Furthermore,
laser-induced lesions have been used to damage the
blood�brain barrier75 and to produce targeted
highly con¯ned stroke.76

TPF microscopy is an optimal tool not only to
detect structural rearrangements in time but also to
monitor functional changes at the cellular level.
Fluorescent ion-selective probes, which allow real-
time imaging of cellular movements of physiologi-
cally relevant ions, are well suited for this purpose.
Between the di®erent types of indicators developed,
the most commonly used detect concentration
changes of the [Ca2þ] ion. Imaging methods can
probe [Ca2þ] dynamics with sub-micrometer spatial
and sub-millisecond temporal resolutions.77 The
sensitivity of two-photon imaging of calcium
dynamics allowed the detection of a single [Ca2þ]-
permeable channel opening.78�80 Similar measure-
ments have been used to analyze [Ca2þ] variations
in dendrites81�84 and pre-synaptic boutons.85�87

Unfortunately, °uorescence changes through
[Ca2þ] indicators are not straightforwardly related
to the number of action potentials or spike timing.
It is sometimes possible to detect sawtooth-shaped
°uorescence transients corresponding to single
spikes,88�91 but the numerous noise sources in
the intact preparation may prevent single action
potential detection. On the other hand, membrane
potential can be directly probed by speci¯c voltage
sensitive dyes (VSDs).

Fig. 6. Laser ablation of a single dendritic spine. Images of a portion of a dendrite before and 40min after spine ablation. The
yellow arrowheads indicate some stable spines on the irradiated dendrite. Scale bar, 15�m. Modi¯ed from Ref. 73.
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4. Optical Recording of Action
Potentials

The most popular method to record electrical
activity in neurons is the patch-clamp, introduced
by Neher and Sakmann in 1976.92 Although this
technique allows precise voltage measurements in
single cells, it can be hardly applied to many neur-
ons at once, given the steric hindrance of the elec-
trodes. Parallel large-area electric measurements are
possible using micro-electrode arrays,93,94 which
however measure an average electric ¯eld rather
than the membrane potential of single neurons.
Furthermore, the position of the electrodes is
imposed by the geometry of the array itself.

Current optical techniques for recording mem-
brane potential can overcome these issues. The use
of light to detect electrical ¯eld variations across the
cell membrane was pioneered in the 1970s by
Lawrence Cohen,95 who devised the ¯rst VSD, i.e.,
dyes in which change in the membrane potential
alters some optically observable parameter (e.g.,
°uorescence).96 VSDs are commonly used in com-
bination with linear microscopy techniques, limiting
their application to in vitro samples or to the most
super¯cial layers of biological tissues. In fact, the
light scattering that occurs into the tissue dra-
matically degrades the resolution and/or S/N of the
acquired images. As described in the previous sec-
tion, nonlinear microscopy guarantees micron-scale
resolution in deep scattering tissues. The main
nonlinear techniques used in combination with
VSDs are TPF and second-harmonic generation
(SHG).17,97,98 The former is an incoherent process in
which two photons are absorbed almost simul-
taneously by the molecule to reach an excited state,
and a single photon is spontaneously emitted after a
variable amount of time (of the order of ns). On the
other hand, SHG is a coherent phenomenon where
two low-energy photons are transformed in a single
high-energy one, without absorption. Due to the
coherence requirement, SHG signal is much stron-
ger when harmonophores (molecules operating the
frequency doubling) are positioned in an ordered
rather than random fashion. SHG thus gives a more
contrasted image of cell membranes than TPF.99,100

For this reason, SHG imaging of VSDs has been
recently exploited to optically detect action poten-
tials in model membranes,101 in cultured neurons of
Aplysia102,103 and in mammalian intact neuronal
systems.104,105 In these examples, the optical

recording of neuronal APs was performed only in a
single position of the neuron using a line scanning
procedure. In principle, action potentials in several
neurons can be recorded at a sampling frequency of
more than 1 kHz by scanning the beam in multiple
selected lines. This cannot be achieved with a
standard galvo mirror since the time required to
reach and stabilize a new position is about 1ms.
Scanning a set of points within a plane at high speed
is possible using acousto-optic de°ectors (AODs).
In an AOD, a propagating ultrasonic wave estab-
lishes a grating that di®racts a laser beam at a
precise angle which can be changed within a few
microseconds.

The ¯rst implementation of a high-speed, ran-
dom-access, laser-scanning °uorescence microscope
con¯gured to record fast physiological signals from
small neuronal structures with high spatiotemporal
resolution has been presented by Bullen et al.106

Recently, the advantages of SHG were combined
with a random access excitation scheme107 to
develop a new microscope (random-access second-
harmonic, RASH) capable of recording neuronal
electrical activity in living tissue, in several cells
simultaneously, with a high spatial (sub-cellular)
and temporal (sub-millisecond) resolution. The
RASH microscope, in combination with a SHG
VSD (FM4-64), was used to simultaneously record
evoked electrical activity from clusters of Purkinje
cells in acute cerebellar slices. Complex spikes, both
synchronous and asynchronous, were optically
recorded simultaneously across a given population
of neurons averaging 20 trials (see Fig. 7). Spon-
taneous electrical activity was also monitored sim-
ultaneously in pairs of neurons, where action
potentials were recorded in single sweep (without
averaging across trials).

In order to apply this methodology in live ani-
mals, an epi-°uorescence collection is needed.
Unfortunately, only a small fraction of the SHG
signal can be epi-collected. Therefore, to explore the
possibility of optical recording action potential in
multiple neurons simultaneously in vivo, we tested
the e±ciency and sensitivity of a promising TPF
VSD, di-3-ANEPPDHQ,108 in random access mo-
dality. The microscope was modi¯ed to epi-collect
TPF signal109 (see Fig. 8); the sensitivity and S/N of
this dye was investigated in TPF by using an exci-
tation wavelength of 1064 nm and a 655/40 nm
band-pass emission ¯lter. In experimental con¯gur-
ation, spontaneous electrical activity was monitored
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Fig. 7. Optical multi-unit recording of stimulated electrical activity. (a) SHG image of a cerebellar slice taken at a depth of 90�m.
The multi-unit SHG recording was carried out from the lines drawn (dotted red) on the 5 Purkinje cells (PCs), with the integration
time per membrane pass indicated. (b) Multiplexed recording of action potentials from the 5 PCs following stimulation of climbing
¯bers (green lines). The relative SHG variation (�SHG/SHG) is shown as a function of time. Each trace represents the average of
20 trials for each PCs. The time resolution is 0.47 ms. (c) Superposition of SHG traces corrected for multiplex delay is shown.
PC5 is not shown since it was quiescent. From Ref. 107.

Fig. 8. Random access multi-photon (RAMP) microscope. A ¯ber laser provides the excitation light, which comprises 200 fs width
pulses at 80MHz repetition rate. The laser beam is adjusted for optimal linear polarization via a half-wave (�/2) plate. Beam passes
are made through 45� AOM for angular spreading pre-compensation. A second half-wave (�/2) plate is placed after the AOM to
optimize the di®raction e±ciencies of the two orthogonally mounted AODs (AOD-x and AOD-y). A scanning lens (SL) and a
microscope tube lens (TL) expand the beam before it is focused onto the specimen by the objective lens. The TPF signal is trans-
and epi-collected by an oil immersion condenser and the excitation objective, respectively. Dichroic mirrors (DM) separates
excitation and °uorescence light. This latter is then band-pass ¯ltered (BFP) and focused by two collection lenses (CL) into two
GaAsP PMTs.
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in ¯ve neurons simultaneously with a S/N value that
is su±cient to detect single action potential above
the shot noise (see Fig. 9).

These results show the strength of this technique
in describing the temporal dynamics of neuronal
assemblies opening promising prospective in under-
standing the computations of neuronal networks.

5. Conclusion

The brain is one of the most poorly understood
organs of our body. Its dynamics spans several
orders of magnitude both spatially and temporally,
challenging current imaging technologies. Taking
advantage of their intrinsic °exibility, optical

techniques have been applied to study several issues
in neuroscience. Here we focused on three speci¯c
applications, showing how light microscopy can be
used to study ¯ne anatomy, plasticity and neuronal
functionality. In Table 1, we summarized the main
features of the di®erent techniques described
throughout the paper.

The high resolution, contrast and frame rate
a®ordable, thanks to the last improvements in
°uorescence LSM, will allow the investigation, at
the cellular level, of speci¯c neuronal systems
throughout the whole brain. For instance, projec-
tion of localized nuclei (like monoaminergic sys-
tems), thalamo-cortical circuitry, inter-emispheric
connections can be traced, opening promising

(a) (b)

Fig. 9. Optical multi-unit recording of spontaneous electrical activity. (a) TPF image of a cerebellar slice taken at a depth of
90�m. The multi-unit TPF recording was carried out on 5 PCs, with membrane integration time per neuron � 90�s. (b) Multi-
plexed recording of spontaneous electrical activity from the 5 PCs. The relative °uorescence variation (�F=F ) is shown as a function
of time. Single action potentials are clearly visible and are indicated by red stars.

Table 1. Comparison of di®erent techniques for structural and functional brain imaging.

Technique Spatial resolution Temporal resolution In vivo Contrast source

EM �15� 15� 50 nm3 <10�m3/s � Electron absorption or scattering

CM �0:25� 0:25� 0:5�m3 �104 �m3/s þ Fluorescence

TPM �0:5� 0:5� 1�m3 �104 �m3/s þ Fluorescence

LSM �2� 2� 9�m3 �106 �m3/s � Fluorescence

PAM �45� 45� 15�m3 �107 �m3/s þ Light absorption

MRI >150� 150� 300�m3 �109 �m3/s þ Nuclear magnetic resonance of hydrogen nuclei

Electron microscopy (EM), confocal microscopy (CM), two-photon microscopy (TPM), light sheet microscopy (LSM),
photo-acoustic microscopy (PAM) and magnetic resonance imaging (MRI) are compared, highlighting their spatial and
temporal resolution, in vivo applicability and contrast source.
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prospective for understanding the large-scale brain
connectivity.

The dynamic remodeling of the brain connectivity
can be explored in vivo by nonlinear optical tech-
niques. Two-photon microscopy has revolutionized
high-resolution imaging of neuronal plasticity since
it is endowed with the extraordinary capability of
providing access into the intact brain in vivo. In
combination with genetic manipulation tools to
introduce, modify, or dismiss characters from the
biological scene, two-photon microscopy opens the
way to unhinge the neurobiological mechanisms
underlying remodeling events, shedding light on the
various mechanisms of neuronal plasticity by which
the brain continuously rewires itself.

The combination of nonlinear microscopy with
innovative ultrafast scanning modalities, allows
simultaneous detection of spontaneous electrical ac-
tivity of several neurons in single trial recording.
Random accesses microscopy can be potentially
combined with laser stimulation methods, e.g., un-
caging of neurotransmitters110 or opsin-based genetic
tools,111 to de¯ne the connectivity of neuronal cir-
cuits in an unprecedented interactive manner.

Integration of various imaging techniques, as the
ones described in this review, could eventually allow
mining the complex interaction between structure
and function which give rise to the unique capa-
bilities of the brain.
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