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ABSTRACT
The main results of a program of systematic comparison between observed and computed UV spectral

energy distributions of Ðeld G-type stars are illustrated. We constructed the UV observed energy dis-
tributions for 53 G stars, starting from the IUE Uniform Low Dispersion Archive (ULDA) and com-
puted the corresponding theoretical Ñuxes by using the atmospheric parameters from the Catalogue of
[Fe/H] Determinations (1996 edition) and a Kurucz grid of model Ñuxes. From the comparison between
observations and classical models, a UV excess shortward of 2000 is evident for all the program stars.Ó
The UV continuum in the region 1600È2000 can be described by synthetic Ñuxes computed from semi-Ó
empirical models based on the temperature minimum concept. Values for the ratio on the orderTmin/Teffof 0.80 are suitable for the interpretation of the observed Ñuxes. The residual discrepancies shortward of
1600 are suggested to be e†ects of the chromosphere, on the basis of a comparison with the Maltby etÓ
al. semiempirical model of the Sun.
Subject headings : stars : atmospheres È stars : chromospheres È stars : late-type È ultraviolet : stars

1. INTRODUCTION

Analysis of the spectral energy distributions (SEDs) of
cool stars has received a strong incentive in recent years
from the availability of improved models and extended
observational facilities from space. In particular, great
attention has been paid to the (far) ultraviolet region, acces-
sible through IUE, where chromospheric activity of late-
type stars shows up with prominent features. More recently,
both joint observations in X-ray and UV and new data
from instruments such as Hubble Space Telescope GHRS
greatly improved the understanding of the chromospheric
properties of FÈK stars. While most papers on this subject
are based on the analysis of emission lines (see, e.g., the
review by & Schmitt and references therein),Haisch 1996
the present paper focuses on the study of the UV continuum
itself as a diagnostic of the presence of nonradiative heating
in the outer atmosphere, and in particular of the tem-
perature minimum region. In this context, we present the
results of analyses in the UV of a representative sample of
G-type stars.

In the framework of a systematic comparison between
observed and computed spectral energy distributions of
cool stars, we previously analyzed a sample of K-type stars
in the IUE ultraviolet region et al. The(Morossi 1993).
main result of the analysis of the K stars was the failure of
theoretical classical models in predicting the near-UV (2200

SEDs of stars showing, even at lowÓ\j\ 3000 Ó)
resolution, chromospheric features such as the Mg II reso-
nance doublet in emission. Similar results were obtained
from an analysis of a limited sample of G8 giants of Popu-
lation II Morossi, & Franchini(Malagnini, 1994). Morossi
et al. presented semiempirical models (hereafter(1993) Tmin

1 Based on data dearchived from ULDA at the Italian National Centre
and on observations made with the NASA/ESA Hubble Space Telescope,
obtained from the data archive at the Space Telescope Science Institute.
STScI is operated by the Association of Universities for Research in
Astronomy, Inc., under NASA contract NAS 5-26555.

models) based on a modiÐed temperature structure with
respect to classical models, obtained by taking into account
the presence in the upper photosphere of a temperature
minimum region. The Ñuxes computed starting from this
new set of models provided a fairly good description of the
observations in the near-UV of late G and K stars. In this
paper, we will extend the analysis to earlier spectral type
stars and to shorter wavelength regions. In particular, we
will show where and how the overall UV SEDs show signa-
tures of the presence of outer-atmosphere structures not
included in the temperature structure of classical models.

In the program stars and the observational and theo-° 2
retical data sets are illustrated, in the observations are° 3
analyzed and compared with the predictions of classical and

models, and in conclusions are presented.Tmin ° 4

2. THE DATA SETS

2.1. T he Program Stars
The starting working set is given by the subset of the

G-type Ðeld stars listed in et al. hereafter 1996Cayrel (1997,
Catalog), selected according to the following requirements :

1. Availability of at least one complete set of atmospheric
parameters, namely, e†ective temperature surface(Teff),gravity (log g), and chemical composition ([Fe/H]).

2. Availability of at least one IUE/SWP good-quality
spectrum in the ULDA database.

We extracted from the ULDA archive (version 4.0), which
contains the low-resolution IUE spectra obtained up to
1991 December 31, all the SWP-calibrated spectra referring
to the whole set of Ðeld G-type stars listed in the 1996

The spectra classiÐed as ““ dubious ÏÏ and/or overCatalog.2
or underexposed were rejected, and the subset of SWP
good-quality spectra taken with the large aperture of the

2 Checks on a sample of spectra using the IUE Ðnal archive, which is
currently being produced, showed no signiÐcant di†erences in the cali-
brated spectra.
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TABLE 1

PROGRAM STARS, ATMOSPHERIC STELLAR PARAMETERS, AND R-VALUES

Spectral Object
HD No. Class Type V B[V NSW NLW Teff log g [Fe/H] R

2151 . . . . . . . . . G2IV V 2.80 0.62 3 5860 4.15 [0.10 0.80
5860 4.20 [0.20 0.79
5860 4.30 [0.17 0.79
5860 4.00 0.00 0.80
5727 3.75 [0.10 0.82
5727 4.40 [0.23 0.82
5727 3.80 [0.28 0.82
5727 3.80 [0.31 0.82

6582 . . . . . . . . . G5Vb SB 5.12 0.69 2 1 5336 4.39 [0.86 0.82
5305 4.61 [0.71 0.83
5091 4.20 [0.57 0.86
5196 4.50 [0.55 0.85
5305 4.50 [0.90 0.83

9270 . . . . . . . . . G7IIa V 3.61 0.98 1 4910 2.80 [0.14
10700 . . . . . . . . G8V PM 3.50 0.72 6 2 5250 4.65 [0.46 0.83

5305 4.32 [0.66 0.81
5305 4.33 [0.49 0.81
5362 4.59 [0.34 0.81
4990 4.50 [0.56 0.86
5250 4.50 [0.58 0.82
5143 3.60 [0.60 0.84

13421 . . . . . . . . G0IV 5.60 0.59 1 6165 4.00 0.36 0.80
20630 . . . . . . . . G5Vvar V 4.83 0.68 10 5667 4.29 [0.01 0.85

5663 4.45 0.08 0.85
5600 4.50 0.04 0.85
5663 4.40 [0.01 0.85

20766 . . . . . . . . G2.5V PM 5.54 0.64 1 5860 4.75 0.10 0.82
5666 4.36 [0.37 0.83
5860 4.50 [0.20 0.80
5478 3.80 [0.10 0.87
5478 3.80 [0.35 0.86

20794 . . . . . . . . G8V PM 4.27 0.71 26 1 5663 4.50 0.00 0.78
5498 4.25 [0.48 0.80
5362 4.40 [0.51 0.82
5362 4.40 [0.34 0.82
5305 4.20 [0.44 0.83
5362 4.17 [0.54 0.81

20807 . . . . . . . . G1V PM 5.24 0.60 1 5889 4.41 [0.23 0.81
6072 4.70 0.10 0.79
5856 4.40 [0.38 0.80
6000 4.50 [0.20 0.79
5600 4.50 [0.42 0.85
5600 4.51 [0.32 0.85
5727 4.00 [0.04 0.84
5640 3.94 [0.07 0.85

28305 . . . . . . . . G9.5III \\ 3.50 1.04 4 4820 2.77 0.04 0.76 :
4800 2.20 [0.04 0.76 :

30495 . . . . . . . . G3V PM 5.50 0.64 2 6000 4.50 0.10 0.81
5829 4.30 [0.13 0.83

31910 . . . . . . . . G1Ib II \\ 4.03 0.92 1 1 5400 1.50 [0.25 0.87
34411 . . . . . . . . G1.5IV-V PM 4.70 0.64 1 1 5860 4.30 0.06 0.81

5889 4.12 [0.03 0.80
5860 4.16 [0.08 0.81
5845 4.22 0.10 0.81
5860 4.10 0.30 0.82
5860 4.11 0.35 0.82

36079 . . . . . . . . G5II \\ 2.84 0.82 2 5225 2.10 0.05 0.81
5170 2.27 [0.44 0.81

39587 . . . . . . . . G0V PM 4.41 0.59 3 2 6000 4.44 [0.12 0.82
5953 4.46 [0.03 0.83
5900 4.21 [0.05 0.84
5929 4.50 [0.05 0.83

44594 . . . . . . . . G3V PM 6.61 0.65 1 2 5793 4.43 0.13 0.81
52973 . . . . . . . . G0Ibvar Ce 3.79 0.79 9 14 5727 1.50 0.49 0.77

5727 1.50 0.21 0.77
5727 1.90 0.33 0.77

65699 . . . . . . . . G8II 5.11 1.12 1 4846 1.50 [0.20 0.89
4846 1.50 [0.09 0.89

72905 . . . . . . . . G1.5Vb 5.60 0.66 9 7 5793 4.40 [0.27 0.85
74772 . . . . . . . . G5III \\ 4.07 0.87 1 1 5210 2.50 [0.03 0.82
77912 . . . . . . . . G8Iab : 4.56 1.04 1 1 5000 2.00 0.38 0.86
82210 . . . . . . . . G4III-IV V 4.60 0.73 5 5305 3.58 [0.38 0.87



TABLE 1ÈContinued

Spectral Object
HD No. Class Type V B[V NSW NLW Teff log g [Fe/H] R

5250 3.42 [0.34 0.88
82635 . . . . . . . G8III V 4.60 0.87 1 4960 3.00 [0.15 0.89
84737 . . . . . . . G0.5Va PM 5.10 0.61 1 5899 4.12 0.04 0.82

5860 4.27 [0.04 0.82
85444 . . . . . . . G6/G8III 4.12 0.92 2 1 5000 2.93 [0.14 0.87
95128 . . . . . . . G1V PM 5.10 0.56 1 2 5882 4.34 0.01 0.81

5860 4.31 [0.02 0.81
101501 . . . . . . G8V V 5.32 0.73 3 5538 4.69 0.03 0.83

5478 4.60 [0.14 0.83
102365 . . . . . . G5V PM 4.89 0.68 2 2 5569 4.34 [0.28 0.83

5569 4.16 [0.42 0.83
5419 4.10 [0.70 0.84
5419 4.08 [0.48 0.85

109358 . . . . . . G0V SB 4.26 0.59 1 1 6000 4.42 [0.03 0.81
6000 4.50 0.00 0.81
6000 4.50 0.05 0.81
5879 4.52 [0.19 0.81
5860 4.40 [0.19 0.82
6000 4.50 0.07 0.81
5860 4.35 0.08 0.83

109379 . . . . . . G5II V 2.65 0.89 4 5170 2.10 [0.11 0.82
5125 2.20 0.27 0.83

115383 . . . . . . G0Vs PM 5.22 0.59 1 2 6021 4.15 0.10 0.85
6072 4.20 0.04 0.84
5929 4.44 0.10 0.86
6018 4.21 0.08 0.85

115659 . . . . . . G8III V 3.00 0.92 2 5080 2.90 [0.12 0.79 :
5025 2.60 0.06 0.80 :

121370 . . . . . . G0IV SB 2.68 0.58 1 6219 4.01 0.30 0.78
6222 3.80 0.16 0.77
6068 3.83 0.19 0.80
6000 3.83 0.16 0.82

131117 . . . . . . G1V PM 6.29 0.60 1 6001 4.09 0.13 0.83
135722 . . . . . . G8III V 3.47 0.95 2 1 4830 2.93 [0.44 0.77

4800 2.70 [0.50 0.78
4800 2.00 [0.26 0.78

141714 . . . . . . G3.5III 4.63 0.80 1 5230 3.15 [0.32 0.87
144608 . . . . . . G6/G8III V 4.32 0.84 2 5200 2.10 0.27 0.87
147675 . . . . . . G9III 3.89 0.91 1 5040 3.50 [0.05 0.86
148387 . . . . . . G8IIIb V 2.74 0.91 2 5040 2.30 [0.07 0.77

4940 3.10 [0.21 0.78
161797 . . . . . . G5IV PM 3.41 0.76 2 1 5520 3.70 0.04 0.81

5538 3.91 0.16 0.81
5419 4.10 0.30 0.82
5419 4.10 0.32 0.82

163993 . . . . . . G8III 3.70 0.94 3 1 5030 2.92 [0.10 0.83
4990 2.50 0.27 0.84

166208 . . . . . . G8IIICN... 5.00 0.91 1 5075 2.65 0.14 0.87
5000 2.76 [0.06 0.88

180711 . . . . . . G9III \\ 3.07 1.00 1 4941 3.00 0.09 0.70 :
4820 2.98 [0.27 0.70 :
4893 2.10 0.00 0.70 :

182572 . . . . . . G8IV... V 5.16 0.77 2 5727 4.13 0.44 0.80
5727 4.60 0.39 0.79
5663 4.26 0.50 0.80
5663 4.00 0.21 0.80
5380 3.92 0.15 0.83

185758 . . . . . . G1II \\ 4.37 0.78 1 5440 3.11 [0.15 0.86
185958 . . . . . . G8IIIa 4.37 1.05 1 4850 2.79 [0.03 0.80 :

4825 2.25 0.02 0.80 :
186427 . . . . . . G3V PM 6.20 0.66 3 17 5793 4.40 0.00 0.80

5860 4.50 0.08 0.78
5753 4.33 0.06 0.81

188512 . . . . . . G8IV V 3.71 0.86 1 5478 1.30 0.20 0.76
5250 3.79 [0.15 0.78
5091 3.15 0.29 0.80
5100 3.60 [0.30 0.79

190248 . . . . . . G7IV V 3.56 0.76 4 1 5600 4.31 0.43 0.77
5600 4.30 0.32 0.77
5538 3.80 0.28 0.78

196755 . . . . . . G5IV]... PM 5.05 0.72 1 5663 4.40 [0.05 0.81
5520 3.42 [0.07 0.83

203387 . . . . . . G8III 4.28 0.90 1 5250 2.75 0.13 0.86
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TABLE 1ÈContinued

Spectral Object
HD No. Class Type V B[V NSW NLW Teff log g [Fe/H] R

5080 2.74 [0.23 0.88
216131 . . . . . . G8III 3.48 0.93 1 5060 3.05 [0.16 0.77

4950 2.50 [0.03 0.79
222574 . . . . . . G2Ib/II \\ 4.82 0.82 1 5478 1.80 0.05 0.85

spectrograph was extracted. The same procedure was
applied to extract the corresponding LWR and/or LWP
good-quality spectra. Then all the spectra of the same
object were averaged, taking into account the di†erent
exposure times and discarding the data points Ñagged by
bad quality marks. The average spectra have an accuracy
on the order of ^10%, as a result of systematic uncer-
tainties in the absolute Ñux calibration (up to ^5%) and
camera(s) sensitivity degradation (up to ^5%) and tem-
perature dependency (up to ^4.5%).

Eventually, we discarded, after visual inspection, a few
spectra clearly inconsistent with the spectral classiÐcation
of the star and the stars whose IUE spectra might be con-
taminated by contributions from companions.

We obtained a total of 53 stars, the data for which are
reported in spectral classiÐcation, object type,Table 1 :
visual magnitude, B[V color index, and atmospheric
parameters are from the the numbers of SWP1996 Catalog ;

and of LWP/LWR images used to construct(NSW) (NLW)
the mean SEDs are also reported.

2.2. T he Classical Model Fluxes
The atmosphere models computed by R. L. Kurucz

(1997, private communication) were assumed as classical
LTE representations of the atmospheres of G-type stars.
Thus, theoretical Ñuxes were computed for each of the 53
program stars starting from the Kurucz set of models and
using the proper values for the atmospheric parameters

log g, [M/H]). Unfortunately, in most cases more than(Teff,one set of parameters is available in the (see1996 Catalog
and the choice among the sets is not straightfor-Table 1),

ward. The ranges of the parameters, referring to the total
number of 150 sets, are 4800 K, 1.30K ¹ Teff ¹ 6222
dex ¹ log g ¹ 4.75 dex, and [0.90 dex¹ [Fe/H]¹ ]0.50
dex ; the spreads in the parameter values for the stars with
more than one set of determinations reach at maximum

K (HD 20807), *log g \ 2.49 dex (HD 188512),*Teff \ 472
and *[Fe/H]\ 0.59 dex (HD 188512). Therefore, for each
star as many model Ñuxes as the number of available(Nmod)sets were derived from the Kurucz grid by interpolating
linearly in the three-dimensional space log g, [M/H]).(Teff,We should notice that the use of the theoretical [M/H] in
place of the observed [Fe/H] implies that all metal abun-
dances are scaled by the same factor with respect to the
solar ones.

In order to compare theoretical predictions with obser-
vational data, the model Ñuxes were scaled to the observed
visual magnitudes of the corresponding star.

Model Fluxes2.3. Tmin
The temperature structure in classical models is charac-

terized by a monotonic decrease toward the stellar surface,
while in real stars a temperature minimum followed by a
temperature rise is expected. As a Ðrst approximation to the
real structure, we adopted a constant value for the tem-

perature outward of the expected minimum temperature
location, and computed using ATLAS 9 (Kurucz 1993)
three new grids of model Ñuxes by selecting values ofTmin0.70, 0.80, and 0.90 for the ratio between the minimum tem-
perature and the e†ective temperature of the model,

For each star, model Ñuxes were com-Tmin/Teff. NmodTminputed from each of the three new grids by interpolating
linearly in the three-dimensional space log g, [M/H]).(Teff,

3. ANALYSIS OF THE ULTRAVIOLET SPECTRAL ENERGY

DISTRIBUTIONS

3.1. Descattering
It is well known that spurious light is present in the SWP

range because of scattering along the dispersion of the grat-
ings et al. To remove the spurious light from(Basri 1985).
our spectra, we adopted the procedure of descattering pro-
posed by using as input spectrum the IUEBasri (1985),
observations, complemented longward of 3000 by clas-Ó
sical model Ñuxes in order to mimic the visual Ñux distribu-
tion that is the origin of most of the scattered light. The
descattering procedure was applied to the average spectra
rather than to individual spectra in order to use higher S/N
input data. For the same star, the use of di†erent models,
even did not introduce any signiÐcant di†erence in theTmin,resulting descattered spectrum. The descattered data
referred to in the following discussion are derived using the
model Ñuxes showing the lowest discrepancies with respect
to LWP/LWR data or, when available, with respect to the
Ñuxes derived from the Astronomical Netherlands Satellite
(ANS) Ultraviolet Photometry Catalogue of Point Sources

et al. hereafter ANS Catalog).(Wesselius 1982,
In order to illustrate the process, we use HD 131156

(G8 V), present in the initial working set and for which
HST /GHRS archive data are available. shows theFigure 1
SWP spectrum of HD 131156 before and after descattering ;
as can be seen, the correction becomes important shortward

FIG. 1.ÈFlux distributions for HD 131156 : IUE observations (thin
line), HST /GHRS observations (dotted line), descattered Ñuxes (thick line),
and ANS data (asterisks).
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of 1800 The good accuracy of the correction can beÓ.
appreciated by comparing the descattered spectrum with
the GHRS observations. The latter are free of mid-UV and
visual scattered light, because of the detector blindness

Carpenter, & Robinson and show a good(Gessner, 1994),
agreement with the IUE-corrected data.

A further check on the reliability of the corrected spectra
comes from comparison with the ANS observations. There
are 27 stars in our sample that are also listed in the ANS

for which data in one or more of the Ðve ANSCatalog,
bands are available. Only HD 2151 and HD 121370 have
observed magnitudes in the 15W band, which is centered at
1549 with bandpass of 149 For these stars,Ó, Ó. Figure 2
shows the SWP and ANS data, together with the descat-
tered spectra : it can be seen here that both the original and
the descattered data are consistent with the ANS photo-
metry in the 18 band, while at 15W the descattered data are
signiÐcantly closer to the observed ANS value than the
original IUE data.

Based on these direct checks for the stars HD 2151, HD
131156, and HD 121370, we are conÐdent of the reliability
of the descattering procedure for the whole set of stars that
have quite similar spectral energy distributions.

In the following discussion we will always refer to the
descattered Ñuxes.

3.2. Comparison with Classical Model Fluxes
The resulting spectra, referring to 53 bona Ðde individual

G-type stars, were resampled at the same wavelength points
and resolution as the model Ñuxes in the SWP wavelength
range.

FIG. 2.ÈFlux distributions for (a) HD 2151 and (b) HD 121370 : IUE
observations (thin line), descattered Ñuxes (thick line), and ANS data
(asterisks).

FIG. 3.ÈFlux distributions for (a) HD 6582 and (b) HD 161797 : IUE
descattered data are represented by ^10% error bars and ANS data by
asterisks ; classical model Ñuxes corresponding to di†erent sets of atmo-
spheric parameters are shown by solid lines.

The corrected absolute ultraviolet Ñuxes were plotted as a
function of wavelength together with the classical model
Ñuxes computed for the sets of atmospheric parameters
available for each star. It may be worth noting that no
dereddening was required, since for the nearby bright stars
under study the E(B[V ) color excess values are negligible.

We Ðnd that the behavior of all the program stars is
similar to that illustrated in the observed dataFigure 3 :
shortward of about 2000 show a clear UV excess withÓ
respect to the synthetic Ñuxes. It is important to note that
the discrepancy is orders of magnitude higher than the
observational uncertainties (represented by ^10% error
bars in the Ðgures). While the UV excess is always present,
irrespective of the particular choice of log g, andTeff,[M/H], a quantitative estimate of the discrepancy as a func-
tion of wavelength depends upon the adopted model.

A possible bias against the generalization of this UV
excess phenomenon to all G-type stars may arise from the
biased characteristics of the IUE database. In fact, the
stellar activity, for example, could have been one of the key
reasons for the observational proposals. In order to investi-
gate the general relevance of our sample of stars, and there-
fore of the UV excess, we checked our data against the UV
behavior of the unbiased collection of intrinsic ANS UV
indexes from et al. Starting from our IUEKj~rgaard (1984).
data, we computed a set of magnitudes (hereafter IUE-
ANS) in the ANS passbands by applying the STScI (1995)
SYNPHOT These magnitudes, complementedpackage.3
with ANS magnitudes from the (mainly in theANS Catalog
22 and 25 bands, when LW IUE spectra are not available),
were used to compute UV -V indexes. shows that,Figure 4
apart from a very limited number of scattered points, the

3 The consistency of the IUE-ANS magnitudes with the ANS magni-
tudes was successfully checked for the program stars present in the ANS
Catalog.
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FIG. 4.ÈColor indexes (a) (b) and (c) vs.m18[ V , m22[ V , m25[ V
B[V , together with the sequences of intrinsic indexes from etKj~rgaard
al. Whenever available, the indexes are computed by using(1984).
IUE-ANS magnitudes ( Ðlled symbols) ; otherwise by using ANS magni-
tudes (open symbols). Di†erent symbols are used for supergiants (dash-
dotted lines, triangles), giants (solid lines, diamonds), and dwarfs (dashed
lines, squares).

values of the indexes pertaining to the program stars are
fully consistent with the locations of the reference intrinsic
indexes, thus permitting us to consider the sample of IUE
observations under study unbiased, and to conclude that
the divergence between observed and computed Ñuxes in
the ultraviolet region is a general phenomenon for G-type
stars.

The UV excesses of the data with respect to the models
were computed using ANS, IUE-ANS, and synthetic
indexes. As has already been pointed out, more than one
model can be assigned to each star according to the 1996

thus, more than one value for the synthetic colorsCatalog;
can be computed for each object. Notwithstanding the
multiplicity introduced by this fact, it is evident from Figure

that the UV excess is more pronounced in the 15W band5
than in the others. The di†erences between observed and
computed colors are negligible and show no trend with
luminosity class and/or B[V in the 22, 25, and 33 bands. In
the 15W and 18 bands, the di†erences are signiÐcant and
increase with decreasing B[V . The UV excess is clearly
present in the 15W band for all the stars, and there is no

FIG. 5.ÈDi†erences (star-model) in the indexes (a) m15W [ V ,
(b) (c) (d) and (e) vs. B[V . Super-m18[ V , m22 [ V , m25[ V , m33[ V
giants, giants, and dwarfs are represented by triangles, diamonds, and
squares, respectively. The di†erences are computed by using IUE-ANS
magnitudes ( Ðlled symbols) when available, or observed ANS (open
symbols) otherwise.

clearly di†erent behavior in di†erent luminosity classes. The
discrepancies between observations and predictions in the
15W and 18 bands are consistent with the Ðndings by

et al. for nearby Ðeld F and G disk starsEdvardsson (1993)
(see their Fig. 3 and Table 5).

It must be stressed that most of the scatter among the
points in Figures and is due to the use of more than5a 5b
one reference classical model for each star (see °° and2.2

Unfortunately, this spurious scatter prevents us from3.3).
investigating the e†ects, if any, of other hidden parameters,
such as, for example, chemical composition and rotational
velocity.

The UV excess may be due to a companion star, but
known binary or multiple systems were dropped from the
working set. Thus, the motivation related to binarity is
unlikely for the program stars in general, even if the pres-
ence of a very dim companion responsible for at least a
fraction of the UV excess cannot be completely ruled out.

On the other hand, the attribution of the UV excess to
residual scattered light in the IUE data can be discarded,
because of the good accuracy of the adopted descattering
procedure (see Moreover, we recall that the UV° 3.1).
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excess is already clearly present in the 18 IUE-ANS band,
which is almost una†ected by spurious light and which is, in
any case, conÐrmed by the behavior of the ANS data.

In conclusion, we consider the observed UV excess to be
a clear signal of the presence of a chromosphere, as expected
for active cool stars.

3.3. Comparison with Model FluxesTmin
We used the model Ñuxes to see whether the UVTminexcess can be due to the presence of the temperature

minimum region expected in the atmospheres of cool stars.
The e†ect of such a region on the UV Ñuxes of K-type stars
can be appreciated in Figure 2 of et al.Morossi (1993),
where the Ñuxes computed as described in clearly° 2.3
provide a better match to the observations than do the
classical model Ñuxes.

In fact, the models mimic the e†ect of nonradiativeTminheating in the upper photosphere. Franchini, &Morossi,
Malagnini showed that increasing the model e†ective(1997)
temperature moves the starting point of the predicted UV

excess toward shorter wavelengths. Therefore, the devi-
ations from classical model predictions, which happen
shortward of 3000 for K stars, are expected to show up inÓ
the SWP wavelength region for G-type stars.

The ratio as evaluated from high-resolutionTmin/Teff,analyses of chromospheric emission lines, ranges from 0.71
(a Cen B, a Tau) to 0.94 (YZ CMi) (see, e.g., Linsky,Kelch,
& Worden and references therein), being 0.7616 for the1979
Sun et al. & Basri have(Maltby 1986). Haisch (1985)
already shown that the 1600 region couldÓ\j\ 2000 Ó
be used to estimate the minimum temperature values in the
atmospheres of solar-like stars. They analyzed a sample of
14 stars, and by using black body Ðtting in addition to
classical models found from 0.78 up to about 0.90Tmin/Tefffor solar-like stars. A similar range was derived by Morossi
et al. for a sample of G8ÈK5 stars.(1993)

The e†ect of di†erent values on the predictedTmin/TeffUV Ñuxes is illustrated in Figures and for HD 1213706 7
and HD 6582, respectively. The Ñux distributions computed
for three di†erent values, namely 0.70, 0.80,R\Tmin/Teff

FIG. 6.ÈObserved Ñux distribution for HD 121379 (^10% error bars) and synthetic Ñuxes corresponding to (dashed line), 0.80 (dash-Tmin Tmin/Teff \ 0.70
dotted line), and 0.90 (dotted line). The ultraviolet Ñuxes computed from the R. L. Kurucz (1997, private communication) classical model (solid line) are also
plotted.



No. 1, 1998 FAR-UV CONTINUUM OF G-TYPE STARS 377

FIG. 7.ÈSame as for HD 6582Fig. 6,

and 0.90, are plotted after normalization at the visual mag-
nitude of each star. It appears that the model Ñuxes doTminnot show the strong absorption features predicted by the
classical models, and that the predicted UV Ñux shortward
of about 2000 increases with increasingÓ Tmin/Teff.In general, for all the program stars, the Ñuxes predicted
by models with R in the 0.70È0.90 range provide aTminbetter description of the data in the 1600È2000 region.Ó
Unfortunately, even small di†erences in log g, [Fe/H])(Teff,lead to signiÐcant variations in the UV Ñuxes predicted by
both classical and models, thus making it difficult toTminidentify precisely the proper R for each star. Nevertheless, it
is possible to derive the range of acceptable R-values that
give predictions in agreement with observations. For each
star, we compared observations and models by usingTminthe combined IUE-ANS index andm18 [ V ] m15W [ V ,
computed values of R by linear interpolation.NmodThe results are reported in A colon ( :) indicatesTable 1.
that the interpolation was based on only ; for HDm18 [ V
9279, R is missing because of low-quality data in the 15W

and 18 bands. The uncertainty in R arising from the uncer-
tainties in the atmospheric parameters can be evaluated
from the spread in the results for stars with TheNmod[ 1.
range reaches a maximum value of*R\ Rmax[ RminIn the following discussion, we assume, to be*Rmax \ 0.07.
conservative, that is also the uncertainty to be assign-*Rmaxed to R for the star with Nmod\ 1.

shows, for the 52 stars with computed R, theFigure 8
distribution of the values forRstar (Rstar\ R Nmod\ 1,

for We Ðnd andRstar\ SRT Nmod [ 1). SRstarT \ 0.82
p \ 0.04. The range computed ignoring the outlier at*Rstar,is 0.13, which is about 2 times thusRstar\ 0.70, *Rmax,suggesting an intrinsic dispersion.

The values do not show any clear trends either withRstarB[V or with rotational velocity (even if the limited range
5È25 km s~1 for the 19 program stars with measured v sin i
does not permit us to derive sound conclusions).

As far as the region shortward of 1600 is concerned, theÓ
models do not provide as good a description of theTminobservations as in the region of 1600È2000 irrespective ofÓ,
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FIG. 8.ÈHistogram of 52 values ; the Gaussian with the sameRstarmean and standard deviation of the data is superimposed.

the values. It must be noted that in the formerTmin/Teffregion, the IUE data are somewhat noisy, in particular
shortward of 1500 but the residual Ñuxes, after descatter-Ó,
ing, show a plateau, while the model Ñuxes drop signiÐ-Tmincantly. These results suggest an increase in temperature
outward in the upper atmospheric layers, and thus the pres-
ence of a chromosphere above the temperature minimum
region. To investigate this scenario, we studied the case of a
““ solar analog ÏÏ star. Our sample includes HD 72905, HD
95128, and HD 186427, which are listed as solar analog
stars by de Strobel Unfortunately, as alreadyCayrel (1996).
stated above, the quality of the observations shortward of
1500 is not very high. Therefore, we decided to averageÓ

FIG. 9.È(a) Normalized Ñux distribution of HD 72905 (crosses), HD
95128 (triangles), and HD 186427 (squares). (b) Average normalized Ñux
distribution (error bars represent the standard deviations of the mean) and
synthetic Ñuxes computed from di†erent models : the R. L. Kurucz (1997,
private communication) classical model (thin line), the model for theTminSun with (dashed line), and a hybrid model (thick line).Tmin/Teff \ 0.81

FIG. 10.ÈAtmospheric structure of di†erent models : R. L. Kurucz
(1997, private communication) solar classical model (solid line), modelTminfor the Sun with (dashed line), and a hybrid solar modelTmin/Teff \ 0.81
(dash-dotted line).

the SEDs of the three stars, in order to get a better S/N
ratio, and to use the resulting Ñuxes as representative of a
star with the same photospheric parameters as the Sun.

shows the relatively good consistency of theFigure 9a
three individual SEDs, and shows the compari-Figure 9b
son of the averaged Ñuxes with the predictions from

1. The classical Kurucz solar model.
2. The model, characterized by solar photosphericTminparameters and Tmin/Teff \ 0.81.
3. The hybrid model, obtained by merging the tem-

perature structure, T (m), of model 2 with that of the refer-
ence model for the quiet Sun from et al. InMaltby (1986).
this model, we can identify three regions (see whereFig. 10),
m is the mass column density in g cm~2 : (i) the inner photo-
sphere (m[ 2.636E[ 01), with a T (m) taken from the clas-
sical solar model ; (ii) the external layers (m\ 2.52E[ 02),
with a T (m) taken from the et al. model ;Maltby (1986)
and (iii) a temperature minimum region
(2.52E[ 02 ¹ m¹ 2.636E[ 01), with T (m) \ 0.81Teff.

permits us to derive the following conclusions :Figure 9

1. Any of the above-mentioned models can be chosen to
describe the observed data above 2000 where the clas-Ó,
sical model predictions cannot be distinguished from
others.

2. Models 2 and 3 provide a fairly good description of
the averaged Ñuxes in the 1600È2000 region.Ó

3. Model 3, which takes into account the presence of the
chromosphere above the region, is the only one thatTminmimics the trend of the observations shortward of 1600 Ó.

4. CONCLUSIONS

In this paper, we studied the role of the UV continuum
for predicting the characteristics of the temperature
minimum region in the atmosphere of G-type stars by com-
paring the observed spectral energy distributions of 53 Ðeld
G stars with predictions from atmosphere models. While
the Ñuxes computed from R. L. Kurucz (1997, private
communication) models describe very well the near-UV
region, they fail in the IUE/SWP region. On the other hand,
the theoretical Ñuxes computed from the models pro-Tminposed here allow us to obtain good agreement with obser-
vations down to 1600 thus conÐrming that theÓ, Tminatmospheric region determines the level of the continuum
Ñux in the 1600È2000 range.Ó
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First-order modeling of the upper photosphere (where
nonradiative heating plays a signiÐcant role), assuming a
constant temperature outward of the temperature minimum
layer, even if very crude, works quite e†ectively, but in the
far ultraviolet. The only ad hoc parameter, namely R\

could be determined by comparing observed andTmin/Teff,computed Ñuxes in the ultraviolet region 1600È2000 TheÓ.
uncertainties in the atmospheric parameters determine a
spread on the order of 0.07 on individual The sta-Rstar.tistical results for our sample are consistent with those from
high-resolution analyses of chromospheric emission lines of
individual stars. The statistical behavior suggests an intrin-
sic dispersion in the nature of which deserves furtherRstar,investigation.

The UV continuum shortward of 1600 is stronglyÓ
a†ected by the presence of the chromosphere ; thus, a hybrid
structure similar to that of the semiempirical model for the
Sun of et al. is better suited to describing, forMaltby (1986)
example, the Ñux of a solar analog star. In the near future,
we plan to exploit the possibility of constructing hybrid

models for G-type stars by using constraints from high-
quality data in the far-UV, such as those provided by
GHRS and the forthcoming Far-Ultraviolet Spectroscopic
Explorer. Nevertheless, we want to stress the fact that the
use of more sophisticated models does not a†ect the results
presented in this paper, since the introduction of the
chromosphere does not signiÐcantly a†ect the determi-
nation of Rstar.In conclusion, the presence of the UV excess is ubiquitous
in G-type stars, and the UV continuum itself contains a
strong signature of the temperature minimum region and
chromosphere in their outer atmospheres. Furthermore, the
temperature minimum value can be determined by using
Ðrst-approximation atmosphere models such as those
adopted in this paper.

We thank the referee, Je†rey Hall, for very detailed com-
ments that substantially improved the presentation of our
results. Partial support from the Italian MURST (60% and
40% grants) is acknowledged.

REFERENCES
G. 1985, NASA IUE Newsletter, 28,Basri, 58
G., Clarke, J. T., & Haisch, B. M. 1985, A&A,Basri, 161
de Strobel, G. 1996, A&A Rev., 7,Cayrel 243
de Strobel, G., Soubiran, C., Friel, E. D., Ralite, N., & P.Cayrel FrancÓ ois,

1997, A&AS, 124, 299 (1996 Catalog)
B., Andersen, J., Gustafsson, B., Lambert, D. L., Nissen, P. E.,Edvardsson,

& Tomkin, J. 1993, A&A, 275, 101
S. E., Carpenter, K. G., & Robinson, R. D. 1994, AJ, 107,Gessner, 747

B. M., & Basri, G. 1985, ApJS, 58,Haisch, 179
B., & Schmitt, J. H. M. M. 1996, PASP, 108,Haisch, 113

W. L., Linsky, J. L., & Worden, S. P. 1979, ApJ, 229,Kelch, 700
P., H. U., Cacciari, C., & Wamsteker, W.Kj~rgaard, NÔrgaard-Nielsen,

1984, A&A, 133, 363
R. L. 1993, CD-ROM 13, ATLAS 9 Stellar Atmosphere ProgramsKurucz,

and 2 km/s Grid (Cambridge : Smithsonian Astrophys. Obs.)

M. L., Morossi, C., & Franchini, M. 1994, in ASP Conf. Ser. 64,Malagnini,
Cool Stars, Stellar Systems, and the Sun, ed. J.-P. Caillault (San Fran-
cisco : ASP), 584

P., Avrett, E. H., Carlsson, M., Kjeldseth-Moe, O., Kurucz, R. L.,Maltby,
& Loeser, R. 1986, ApJ, 306, 284

C., Franchini, M., & Malagnini, M. L. 1997, in IAU Symp. 189,Morossi,
Fundamental Stellar Properties : the Interaction between Observation
and Theory, ed. T. R. Bedding, A. J. Booth, & J. Davis (Dordrecht :
Kluwer), 93

C., Franchini, M., Malagnini, M. L., Kurucz, R. L., & Buser, R.Morossi,
1993, A&A, 277, 173

Telescope Science Institute. 1995, Space Telescope Science DataSpace
Analysis System (Ver. 1.3.4 ; Baltimore : STScI)

P. R., Van Duinen, R. J., de Jonge, A. R. W., Aalders, J. W. G.,Wesselius,
Luinge, W., & Wildeman, K. J. 1982, A&AS, 49, 427 (ANS Catalog)


