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Abstract

We analyze the results of a recent experiment performed at the PALS laboratory and concerning ablation pressure at
0.44 mm laser wavelength measured at irradiance up to 2 � 1014 W/cm2. Using the code “ATLANT,” we have
performed two-dimensional (2D) hydrodynamics simulations. Results show that 2D effects did not affect the
experiment and also give evidence of the phenomenon of delocalized absorption of laser light.
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INTRODUCTION

The process of laser ablation of low- and medium-Z targets is
fundamental for laser-driven inertial confinement fusion
(ICF) since it is the source of the driving pressure in ablative
compression of fusion targets. Moreover, laser ablation has a
wide range of applications (Bashir et al., 2007, Bussoli et al.,
2007, Fang & Ahmad, 2007, Thareja & Sharma, 2006, Veiko
et al., 2006 Wang et al., 2007). For this reason, very many
studies of mass ablation rate and of the generation of ablation
pressures have been carried out over the past 20 years.
Despite this, there are still some good reasons to study the
process of laser ablation today: (1) First, progress in laser
technology and in laser smoothing techniques allow the
realization of cleaner experiments. Most of past studies
were done by focusing on small focal spots in order to
achieve intensities �1013 W/cm2. Thereby, results were
affected by two-dimensional (2D) effects (lateral transport
of thermal energy, lateral flow of mass).

Even when large spots were used, these were not optically
smoothed (the first smoothing technique, random phase
plates, was introduced in the 1980s (Kato et al., 1984) and
were then characterized by “hot spots.” The measured abla-
tion rate was therefore dominated by the effect connected
to the short-scale nonhomogeneities.

Moreover, the use of phase zone plate optical smoothing
(Stevenson et al., 1994; Koenig et al., 1994; Batani et al.,
1996, 2002) (see next section) allows a flat-top intensity
distribution to be produced. This is important since the abla-
tion parameters in the central flat region of the focal spot can
be directly compared to analytical results obtained from
one-dimensional (1D) models, which by definition
assume a spatially uniform intensity. (1) At the shortest
laser wavelengths, there is still some incertitude concerning
the scaling versus laser intensity. For instance, measure-
ments at 0.351 mm (Key et al., 1983, 1979) showed a
scaling � I0.3, very different from what is predicted by
theoretical models (usually � I0.7). Such experimental
results were dominated by 2D and hot spots effects. This
is important because shorter laser wavelengths (third and
fourth harmonics of Nd, as well as other wavelengths
from gas lasers) give higher ablation rate and pressure,
and are thereby envisaged as future drivers for ICF direct
drive experiment (Koenig et al., 1992; Lindl, 1995). Also,
this allows studying material characteristics (Fortov et al.,
2002) and plasma characteristics (Batani et al., 1999,
2007). (3) Finally, still some details are not clear in the lit-
erature concerning the very mechanism of laser ablation.
For instance, even recent important reviews (Lindl, 1995)
report the scaling law:

P(Mbar) ¼ 8:6(I=1014)2=3l�2=3(A=2Z)1=3, (1)

179

Address correspondence and reprint requests to: D. Batani, Dipartimento
di Fisica “G. Occhialini,” Università di Milano Bicocca, Piazza della Scienza
3, 20126 Milano, Italy. E-mail: batani@mib.infn.it

Laser and Particle Beams (2008), 26, 179–188. Printed in the USA.
Copyright # 2008 Cambridge University Press 0263-0346/08 $20.00
doi:10.1017/S0263034608000207



where I is the laser intensity on target in W/cm2, l is the
laser wavelength in mm, and A and Z are the mass number
and the atomic number of the target. This is obtained if
laser light is absorbed at the plasma critical layer.

In reality, the scaling should also include time depen-
dence. The plasma corona becomes larger during the inter-
action, and the distance between the absorption region and
the ablation surface (ne � solid material) increases with
time. This brings to a decoupling of the laser beam from
the target and, as a result, the mass ablation rate decreases
with time. In particular, it is found that the shock pressure
is related to laser and target parameters (Mora, 1982).

P(Mbar) ¼ 11:6(I=1014)3=4l�
1=4

(A=2Z)7=16(Z�t=3:5)�
1=8

, (2)

where the time t is in ns. As in Eq. (1), pressure strongly
depends on laser parameters and only weakly on the material.
The decrease in time of pressure, even for constant laser
irradiation, has been first described by Caruso and Gratton
(1968) and Mora (1982). The difference between de-localized
absorption and localized (at critical density) models is dis-
cussed elsewhere (Gus’kov, 1983; Meyer & Thiell, 1984;
Limpouch, 1987).

In order to address questions (1), (2), and (3), an exper-
iment was recently performed at the PALS laboratory,
using irradiation at l ¼ 0.44 mm (Batani et al., 2003a).
Results showed a scaling versus laser intensity quite close
to the theoretical prediction and also gave some evidence
for the mechanism of delocalized absorption.

Experimental details have been analyzed (Batani et al.,
2003a, 2003b). However, one question, which remained par-
tially opened, was the possibility of 2D effects partially affect-
ing the measurement of shock velocity in that experiment. The
goal of this paper is therefore to support experimental results
with 2D numerical hydrodynamical simulations performed
with the code “ATLANT” (Lebo, 1994, 2004) and derive
more detail scaling for future experiments.

EXPERIMENTAL SETUP AND RESULTS

The experiment was performed with the iodine laser of PALS
(Jungwirth, 2005; Batani et al., 2007), which delivers a
single beam, 29 cm in diameter, with typical energy of
250 J per pulse at 0.44 mm (Jungwirth et al., 2001). The
laser pulse is Gaussian in time with a full width at half
maximum (FWHM) of about 400 ps.

The focusing lens had a focal length f ¼ 600 mm ( f/2
aperture). A blue filter before the entrance window did cut
v and 2v light. The diagnostics used to detect the shock
breakout from the target rear face consisted in a pair of
lenses imaging the rear face onto the slit of a streak camera
(Hamamatsu C7700 with S-1 photocathode). The first one
was a complex f/2 objective, with f ¼ 100 mm, producing
a parallel beam between the two lenses. The second lens
had f ¼ 98 cm, giving a total optical magnification M ¼ 9.8.

Stepped targets were made of bulk Al by lathe matching.
The base was �8 mm, and the step thickness was
�8.5 mm. Al was chosen because its behavior at high
pressure is well known, making it a typical reference material
for laser-shock experiments.

Fig. 1. (Color online) Left: shock breakout from a flat aluminum target. Right: Shock breakout image from an Al target for laser energy
EL ¼ 108 J. The dimensions of the images are 1.69 ns � 1300 mm. Time flows up to down. Velocity of shock wave can be obtained as
D ¼ d2/(t2 2 t1). Here the time delay between base and step is Dt ¼ (t2 2 t1) ¼ 267 ps giving a shock velocity D ¼ 31.84 mm/ns.
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The primary condition of producing high quality flat
shocks imposed the use of phase zone plates (PZP). Since,
for technical reasons, it was not possible to produce a PZP
with the full size of the laser beam, we designed a smaller
PZP to be placed at f/2 from the target. The design of our
optical system (PZP þ focusing lens) implied a focal spot
of 400 mm FWHM, with a 250 mm flat region in the
center, corresponding to intensities up to 2 � 1014 W/cm2.

Figure 1 shows a streak image of shock breakout from
planar and stepped Al targets. The first image shows that a
rather flat shock front has been created. The second image
allows measuring the time delay between the breakout at
the base and at the step, giving the average shock velocity
in the step. From shock velocity we determine the shock
pressure using the Hugoniot data for Al from the SESAME
tables (T4 Group LANL, 1983). Such shock pressure is the
pressure produced by the laser beam on the irradiated side,
i.e., the ablation pressure.

The method works if the shock is stationary, and we
designed the targets to get a stationary shock in the step.
This can be addressed by using hydrodynamics simulations
or analytical models (Batani et al., 2001, 2003c), which
approximates the Gaussian with a trapezoidal time shape,
and again was checked by using the code “ATLANT.”

SIMULATION CODE

We used the 2D hydrodynamic Lagrangian code “ATLANT”
in cylindrical geometry (with coordinates R, z, t). Below we
list the set of basic equations, which have been solved
numerically with help of different methods (see in details
in Lebo & Tishkin, 2006).

dr

dt
¼ �r~r~v

r
d~v

dt
¼ � ~r(Zi � PE þ PI þ PR)

Zir
dEE

dt
¼ �Zi � PE ~r~vþ ~r(kE ~rTE)� QEI

� QER � RRAD(r, TE)þ ~r~q

r
dEI

dt
¼ �PI ~r~vþ ~r(kI ~rTI )þ QEI

r
dER

dt
¼ �PR ~r~vþ ~r(kR ~rTR)þ QER

~q

j~qj
, ~r

� �
~q ¼ k(r, TE) � ~q

QEI ¼ Q0(r, TE)
TE � TI

T3=2
E

r2

PE ¼ PE(r, TE); PI ¼ PI (r, TI); PR ¼ PR(r, TR)

EE ¼ EE(r, TE); EI ¼ EI (r, TI); ER ¼ ER(r, TR)

(3)

Here r is the density, n is the velocity; EE, EI, ER are the
specific (i.e., per units of volume) internal energy of

electrons, ions, and photons; PE, PI, PR, TE, TI, TR are the
electron, ion, radiation pressures, and temperature; RRAD rep-
resents the radiation losses of plasma; ~q is the laser-radiation
flux; kE, kI, kR are the coefficients of thermal conductivity
for the electron, ion, and radiation plasma components; Zi

is the mean degree of ionization in the Lagrange cell; k-is
the absorption factor of laser radiation. Finally the following
equations

QEI ¼ Q0EI �
TE � TI

T3=2
E

� Zir
2

QER ¼ Q0ER �
TE � TRffiffiffiffiffiffi

TE
p � Zir

2

(4)

give, respectively, the rate of electron-ion energy exchange in
the Landau-Spitzer approximation, and the rate of
electron-photon energy exchange, which is determined by
the bremsstrahlung processes.

In our simulations, we have used a library for state
equations based on the quotidian equations of state model
(QEOS) (More et al., 1988). It consisted of three parts: (1)
Electron ionization-equilibrium equation of state based on
Thomas-Fermi statistical model with scaling property for
atomic number and atomic weight. (2) Analytical ion
equation of state that combines Debye, Gruneisen,
Lindemann and fluid-scaling laws. (3) Empirical term,
which introduces correction for chemical bonding, and is
derived from physical properties of a given material.

No radiation transport has been used in the simulation
because we expect that this (and in particular, X-ray preheat-
ing) is negligible in our case, due to the sufficiently low laser
intensity and to the use of a CH ablator before the Al layer.

SIMULATION RESULTS AND COMPARISON WITH
EXPERIMENTAL DATA

We have performed several sets of simulations in order to
reproduce the experimental results on measurement of
shock wave velocity in stepped targets. In our simulations,
we have varied the absorbed laser energy (E Las

abs) from 50 to
200 J and the shape of the laser intensity profile (“Flat-top”
or “Gauss”) while keeping constant the laser wavelength
(3v, l ¼ 0.438 mm) and pulse duration. For simplicity, the
temporal shape of the pulse was taken triangular, beginning
at the time t ¼ 0, having its maximum at t ¼ 400 ps, and
ending at t ¼ 800 ps.

We have simulated the irradiation of three-layered disks:
CH layer (dCH ¼ 2 mm), first Al layer (d1_Al ¼ 8 mm) and
second Al layer (d2_Al ¼ 8.5 mm). Figure 2 shows the
initial Lagrangian mesh, 0 , R , R0. On borders of the
simulated area (R0 ¼ 200 mm) elastic and thermal isolated
walls boundary conditions have been set. In order to avoid
unnecessary numerical problems around the step edge,
the base/step profile has been “smoothed” by assuming

Simulations of shock generation and propagation in laser-plasmas 181



a sinusoidal profile (over a typical half of wavelength of lp ¼

20 mm), as it is clear from Figure 2.
The maximum laser intensity is Imax ¼ 2E las

abs/pRF
2t,

where RF is the radius of the focal spot. first case (R0 ¼

200 mm, absorbed energy 100 J): we first present the
results of simulations with RF ¼ R0 ¼ 200 mm, and a
“flat-top” laser flux profile.

Figures 3a and 3b shows the situation at the time when the
shock reaches the rear side of the base, and at the time when it
reaches the rear side of the step (notice the plasma corona
expansion in the region Z . 0 and the part of the target
which has been ablated). The simulation has been performed
for a laser absorbed energy of 100 J, the shock reaches the
rear side of the base t1 ¼ 0.3257 ns and it reaches the rear
side of the step at t2 ¼ 0.555 ns. This gives a shock wave vel-
ocity D ¼ d2/(t2 2 t1) ¼ 8.5 mm/(0.555 ns – 0.3257 ns) ¼
37.07 km/s.

We have also made 1D calculation with help of
“ATLANT” code to study if 2D geometry affects the shock
wave velocity. The target consisted of two layers: outer CH
layer with initial thickness 2 mm (0 , Z , 2 mm) and Al
layer with thickness 16.5 mm (216.5 mm , z , 0). The
shock wave first reaches the CH-layer and part of the second
layer with thickness 8 mm at the moment t1 ¼ 0.328 ns and
reached the rear side of target at the moment t2 ¼ 0.5576 ns.
These results are close to the 2D ones (with stepped
targets). Figure 4 illustrates the density and pressure profiles
at the time moments t ¼ 0.3226 ns (1) and t ¼ 0.5576 ns
(2b). From these simulations, it follows that the transverse
motion does not influence the measurement of shock wave
velocity in condense matter and that D ¼ 37.1 km/s too.

Second case (R0 ¼ 200 mm, absorbed energy 68 J):
Figures 5a to 5d illustrate the density and pressure profiles in
the z-direction at R ¼ 0 (step) and at R ¼ 197.5 mm (base).

Fig. 2. Left: initial Lagrange mesh used in the ATLANT-code simulation (cylindrical symmetry around the Z axis is assumed), Right:
scheme of the simulation.

Fig. 3. The contours of target density at the time: (a) t ¼ 0.35 ns ( just after the shock reaches the rear of the base) and (b) t ¼ 0.55 ns ( just
before it reaches the rear of the step). E Las

abs ¼ 100 J. The laser beam comes from top of figure.
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In this case, the shock wave reaches the first boundary t1 ¼
0.37 ns and the second boundary at t2 ¼ 0.619 ns. Figure 5
shows the density profile (1) and the pressure profile (2) at
t1 ¼ 0.4 ns, just after the shock wave has come to the rear
side of the base; and the density (3), and pressure (4) profiles

at t2 ¼ 0.65 ns just after it has reached the rear of the step, and
the right part of target is unloaded.

Third case (R0 ¼ 100 mm, laser intensity 4 � 1014 W/
cm2): The distance, which the shock wave travels in condense
matter is much less then the transverse scale of target R0 and

Fig. 4. Density and pressure profiles at t1 ¼ 0.3226 ns (shock front has reached the base-step interface at Z ¼ 28 mm) (a) and
t2 ¼ 0.5576 ns (shock front has reached the rear side at Z ¼ 216.6 mm) (b) in 1D simulation. E Las

abs ¼ 100 J.

Fig. 5. 2D simulations: density (a) and pressure (b) profiles at t ¼ 0.4 ns (0.03 ns after shock breakout at the base); density (c) and
pressure (d) profiles at t2 ¼ 0.65 ns (0.03 ns after shock break out at the step); E Las

abs ¼ 68 J. (1) profile at R ¼ 0 (Z axis), and (2) at
R ¼ 197.5 mm.
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mainly depends on laser intensity. In another simulation, we
have diminished R0 by two times and used Imax ¼ 4 �
1014 W/cm2. Figure 6 illustrates the motion of shock wave
in the target. In this case, we got D ¼ 44 km/s.

DISCUSSION

Figure 7 illustrates the results of a set of numerical simulations
for the different values of Imax. We have compared the
numerical results of shock wave velocities with experimental
data. The “crosses” are the experimental data, the solid line is
the results of simulations. In our simulations, we assumed a
100% absorption of laser energy. In the real experiment,
part of the energy was lost as a result of the use of PZPs, of
partial absorption of the e.m. wave in the plasma and of

(2D) refraction effects in the plasma corona. As a result, we
expect simulation results to be an upper limit to the exper-
imental data, as it is indeed the case in Figure 7. We have sup-
posed that about 30% of laser energy was lost.

In a second series of calculations, we studied the issue
of conformity of data “scaling: to Eqs. (1) and (2). For this
purpose, we simulated the interaction of laser light with an
Al layer with initial thicknesses d ¼ 20–60 mm without
step profile with a flat-top laser profile with radius 200 mm.
Thus, 2D effects were not considered.

The temporal shape of the laser pulse was an isosceles tri-
angle reaching zero at times t1 ¼ 0 ns and t3 ¼ 0.8 ns with
maximum at t2 ¼ 0.4 ns. In the calculations, the effects of
laser beam refraction and reflection were not considered, and
again we assumed 100% absorption of laser radiation in
plasma. The profiles of pressure and density along the Z axis
at the different time moments comes from our calculations.
The maximum of pressure value has been increased up to
t ¼ 0.4 ns.

In this series of simulations, in addition to the QEOS
model, we also used the equation of a state (EOS) proposed
in Zel’dovich and Raizer (1967) and Afanas’ev et al. (1982),
which considers two terms in the equation of ionic pressure:
the thermal and the elastic factor, which calculates the ioniz-
ation kinetics with an average ion approach in each
Lagrangian cell. This is described by the following sets of
equations

Pi ¼ PTi þ Pel, PTi ¼ nT ,

Pel ¼ r0C2
S

(r=r0)ZN � 1, if (r=r0) � 0

0, if (r=r0) , 0

(

Pe ¼ ZnT , r ¼ mi � n

dZ

dt
¼ Z � (wi � wr � w fr):

(5)

Fig. 6. Maximal laser intensity Imax ¼ 4 � 1014 W/cm2: the shock wave reaches the rear side of the base at t1 ¼ 0.274 ns and the step at
t2 ¼ 0.467 ns. The case (a) shows the situation at t ¼ 0.3 ns, and the case (b) at t ¼ 0.5 ns.

Fig. 7. Shock velocity vs. incident laser intensity, markers (I): experimental
points after (Batani et al. 2003a), continuous line with markers (B):
simulation results, dashed line with markers (†), – corrected results with
take into account the losses of laser energy.
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Here r and n are the density and ion concentration in con-
dense matter, Z is the average ion charge in the Lagrangian
cell, wi, wr, and wfr are the rates of three particle ionization,
three particle-recombination and photo-recombination, and
r0 and Cs are the initial density and sound velocity in con-
dense matter in normal conditions.

Calculations have been made for various values of laser
intensity (Imax) at a fixed wavelength l ¼ 0,438 mm (see
Table 1). From numerical calculations it is possible to

derive the following scaling which is valid for the case
l ¼ 0.438 mm.

PS[MBar] ¼ 16:22 �
I

1014[W=cm2]

� �0,83

: (6)

This shows a power dependence on laser intensity, which
is quite close to the that of Eq. (2), the exponent being 0.83
instead of 0.75 (the difference with the exponent in Eq. (1),
which is 0.67 is far more pronounced).

Figure 8 illustrates the results contained in Table 1
showing the results of numerical calculations of maximum
pressure (Pmax) versus intensity at the fixed wavelength of
laser radiation l ¼ 0.438 mm (3v).

In the case of the Zel’dovich and Raizer (1967) model with
ionization kinetics (ZRI-model), the dependence of Pmax

from Imax differs on the results obtained with the QEOS
model (see Table 1). But the differences are not large, and
it is very difficult to discriminate between the two models
in experiments.

Figure 9a shows the shock wave propagation in the Al
layer along the Z axis as a function of time for the case of
QEOS model. Figure 9b shows the shock wave propagation
for the case of the RZI model. Calculations are made for the
maximal intensity of laser radiation Imax ¼ 1.99 � 1014 W/
cm2, wavelength of radiation l ¼ 0.438 mm and d ¼
60 mm. Here the pressure is represented as a function of
the Lagrangian coordinate XMS, which is simply the sum
of the quantities D Mij, i.e., the mass of the Lagrangian
cells in the simulation mesh.

The pressure and shock wave velocities in both models
are approximately the same. For example, at t ¼ 0.8 ns the
maximum pressure is Pmax ¼ 23.5 Mbar for XMS ¼
0.52 � 1026 arb. units in the case of QEOS model, and
Pmax ¼ 22.0 Mbar for XMS ¼ 0,51 � 1026 arbitrary units
in the case of the ZRI model (see Fig. 9).The pressure
profile is not monotonous in case (b): this is the effect of
numerical approximations. In principle, it is possible to
solve this problem by decreasing the time step in the calcu-
lations. The distributions of temperature and ion charges in

Fig. 9. The pressure distribution in the matter as function of mass cords for different time moments: t1 ¼ 0.2 ns, t2 ¼ 0.4 ns, t3 ¼ 0.8 ns
(a) QEOS; (b) Zel’dovich and Raizer’s EOS model.

Fig. 8. Dependence of pressure on maximum laser intensity at l ¼

0.438 mm and at t ¼ 0.4 ns.

Table 1. Maximum pressure in the case l ¼ 0.438 mm t ¼ 0,4 ns
versus laser intensity. Second line: numerical calculations using the
QEOS model; third line: numerical calculations using the RZI
model; fourth line: analytical scaling using Eq. (2)

I [1014 W/cm2] 0.995 1.49 1.99 2.985 3.98 7.96
PQEOS [MBar] 16.06 22.50 28.56 39.98 50.76 90.25
PZRI [MBar] 15.80 23.80 30.50 39.10 46.50 94.20
Ps [MBar] 16.06 23.34 28.56 39.98 50.77 90.25
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condense matter differ some more in the QEOS and ZRI
models. Figure 10 illustrates the ion charge distribution in
both cases.

Figure 11 shows the evolution of the absorbed laser power
as a function of distance (Z ) for different times. The plotted
quantity is (Pabs/DM) ¼ (Pin 2 Pout)/DM, where Pin and
Pout are the input and output laser power in each
Lagrangian cell, and DM the mass of the Lagrangian cell.
In this case, the intensity of laser radiation was Imax ¼

1.99 � 1014 W/cm2 and the radiation wavelength l ¼

0.438 mm. The calculation shows that radiation is non-
uniformly absorbed in the plasma corona, and shock wave
pressure varies in time and space.

In addition, since Eq. (2) shows the dependence of
pressure from time, we have also performed a set of 1D simu-
lation to observe the dependence of Pmax from laser pulse
duration. Results are shown in Table 2. The laser pulse dur-
ation is t ¼ t3 ¼ 8 ns (maximal intensity at t2 ¼ 4 ns), or, as
before, t3 ¼ 0.8 ns. The range of laser intensities Imax ¼ 1013

– 5 � 1014 W/cm2, and the other parameters l ¼ 0.438 mm
and d ¼ 200 mm.

Fig. 10. Average charge of ions (FQ) as function of Lagrangian coordinates (XMS) for QEOS (a) and ZRI (b) models for different times.
Imax ¼ 1.49 � 1014 W/cm2, l ¼ 0.438 mm.

Fig. 11. Laser absorbed power per mass units (Pabs/DM) as function of dis-
tance (Z) for different times. Imax ¼ 1.99 � 1014 W/cm2, l ¼ 0.438 mm.

Table 2. Comparison of two sets of numerical simulations with and
t3 ¼ 8 ns and t3 ¼ 0.8 ns and the scaling for Ps given by Eq. (3).
Range of laser intensities Imax ¼ 1013 2 5 � 1014 W/cm2, l ¼
0.438 mm, and d ¼ 200 mm

Imax [1014 W/cm2] 0.2 1.49 1.99 3.98
P [Mbar], t ¼ 0.8 ns — 22.5 28.56 50.76
P [MBar], t ¼ 8 ns 3.234 16,37 20.83 36.38
Ps [MBar], t ¼ 0.8 ns 4.24 22.46 28.56 50.77
Ps [Mbar], t ¼ 8 ns 3.09 16.38 20.83 37.03

Fig. 12. (Color online) Evolution of maximum shock pressure for a laser
pulse energy of 804 J, a duration of 0.8 ns (flat-top temporal shape) and
an Al target with thickness 60 mm. The radius of the focal spot (used in
the calculation of the laser intensity) was 200 mm. (points and solid line)
and interpolation using the power law dependence of Eq. (2).
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Using such results, we can improve our Eq. (6) as:

PS[MBar] ¼ 16:22 �
I

1014[W=cm2]

� �0,83
t

0:8[ns]

� ��0,137

: (7)

The scaling time seems quite different from Eq. (2).
However this should not be a surprise since this is the
result of simulations done with varying laser intensity and
for different pulse duration t. So the physical meaning is
different from Eq. (2), which shows the scaling versus
time. In order to show the time dependence explicitly, we
have performed a simulation using the 1D version of the
code ATLANT and followed the evolution of maximum
shock pressure. Results are shown in Figure 12 for laser
pulse energy of 804 J and duration of 0.8 ns (flat-top tem-
poral shape) and an Al target with thickness 60 mm.

We see that after an initial “creation” phase, shock pressure
decays with time exactly as predicted by Eq. (2). We think
that both these results and those presented in Figure 11, as
well as the previous scaling versus laser pulse duration t,
give evidence of delocalized absorption of laser energy.

Finally we have used our simulation results to study the
relation between the shock pressure (P0) and the shock vel-
ocities (D). Classically these are related by Hugoniot
equations:

D2 ¼
gþ 1

2
PS

r0
þ
g� 1
gþ 1

P0

r0

� �
, (8)

where P0 and ro are the initial pressure and density and g the
adiabatic index. For strong shocks, as it is practically our
case, this equation simplifies to

D2 ¼
gþ 1

2
PS

r0

� �
: (9)

Table 3 shows the relation between the laser intensity (Imax in
units of 1014 W/cm2), the pressure (PS in Mbar), and the
shock velocities for g ¼ 5/3 (D1) and g ¼ 2 (D2), and the
experimental results (Dexp in km/s) (see Fig. 7). It should
be noticed that laser intensity and pressure increase up to
0.4 ns and then decrease, so shock velocity varies during
the laser pulse. D1(2) follows the maximum value of shock
wave pressure.

Let’s finally notice that 2D simulations have allowed pre-
dicting laser energy losses due to reflection and refraction of
the laser beam in the extended plasma corona. In some cases,
these can be as high as 30%. Also the pressure behind the
shock front in 2D simulations with a radial profile of laser
intensity tends to an asymptotic value, which is given by
1D simulations, as the width of the shock front (laser
profile) is increased.

CONCLUSIONS

In this paper, we have analyzed the results of a recent exper-
iment performed at the PALS laboratory concerning ablation
pressure at 0.44 mm at irradiance up to 2 � 1014 W/cm2,
using the code “ATLANT.” 2D hydrodynamics simulations
have shown that 2D effects did not affect the experimental
measurements of shock velocity in the conditions of
“PALS” installation experiments. We have derived some
scaling, which could be useful for future experiments.
About 30% of laser energy was lost in the results of reflection
and refraction effects. Also they allowed us to see that the
shock is reasonably stationary in the step and finally give
evidence of the phenomenon of delocalized absorption of
laser light.
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