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#### Abstract

In this work we introduce, characterize, and provide algorithmic results for ( $k,+$ )-distance-hereditary graphs, $k \geq 0$. These graphs can be used to model interconnection networks with desirable connectivity properties; a network modeled as a $(k,+)$-distance-hereditary graph can be characterized as follows: if some nodes have failed, as long as two nodes remain connected, the distance between these nodes in the faulty graph is bounded by the distance in the non-faulty graph plus an integer constant $k$. The class of all these graphs is denoted by $\mathrm{DH}(k,+)$. By varying the parameter $k$, classes $\mathrm{DH}(k,+)$ include all graphs and form a hierarchy that represents a parametric extension of the well-known class of distance-hereditary graphs.
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## 1 Introduction

A fundamental problem in any parallel or distributed system is the efficient communication of data between processors. Such efficiency depends on the routing scheme defined over the system, that is the set of paths used to route data, one path for each possible pair of processors. The efficiency of a routing scheme is meanly measured in terms of its stretch factor and dilation. The stretch factor (dilation) is the maximum ratio (difference) between the length of a path defined by the scheme and the shortest path between the same pair of processors.

In this work we are interested in networks in which routing schemes coincide with shortest paths and node failures may occur. Distances are always computed by means of shortest paths in the subnetwork that is induced by the non-faulty components. In this context, the decrease of the efficiency of the communication only depends on the topology of the networks. To measure this efficiency degradation, some parameters about the topology can be defined. In [8] the authors defined the notion of stretch number, while in this paper we introduce the dilation number of a graph $G$. It is defined as the smallest $k$ such that $G \in \mathrm{DH}(k,+)$, where a network modeled as a graph belonging to the class $\mathrm{DH}(k,+)$ can be characterized as follows: if some nodes have failed, as long as two nodes remain connected, the distance between these nodes in the faulty graph is bounded by the distance in the non-faulty graph plus an integer constant $k$. Elements of $\mathrm{DH}(k,+)$ are called $(k,+)$-distance-hereditary graphs. The name is motivated by the fact that the well-known class of distance-hereditary graphs $[18,19]$ corresponds to the class $\mathrm{DH}(0,+)$. So, by varying the parameter $k$, classes $\mathrm{DH}(k,+)$ : (1) include all graphs, (2) form a hierarchy that represents a parametric extension of distancehereditary graphs. Given the relevance of $(k,+)$-distance-hereditary graphs in the area of communication networks, our purpose is to provide characterization and algorithmic results about the introduced graphs.

Related works. In literature there are several papers devoted to fault-tolerant network design, mainly starting from a given desired topology and introducing fault-tolerance to it (e.g., see [4, 16, 20]).

Papers [8, 9] present several results about $(k, *)$-distance-hereditary graphs, i.e., graphs whose induced distance is bounded by a multiplicative factor $k$. In [14], a study about similar concepts is performed: they give characterizations for graphs in which no delay occurs in the case that a single node fails. These graphs are called self-repairing. In [10], authors introduce and characterize new classes of graphs that guarantee constant stretch factors $k$ even when a multiple number of edges have failed. In a first step, they do not limit the number of edge faults at all, allowing for unlimited edge faults. Secondly, they examine the more realistic case where the number of edge faults is bounded by a value $\ell$. The corresponding graphs are called $k$-self-spanners and ( $k, \ell$ )-self-spanners, respectively. In both cases, the names are motivated by strong relationships to the concept
of $k$-spanners [21]. Related works are also those concerning distance-hereditary graphs $[18,19]$ : they have been investigated to design interconnection network topologies [7, 12, 13], and several papers have been devoted to them (see [3] and references therein).

Results. First, we formally introduce ( $k,+$ )-distance-hereditary graphs and provide some preliminary results. An initial characterization is given in terms of the dilation number. Then, we remark relationships between $(k, *)$-distancehereditary graphs and $(k,+)$-distance-hereditary graphs. Starting from these observations, we introduce the notion of twin graph $G^{*}$ of an arbitrary graph $G$. This graph has the remarkable property that $G \in \mathrm{DH}(k,+)$ if and only if $G^{*} \in \mathrm{DH}(k,+)$. Thanks to this notion, we are able to provide a characterization of graphs $G$ in $\mathrm{DH}(k,+)$ based on cycle-chord conditions of its twin graph $G^{*}$. Since we also show that the recognition problem for the new graph classes is Co-NP-complete (for $k$ not fixed), then we investigate in more detail the smallest class among the new ones, i.e., class $\mathrm{DH}(1,+)$. In this context, our main result consists of listing all the forbidden induced subgraphs of every $G \in \mathrm{DH}(1,+)$. A theoretical consequence of this characterization is that the recognition problem of class $\mathrm{DH}(1,+)$ can be solved in polynomial time.

This paper is organized as follows. Notation and basic concepts used in this work are given in Section 2, while Section 3 formally introduces ( $k,+$ )-distancehereditary graphs and provides some preliminary results. Sections 4 and 5 study graphs in $\mathrm{DH}(k,+)$ : the former introduces and uses the notion of twin graph to characterize graphs in $\mathrm{DH}(k,+)$, and the latter states the Co-NP-completeness result. Sections 6 and 7 study graphs in $\mathrm{DH}(1,+)$ : the former characterizes graphs in $\mathrm{DH}(1,+)$ by listing forbidden induced subgraphs, while the latter uses this characterization to provide a polynomial time recognition. Finally, Section 8 concludes the paper by listing some open problems.

## 2 Notation and basic concepts

In this work we consider finite, simple, loopless, undirected and unweighted graphs $G=(V, E)$ with node set $V$ and edge set $E$. We use standard terminologies from $[3,17]$, some of which are briefly reviewed here.
$|G|$ denotes the cardinality of $V$. A subgraph of $G$ is a graph having all its nodes and edges in $G$. Given a subset $S$ of $V$, the induced subgraph $\langle S\rangle$ of $G$ is the maximal subgraph of $G$ with node set $S . G-S$ is the subgraph of $G$ induced by $V \backslash S$; when $S=\{x\}$, we write $G-x$ instead of $G-\{x\}$.

If $x$ is a node of $G$, by $N_{G}(x)$ we denote the neighbors of $x$ in $G$, that is, the set of nodes in $G$ that are adjacent to $x$, and by $N_{G}[x]$ we denote the closed neighborhood of $x$, that is $N_{G}(x) \cup\{x\}$. Moreover, $N_{G}(S)=\bigcup_{u \in S} N_{G}(u)$ and


Figure 1: The chord distance of this cycle $C_{6}$ is 2 because nodes $d$ and e are consecutive and every chord is incident to one of them. Moreover, there is no other set with less then 3 nodes with the same properties.
$N_{G}[S]=\bigcup_{u \in S} N_{G}[u]$. The degree of $x$ is denoted by $\operatorname{deg}_{G}(x)$ and it is equal to $\left|N_{G}(x)\right| . S \subseteq V$ is an independent set in $G$ if $(x, y) \notin E$, for all $x, y \in S$.

Two nodes $v$ and $v^{\prime}$ of $G$ are twins in $G$ if they have the same neighborhood in $G$; we distinguish between false twins when $N_{G}(v)=N_{G}\left(v^{\prime}\right)$ and true twins when $N_{G}[v]=N_{G}\left[v^{\prime}\right]$. If $u \in V$, operation $\gamma(G, u)$ (see [3]) extends $G$ by adding a false twin of $u$; the resulting graph is $G^{\prime}=\left(V \cup\left\{u^{\prime}\right\}, E \cup\left\{\left(u^{\prime}, v\right) \mid v \in N_{G}(u)\right\}\right)$.

A sequence of pairwise distinct nodes $\left(x_{0}, x_{1}, \ldots, x_{n}\right)$ is a path in $G$ if $\left(x_{i}, x_{i+1}\right) \in E$ for $0 \leq i<n$. The length of a path $p=\left(x_{0}, \ldots, x_{n}\right)$ is $n$, whereas $|p|$ denotes the number of its nodes. A path $\left(x_{0}, \ldots, x_{n}\right)$ is an induced path if $\left\langle\left\{x_{0}, \ldots, x_{n}\right\}\right\rangle$ has $n$ edges. Two nodes $x$ and $y$ of $G$ are connected if there is a path from $x$ to $y$ in $G$. A graph $G$ is connected if, for each pair of nodes $x$ and $y$ of $G, x$ and $y$ are connected. A biconnected component of $G$ is a subgraph of $G$ which remains connected even if we delete any of its nodes.

The length of a shortest path between two nodes $x$ and $y$ in $G$ is called distance and is denoted by $d_{G}(x, y)$; moreover, the length of a longest induced path between the same nodes is denoted by $D_{G}(x, y)$. We use symbols $P_{G}(x, y)$ and $p_{G}(x, y)$ to denote a longest and a shortest induced path between $x$ and $y$, respectively. Sometimes, when no ambiguity occurs, we use $P_{G}(x, y)$ and $p_{G}(x, y)$ to denote the sets of nodes belonging to the corresponding paths.

A cycle $C_{n}$ in $G$ is a path $\left(x_{0}, \ldots, x_{n-1}\right)$ where also $\left(x_{0}, x_{n-1}\right) \in E$. Two nodes $x_{i}$ and $x_{j}$ are consecutive in $C_{n}$ if $j \equiv(i+1) \bmod n$ or $i \equiv(j+1) \bmod n$. A chord of a cycle is an edge joining two non-consecutive nodes in the cycle. $H_{n}$ denotes an hole, i.e., a cycle with $n$ nodes and without chords. The chord distance of a cycle $C_{n}$ is denoted by $c d\left(C_{n}\right)$, and it is defined as the minimum number of consecutive nodes in $C_{n}$ such that every chord of $C_{n}$ is incident to some of such nodes (see Fig. 1). We define $c d\left(H_{n}\right)=0$.

If $x$ and $y$ are two nodes of $G$ such that $d_{G}(x, y) \geq 2$, then $\{x, y\}$ is a cycle-pair if there exist a path $p_{G}(x, y)$ and a path $P_{G}(x, y)$ such that $p_{G}(x, y) \cap P_{G}(x, y)=$ $\{x, y\}$. In other words, if $\{x, y\}$ is a cycle-pair, then the set $p_{G}(x, y) \cup P_{G}(x, y)$
induces a cycle in $G$.

## 3 Basic definitions and preliminary results

In this section we formally define $(k,+)$-distance-hereditary graphs and provide some preliminary results.

Definition 3.1 Let $k$ be a real number. A graph $G$ is a $(k,+)$-distancehereditary graph if, for each connected induced subgraph $G^{\prime}$ of $G$ :

$$
\begin{equation*}
d_{G^{\prime}}(x, y) \leq d_{G}(x, y)+k, \quad \text { for each } x, y \in G^{\prime} \tag{1}
\end{equation*}
$$

The class of all the $(k,+)$-distance-hereditary graphs is denoted by $\mathrm{DH}(k,+)$.
Notice that the above definition holds for both connected and disconnected graphs. Given a rational number $k \geq 1$, the $(k, *)$-distance-hereditary graphs $[8,9]$ have been defined in a similar way: it is sufficient to replace Eq. 1 by the following one:

$$
\begin{equation*}
d_{G^{\prime}}(x, y) \leq d_{G}(x, y) \cdot k, \quad \text { for each } x, y \in G^{\prime} \tag{2}
\end{equation*}
$$

$\mathrm{DH}(k, *)$ denotes the class of all $(k, *)$-distance-hereditary graphs. By setting $k=0$ in Eq. 1 or $k=1$ in Eq. 2, we get the definition of distance-hereditary graphs [18, 19].

Lemma 3.2 The class $\mathrm{DH}(k,+)$ is closed under taking induced subgraphs.
Proof. Let $G$ be a graph in $\mathrm{DH}(k,+)$ and $G^{\prime}$ be an induced subgraph of $G$. According to Definition 3.1, we have to show that, for each connected induced subgraph $G^{\prime \prime}$ of $G^{\prime}, d_{G^{\prime \prime}}(x, y) \leq d_{G^{\prime}}(x, y)+k$, for each $x, y \in G^{\prime \prime}$.

Let $x$ and $y$ be two nodes in $G^{\prime \prime}$. Since $G^{\prime \prime}$ is a connected induced subgraph of $G$, then, by Definition 3.1, $d_{G^{\prime \prime}}(x, y) \leq d_{G}(x, y)+k$. Relationship $d_{G}(x, y) \leq$ $d_{G^{\prime}}(x, y)$ is straightforward. Combining these inequalities, we get

$$
d_{G^{\prime \prime}}(x, y) \leq d_{G}(x, y)+k \leq d_{G^{\prime}}(x, y)+k
$$

Definition 3.3 Let $G$ be a graph, and $\{x, y\}$ be a pair of connected nodes in $G$. Then:

1. the dilation number $\partial_{G}(x, y)$ of the pair $\{x, y\}$ is given by $\partial_{G}(x, y)=$ $D_{G}(x, y)-d_{G}(x, y)$;
2. the dilation number $\partial(G)$ of $G$ is the maximum dilation number over all possible pairs of connected nodes, that is, $\partial(G)=\max _{\{x, y\}} \partial_{G}(x, y)$;
3. $\mathcal{D}(G)$ is the set containing all the pairs of nodes inducing the dilation number of $G$, that is, $\mathcal{D}(G)=\left\{\{x, y\} \mid \partial_{G}(x, y)=\partial(G)\right\}$.

In the context of $(k, *)$-distance-hereditary graphs, we introduced the corresponding notion of stretch number. Shortly, if $G$ is a graph and $x$ and $y$ two connected nodes in $G$, then: (1) the stretch number $s_{G}(x, y)$ of $\{x, y\}$ is given by $s_{G}(x, y)=D_{G}(x, y) / d_{G}(x, y)$, and (2) the stretch number $s(G)$ of $G$ is given by $s(G)=\max _{\{x, y\}} s_{G}(x, y)$.

The following two lemmas list some basic properties of $(k,+)$-distancehereditary graphs.

Lemma 3.4 The following facts hold:

1. $\mathrm{DH}(0,+)$ coincides with the class of distance-hereditary graphs;
2. $\mathrm{DH}(k,+)=\mathrm{DH}(\lfloor k\rfloor,+)$, for each real number $k \geq 0$;
3. $\mathrm{DH}\left(k_{1},+\right) \subseteq \mathrm{DH}\left(k_{2},+\right)$, for each pair of integers $k_{1}$ and $k_{2}, k_{1} \leq k_{2}$;
4. If $(x, y) \in E$ then $\partial_{G}(x, y)=0$. As a consequence:

- if $\partial(G)=0$ then $\mathcal{D}(G)$ contains every pairs of connected nodes of $G$;
- if $\partial(G)>0$ then $d_{G}(x, y) \geq 2$ for each pair $\{x, y\} \in \mathcal{D}(G)$;

5. if $G$ contains $n$ nodes, then $\partial(G) \leq \max \{0, n-4\}$; moreover, for each $n \in \mathbb{N}$ there exists a graph $G^{\prime}$ such that $\partial\left(G^{\prime}\right)=n$;

Proof. Facts 1, 2, 3, and 4 directly follow from Definition 3.1. The remainder proves Fact 5 .

If $n \leq 4$, then $G$ is a distance-hereditary graph and hence $\partial(G)=0$. If $n>4$ and $G \notin \mathrm{DH}(0,+)$, then:
a) $d_{G}(x, y) \geq 2$, for each $\{x, y\} \in \mathcal{D}(G)$ (see Fact 4);
b) $D_{G}(x, y) \leq n-2$, for each pair $\{x, y\}$ of connected nodes in $G$.

Then, if $\{x, y\} \in \mathcal{D}(G)$, the following holds:

$$
\partial(G)=D_{G}(x, y)-d_{G}(x, y) \leq(n-2)-2=n-4
$$

To complete the proof we show that $\partial\left(H_{n}\right)=n-4$, for $n \geq 4 . H_{4}$ is a distancehereditary graph, and hence $\partial\left(H_{4}\right)=0$. When $n>4$, for each pair $\{x, y\}$ of nodes in $H_{n}$ such that $d_{H_{n}}(x, y) \geq 2$, we have $D_{H_{n}}(x, y)=n-d_{H_{n}}(x, y)$. Then, $\partial_{H_{n}}(x, y)=D_{H_{n}}(x, y)-d_{H_{n}}(x, y)=n-2 \cdot d_{H_{n}}(x, y)$, which is maximum for $d_{H_{n}}(x, y)=2$. Hence $\partial\left(H_{n}\right)=n-4$.

The dilation number can be used to provide a first characterization of $(k,+)-$ distance-hereditary graphs.


Figure 2: The graph $G_{k}, k \geq 1$, used by Lemma 3.6. It consists of two holes $H_{k+4}$ joined by an edge.

Theorem 3.5 Let $G$ be a graph. $G \in \mathrm{DH}(k,+)$ if and only if $\partial(G) \leq k$.
Proof. We first show that the following relationship holds:

$$
\begin{equation*}
\partial(G)=\min \{t: G \in \mathrm{DH}(t,+)\} \tag{3}
\end{equation*}
$$

By Definition 3.3, $\partial(G)=\max _{\{x, y\}}\left\{D_{G}(x, y)-d_{G}(x, y)\right\}$, that is,

$$
\partial(G) \geq D_{G}(x, y)-d_{G}(x, y)
$$

for each pair of connected nodes $x, y \in V$. If $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ is a connected induced subgraph of $G$, then $\partial(G) \geq d_{G^{\prime}}(x, y)-d_{G}(x, y)$ for each $x, y \in V^{\prime}$. Hence $d_{G^{\prime}}(x, y) \leq d_{G}(x, y)+\partial(G)$ for each $x, y \in V^{\prime}$. By the generality of $G^{\prime}$, it follows that $G \in \mathrm{DH}(\partial(G),+)$.

By contradiction, let us suppose that there exists an integer $t<\partial(G)$ such that $G \in \mathrm{DH}(t,+)$. Let $\{x, y\} \in \mathcal{D}(G)$, and $G^{\prime}$ be the subgraph induced by $P_{G}(x, y)$. In this case we have that $d_{G^{\prime}}(x, y)=D_{G}(x, y)$, and hence the relation $D_{G}(x, y)-d_{G}(x, y)=\partial(G)>t$ implies that

$$
d_{G^{\prime}}(x, y)=D_{G}(x, y)>t+d_{G}(x, y) .
$$

Then $G \notin \mathrm{DH}(t,+)$, a contradiction. The theorem follows by Eq. 3 and Fact 3 of Lemma 3.4.

In [8], it is shown that $G \in \mathrm{DH}(k, *)$ if and only if $s(G) \leq k$. We conclude this section by providing a relationship between the classes $\mathrm{DH}(k,+)$ and $\mathrm{DH}(k, *)$, useful in the remainder of the paper.

Lemma 3.6 For each $k \geq 1, \mathrm{DH}(k,+) \subset \mathrm{DH}\left(1+\frac{k}{2}, *\right)$.
Proof. Let $G \in \mathrm{DH}(k,+), k \geq 1$, and $x, y \in G$. We show that $s_{G}(x, y) \leq 1+\frac{k}{2}$. By the generality of $x$ and $y$, this implies $G \in \mathrm{DH}\left(1+\frac{k}{2}, *\right)$, and, in turn, $\mathrm{DH}(k,+) \subseteq \mathrm{DH}\left(1+\frac{k}{2}, *\right)$.


Figure 3: A graph $G$ and its twin graph $G^{*}$ (see Definition 4.1). Dashed lines represent edges in $E^{3}$. Nodes $v_{1}^{1}, v_{2}^{1}, \ldots, v_{5}^{1}$ and $v_{1}^{2}, v_{2}^{2}, \ldots, v_{5}^{2}$ induce the subgraphs $G^{1}$ and $G^{2}$, respectively. Both $G^{1}$ and $G^{2}$ are isomorphic to $G$.

By Theorem 3.5, $\partial(G) \leq k$. Hence, $D_{G}(x, y) \leq d_{G}(x, y)+k$. If $d_{G}(x, y)=1$, then $s_{G}(x, y)=1$ and relation $s_{G}(x, y) \leq 1+\frac{k}{2}$ trivially holds. If $d_{G}(x, y) \geq 2$, then:

$$
s_{G}(x, y)=\frac{D_{G}(x, y)}{d_{G}(x, y)} \leq \frac{d_{G}(x, y)+k}{d_{G}(x, y)}=1+\frac{k}{d_{G}(x, y)} \leq 1+\frac{k}{2}
$$

To complete the proof we show that the graph $G_{k}$ of Fig. 2 is such that $G_{k} \in$ $\mathrm{DH}\left(1+\frac{k}{2}, *\right)$ and $G_{k} \notin \mathrm{DH}(k,+)$, for each $k \geq 1$. In fact, $\partial_{G_{k}}\left(u_{2}, v_{2}\right)=(k+2)+$ $1+(k+2)-5=2 k$, while $s\left(G_{k}\right)=s_{G_{k}}\left(u_{2}, u_{k+4}\right)=\frac{k+2}{2}=1+\frac{k}{2}$ (in [8], it is shown that the stretch number of a graph $H$ coincides with the stretch number of one of the maximal biconnected components of $H$ ).

## 4 Characterization of graphs in $\mathrm{DH}(k,+)$

In [8], it is shown that the $(k, *)$-distance-hereditary graphs enjoy a nice "locality property": the stretch number of $G$ coincides with the stretch number of an induced subgraph of $G$ that forms a cycle. This property does not hold for $(k,+)$-distance-hereditary graphs. For instance, consider again the graph $G_{k}$ of Fig. 2: the longest and the shortest induced path between every pair of nodes in $\mathcal{D}\left(G_{k}\right)$ does not induce a cycle (indeed, the pairs induce the whole $G_{k}$ ).

In this section, we introduce the notion of twin graph. We show that the locality property recalled above holds for twin graphs of $(k,+)$-distance-hereditary graphs. In this way, we are able to provide a characterization of $(k,+)$-distancehereditary graphs based on cycle-chord conditions (Theorem 4.6).

Definition 4.1 Let $G=(V, E)$ be a graph. The twin graph of $G$ is a graph $G^{*}=\left(V^{*}, E^{*}\right)$ such that $V^{*}=V^{1} \cup V^{2}$ and $E^{*}=E^{1} \cup E^{2} \cup E^{3}$, where:

$$
-V^{1}=\left\{v^{1} \mid v \in V\right\}
$$

$$
\begin{aligned}
& -V^{2}=\left\{v^{2} \mid v \in V\right\} \\
& -E^{1}=\left\{\left(u^{1}, v^{1}\right) \mid(u, v) \in E\right\} \\
& -E^{2}=\left\{\left(u^{2}, v^{2}\right) \mid(u, v) \in E\right\} \\
& -E^{3}=\left\{\left(u^{1}, v^{2}\right),\left(u^{2}, v^{1}\right), \mid(u, v) \in E\right\} .
\end{aligned}
$$

The subgraphs of $G^{*}$ given by $\left(V^{1}, E^{1}\right)$ and $\left(V^{2}, E^{2}\right)$ are denoted by $G^{1}$ and $G^{2}$, respectively.

Then $\left|V^{*}\right|=2 \cdot|V|$ and $\left|E^{*}\right|=4 \cdot|E|$. The name "twin graph" is due to the fact that, for each pair $\left(v^{1}, v^{2}\right)$ of nodes in $G^{*}$ such that $v_{1} \in V^{1}$ and $v_{2} \in V^{2}, v^{2}$ is a false twin of $v^{1}$ in $G^{*}$. Hence, the twin graph $G^{*}$ can be obtained from $G$ by applying operation $\gamma(G, v)$ to each node $v$ of $G$. Moreover, notice that both $G^{1}$ and $G^{2}$ are induced subgraphs of $G^{*}$ and isomorphic to $G$ (see Fig. 3).

Definition 4.2 Let $S$ be the subgraph of $G^{*}$ induced by the nodes $v_{1}^{i_{1}}, v_{2}^{i_{2}}, \ldots, v_{n}^{i_{n}}$, $i_{j} \in\{1,2\}$ and $1 \leq j \leq n$. The projection of $S$ on $G^{1}$, denoted by $S^{1}$, is the subgraph of $G^{1}$ induced by the nodes $v_{1}^{1}, v_{2}^{1}, \ldots, v_{n}^{1}$.

Notice that, the projection of $G^{2}$ on $G^{1}$ corresponds to $G^{1}$. The following lemma deals with projections of generic induced subgraphs of $G^{*}$.

Lemma 4.3 Let $S$ be an induced subgraph of $G^{*}$. If there are no false twins in $S$, then $S$ and its projection $S^{1}$ are isomorphic.

Proof. Let $S=\left(V_{S}, E_{S}\right), S^{1}=\left(V_{S^{1}}, E_{S^{1}}\right)$, and assume that there are no false twins in $V_{S}=\left\{v_{1}^{i_{1}}, v_{2}^{i_{2}}, \ldots, v_{n}^{i_{n}}\right\}$. We show that $S$ and $S^{1}$ are isomorphic, that is: (1) $\left|V_{S^{1}}\right|=\left|V_{S}\right|$, and (2) $\left(v_{j}^{i_{j}}, v_{k}^{i_{k}}\right) \in E_{S}$ if and only if $\left(v_{j}^{1}, v_{k}^{1}\right) \in E_{S^{1}}$.

1. By construction of $V_{S^{1}}$, it follows that $\left|V_{S^{1}}\right| \leq\left|V_{S}\right|$. According to Definition 4.1, $\left|V_{S^{1}}\right|$ contains less elements than $\left|V_{S}\right|$ if and only if two different nodes in $V_{S}$ have the same corresponding node in $V_{S^{1}}$, i.e, there exist two distinct nodes $v_{j}^{i_{j}}$ and $v_{k}^{i_{k}}$ in $V_{S}, i_{j} \neq i_{k}$, such that $v_{j}^{1} \equiv v_{k}^{1}$. If such two nodes exist, by Definition 4.1, $v_{j}^{i_{j}}$ and $v_{k}^{i_{k}}$ are false twins in $G^{*}$. As a consequence, since $S$ is induced in $G^{*}$ then $v_{j}^{i_{j}}$ and $v_{k}^{i_{k}}$ are false twins in $S$, a contradiction. Hence, $\left|V_{S^{1}}\right|=\left|V_{S}\right|$.
2. The property that $\left(v_{j}^{i_{j}}, v_{k}^{i_{k}}\right) \in E_{S}$ if and only if $\left(v_{j}^{1}, v_{k}^{1}\right) \in E_{S^{1}}$ directly follows from definition of $G^{*}$.

Lemma 4.4 For $k \geq 0, G \in \mathrm{DH}(k,+)$ if and only if $G^{*} \in \mathrm{DH}(k,+)$.

Proof. $\Longrightarrow$ : Assuming $G^{*} \notin \mathrm{DH}(k,+)$, there exist two nodes $u, v \in V^{*}$ such that $D_{G^{*}}(u, v)-d_{G^{*}}(u, v)>k$. Let $P_{G^{*}}(u, v)=\left(u \equiv v_{0}^{i_{0}}, v_{1}^{i_{1}}, \ldots, v_{n}^{i_{n}} \equiv v\right)$, $i_{j} \in\{1,2\}$ and $0 \leq j \leq n$, and $p_{G^{*}}(u, v)=\left(u \equiv u_{0}^{\ell_{0}}, u_{1}^{\ell_{1}}, \ldots, u_{m}^{\ell_{m}} \equiv v\right), \ell_{j} \in\{1,2\}$ and $0 \leq j \leq m$, be a longest and a shortest induced path connecting $u$ and $v$, respectively. According to the fact that there are false twins in an induced path if and only if the path has three nodes, we analyze two different cases:

1. $m=2$ :

In this case, $p_{G^{*}}(u, v)$ has three nodes. Moreover, $n>2$ otherwise $G^{*} \in$ $\mathrm{DH}(0,+)$, a contradiction for the hypothesis $G^{*} \notin \mathrm{DH}(k,+)$. The subgraph $S$ induced by $P_{G^{*}}(u, v) \cup p_{G^{*}}(u, v)$ is a cycle with at least 5 nodes and chord distance at most 1 . It can be easily observed that such a cycle does not contains false twins. Then, by Lemma 4.3, the projection $S^{1}$ of $S$ is isomorphic to $S$.
By observing that $\partial(S)>k$, it follows that $\partial\left(S^{1}\right)>k$. Hence, by Lemma 3.2, $G^{1} \notin \mathrm{DH}(k,+)$. Finally, since $G^{1}$ is isomorphic to $G$, then $G \notin \mathrm{DH}(k,+)$.
2. $m>2$ :

In this case, neither the subgraph induced by $P_{G^{*}}(u, v)$ nor the subgraph induced by $p_{G^{*}}(u, v)$ has false twins. Let $P^{1}\left(v_{0}^{1}, v_{n}^{1}\right)$ and $p^{1}\left(u_{0}^{1}, u_{m}^{1}\right)$ be the projections of $P_{G^{*}}(u, v)$ and $p_{G^{*}}(u, v)$ on $G^{1}$, respectively. By Lemma 4.3, $P^{1}\left(v_{0}^{1}, v_{n}^{1}\right)$ and $p^{1}\left(u_{0}^{1}, u_{m}^{1}\right)$ are isomorphic to $P_{G^{*}}(u, v)$ and $p_{G^{*}}(u, v)$, respectively.
Since $D_{G^{1}}\left(v_{0}^{1}, v_{n}^{1}\right)-d_{G^{1}}\left(u_{0}^{1}, u_{m}^{1}\right) \geq\left|P^{1}\left(v_{0}^{1}, v_{n}^{1}\right)\right|-\left|p^{1}\left(u_{0}^{1}, u_{m}^{1}\right)\right|=\left|P_{G^{*}}(u, v)\right|-$ $\left|p_{G^{*}}(u, v)\right|>k$, then $G^{1} \notin \mathrm{DH}(k,+)$. Finally, since $G^{1}$ is isomorphic to $G$, then $G \notin \mathrm{DH}(k,+)$.
$\Longleftarrow$ : Assume $G^{*} \in \mathrm{DH}(k,+)$. Since $G$ is an induced subgraph of $G^{*}$, then, by Lemma 3.2, $G \in \mathrm{DH}(k,+)$.

Lemma 4.5 Let $G$ be a graph such that $\partial(G)>0$. Then, $\mathcal{D}\left(G^{*}\right)$ contains a cycle-pair of $G^{*}$.

Proof. Let $\{x, y\} \in \mathcal{D}(G)$. Let $P_{G}(x, y)=\left(x \equiv v_{0}, v_{1}, \ldots, v_{n} \equiv y\right)$ and $p_{G}(x, y)=$ $\left(x \equiv u_{0}, u_{1}, \ldots, u_{m} \equiv y\right)$ be a longest and a shortest induced path connecting $x$ and $y$, respectively. Now, two cases may arise:

1. $P_{G}(x, y) \cap p_{G}(x, y)=\{x, y\}$ :

In this case, $P_{G^{*}}(x, y)=\left(x \equiv v_{0}^{1}, v_{1}^{1}, \ldots, v_{n}^{1} \equiv y\right)$ and $p_{G^{*}}(x, y)=(x \equiv$ $u_{0}^{1}, u_{1}^{1}, \ldots, u_{m}^{1} \equiv y$ ) form the requested cycle-pair in $G^{*}$ (remember that, By Lemma 4.4, $\partial(G)=\partial\left(G^{*}\right)$.
2. $P_{G}(x, y) \cap p_{G}(x, y) \neq\{x, y\}$ :

In this case, select $p_{G^{*}}^{\prime}\left(v_{0}^{1}, v_{n}^{1}\right)=\left(x \equiv v_{0}^{1}, v_{1}^{2}, v_{2}^{2} \ldots, v_{n-1}^{2}, v_{n}^{1} \equiv y\right)$ and $p_{G^{*}}^{\prime \prime}\left(u_{0}^{1}, u_{m}^{1}\right)=\left(x \equiv u_{0}^{1}, u_{1}^{1}, \ldots, u_{m}^{1} \equiv y\right)$. To show that $\{x, y\} \in \mathcal{D}\left(G^{*}\right)$, it is sufficient to observe that: $p_{G^{*}}^{\prime}\left(v_{0}^{1}, v_{n}^{1}\right)$ and $p_{G^{*}}^{\prime \prime}\left(u_{0}^{1}, u_{m}^{1}\right)$ are induced in $G^{*},\left|P_{G}(x, y)\right|=\left|p_{G^{*}}^{\prime}\left(v_{0}^{1}, v_{n}^{1}\right)\right|$, and $\left|p_{G}(x, y)\right|=\left|p_{G^{*}}^{\prime \prime}\left(u_{0}^{1}, u_{m}^{1}\right)\right|$ (by construction of $\left.G^{*}\right) ;\{x, y\} \in \mathcal{D}(G)$ (by hypothesis); $\partial(G)=\partial\left(G^{*}\right)$ (by Lemma 4.4).

The following theorem provides a cycle-chord characterization for graphs in $\mathrm{DH}(k,+), k \geq 0$.

Theorem 4.6 Let $G$ be a graph and $k \geq 0$ be an integer. Then, $G \in \mathrm{DH}(k,+)$ if and only if $c d\left(C_{n}\right) \geq \frac{n-k}{2}-1$ for each cycle $C_{n}, n>k+4$, of $G^{*}$.

Proof. $\Longrightarrow$ : Assume $G \in \mathrm{DH}(k,+), k \geq 0$. By contradiction, suppose there exists a cycle $C_{n}, n>k+4$, in $G^{*}$ such that $c d\left(C_{n}\right)<\frac{n-k}{2}-1$. Let $C_{n}=\left(x, v_{1}, v_{2}, \ldots, v_{q}, y, u_{p}, u_{p-1}, \ldots u_{1}\right), p+q+2=n$, and $\left\{v_{1}, v_{2}, \ldots, v_{q}\right\}$ the set of nodes giving the chord distance of $C_{n}$ (hence, $\operatorname{cd}\left(C_{n}\right)=q$ ). Since $\left(x, v_{1}, v_{2}, \ldots, v_{q}, y\right)$ is a path in $G^{*}$, then $d_{G^{*}}(x, y) \leq q+1$; moreover, since $\left(x, u_{1}, u_{2}, \ldots u_{p}, y\right)$ is an induced path in $G^{*}$, then $D_{G^{*}}(x, y) \geq p+1$. It follows that:

$$
\begin{aligned}
D_{G^{*}}(x, y)-d_{G^{*}}(x, y) & \geq(p+1)-(q+1) \\
& =p-q \\
& =(n-q-2)-q \\
& =n-2 q-2 \\
& >n-2\left(\frac{n-k}{2}-1\right)-2 \\
& =k
\end{aligned}
$$

Hence, $D_{G^{*}}(x, y)-d_{G^{*}}(x, y)>k$, that is $\partial\left(G^{*}\right)>k$. This is a contradiction, because, by Lemma 4.4, $G \in \mathrm{DH}(k,+)$ implies $G^{*} \in \mathrm{DH}(k,+)$.
$\Longleftarrow$ : Assume $\operatorname{cd}\left(C_{n}\right) \geq \frac{n-k}{2}-1$ for each cycle $C_{n}, n>k+4$, of $G^{*}$. By contradiction, suppose $G \notin \mathrm{DH}(k,+)$. In this case, by Lemma 4.4, $G^{*} \notin \mathrm{DH}(k,+)$, and hence $\partial\left(G^{*}\right)>0$. Now, by Lemma 4.5 and Fact 4 of Lemma 3.4 there exists a cycle-pair $\{x, y\} \in \mathcal{D}\left(G^{*}\right)$ inducing a cycle $C_{n}$ with $n$ nodes and such that $d_{G^{*}}(x, y) \geq 2$. Since $G^{*} \notin \mathrm{DH}(k,+)$, then $D_{G^{*}}(x, y)>k+d_{G^{*}}(x, y)$. Moreover,

$$
\begin{aligned}
n & =D_{G^{*}}(x, y)+d_{G^{*}}(x, y) \\
& >k+d_{G^{*}}(x, y)+d_{G^{*}}(x, y) \\
& =k+2 \cdot d_{G^{*}}(x, y)
\end{aligned}
$$

implies that $d_{G^{*}}(x, y)<\frac{n-k}{2}$. Finally, since $c d\left(C_{n}\right)=d_{G^{*}}(x, y)-1$, then

$$
c d\left(C_{n}\right)<\frac{n-k}{2}-1
$$

a contradiction.

## 5 Recognition problem for $\mathrm{DH}(k,+)$

In this section we study the recognition problem for the class $\mathrm{DH}(k,+)$ when $k$ is not fixed. We start by defining the following decision problem:

Definition 5.1 Dilation Number Problem:
Instance: A graph $G=(V, E)$, an integer $q \geq 0$.
Question: $\partial(G)>q$ ?
The NP-completeness of this problem can be shown by providing a polynomial transformation from the NP-complete problem Induced Path (cf. [15], GT23), that can be formally defined as follows:

Instance: A graph $G=(V, E)$, a positive integer $k \leq|V|$.
Question: Is there a subset $P \subseteq V$ with $|P| \geq k$ such that the subgraph induced by $P$ is an induced path on $|P|$ nodes ?

In the following result, we use the version of Induced Path in which $1<k \leq$ $|V|$. Obviously, this problem is still NP-complete.

Theorem 5.2 Dilation Number is NP-complete.
Proof. It is easy to see that the Dilation Number problem belongs to NP, as given a pair of paths joining two nodes in $V$ it is possible to check in polynomial time whether the difference of their lengths is greater than $q$.

Given a graph $G=(V, E)$ and a positive integer $k$ representing an instance of Induced Path, in polynomial time we construct a graph $G^{\prime}$ and define an integer $q$ such that there exists the required induced path in $G$ if and only if $\partial\left(G^{\prime}\right)$ is greater than $q$.

The reduction graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ is obtained as follows: for each node $v \in V$, add a pendant node $\bar{v}$ to $v$. These new nodes form the independent set $W=\{\bar{v} \mid v \in V\}$. Then, connect all the nodes in $V \cup W$ to a new node $u$ (see Fig. 4). Formally:

- $V^{\prime}=V \cup W \cup\{u\} ;$
- $V, W$ and $\{u\}$ are pairwise disjoint sets with $|W|=|V|$;
- $E^{\prime}=E \cup\{(v, \bar{v}) \mid v \in V\} \cup\{(u, v),(u, \bar{v}) \mid v \in V\}$.


Figure 4: The graph $G^{\prime}$ built using the instance $G=(V, E)$ of the Induced Path problem. $W$ is an independent set containing a node $\bar{v}$ for each node $v \in V$.

Concerning the rational number $q$, it is given by $q=k-2$.
Now we prove that the instance of Induced Path has a positive answer if and only if $\partial\left(G^{\prime}\right)>q$.
$\Longrightarrow$ : Assume that the instance of Induced Path has a positive answer. This implies that an induced path $p=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ exists in $\langle V\rangle$ such that $|p| \geq k$. Then the path $\bar{p}=\left(\bar{v}_{1}, v_{1}, \ldots, v_{n}, \bar{v}_{n}\right)$ is also an induced path in $G^{\prime}$ and $|\bar{p}| \geq k+2$.

By definition of $G^{\prime}$, nodes $\bar{v}_{1}$ and $\bar{v}_{n}$ are not adjacent, and since they are both adjacent to $u$, then $d_{G^{\prime}}\left(\bar{v}_{1}, \bar{v}_{n}\right)=2$. Hence, the following relation holds:

$$
\begin{aligned}
\partial\left(G^{\prime}\right) & \geq D_{G^{\prime}}\left(\bar{v}_{1}, \bar{v}_{n}\right)-d_{G^{\prime}}\left(\bar{v}_{1}, \bar{v}_{n}\right) \\
& \geq(k+1)-2 \\
& =k-1 \\
& >q
\end{aligned}
$$

This implies that the instance of Stretch Number has a positive answer.
$\Longleftarrow$ : Let us assume that Dilation Number has a positive answer, that is $\partial\left(G^{\prime}\right)>q$. By definition of dilation number there exist two nodes $x, y \in G^{\prime}$ such that $\partial_{G^{\prime}}(x, y)>q$. Nodes $x$ and $y$ cannot be adjacent otherwise $\partial_{G^{\prime}}(x, y)=0$ (a contradiction for $\partial\left(G^{\prime}\right)>q \geq 0$ ). For the same reason, neither $x$ nor $y$ can coincide with $u$, being $u$ adjacent to each other node in $G^{\prime}$. Then, $d_{G^{\prime}}(x, y)=$ 2. This implies that the relation $D_{G^{\prime}}(x, y)-d_{G^{\prime}}(x, y)>q$ can be rewritten as $D_{G^{\prime}}(x, y)>q+2$. Then,

$$
D_{G^{\prime}}(x, y)>q+2=(k-2)+2=k
$$

Let $p=\left(x, v_{1}, \ldots, v_{n}, y\right)$ be an induced path between $x$ and $y$ whose length is equal to $D_{G^{\prime}}(x, y)$. If $p$ contains $u$, then $P_{G^{\prime}}(x, y)=(x, u, y)$, contradicting the
relation $D_{G^{\prime}}(x, y)>q+2>2$. Hence, $x, y$ and $v_{i}, 1 \leq i \leq n$, are elements of $V \cup W$. Moreover, since $p$ does not contain $u$ and since the elements of $W$ are pendant nodes in $\langle V \cup W\rangle$, then $v_{i} \notin W, 1 \leq i \leq n$.

Now, three different cases arise, according to the membership of $x$ and $y$ to $W$. Notice that $|p|>k+1$ because $|p|=D_{G^{\prime}}(x, y)+1>k+1$.

1. Both $x$ and $y$ are in $V$. In this case $p$ is an induced path in $G$, and since $|p|>k+1$, then $p$ itself is a solution for the instance of the Induced Path problem.
2. $x \in V$ and $y \in W$. In this case $p^{\prime}=\left(x, v_{1}, \ldots, v_{n}\right)$ is an induced path in $G$, and since $|p|>k+1$, then $\left|p^{\prime}\right|>k$ and $p^{\prime}$ is a solution for the instance of the Induced Path problem.
3. Both $x$ and $y$ are in $W$. In this case $p^{\prime \prime}=\left(v_{1}, \ldots, v_{n}\right)$ is an induced path in $G$, and since $|p|>k+1$, then $\left|p^{\prime \prime}\right| \geq k$ and $p^{\prime \prime}$ is a solution for the instance of the Induced Path problem.

This implies that the instance of Induced Path has a positive answer.
If we fix $k=0$, then the recognition problem for the class $\mathrm{DH}(k,+)$ can be solved in linear time [19]. If we consider $k$ not fixed, then the recognition problem for the class $\mathrm{DH}(k,+)$ is exactly the complementary problem of Dilation Number. As a consequence, the following complexity result can be stated.

Corollary 5.3 If $k$ is not fixed, the recognition problem for the class $\mathrm{DH}(k,+)$ is Co-NP-complete.

## 6 Characterization of graphs in $\mathrm{DH}(1,+)$

In this section we provide a characterization for the smallest class among the new ones, i.e., class containing $(1,+)$-distance-hereditary graphs. Theorem 6.6 lists all the forbidden induced subgraphs of every graph in $\mathrm{DH}(1,+)$.

Lemma 6.1 Let $G$ be a graph containing, as induced subgraphs, a cycle $C_{n}$ with $n \geq 6$ and $c d\left(C_{n}\right) \leq 1$. Then, $G$ contains one of the cycles of Fig. 5 as induced subgraphs, that is:

1. $H_{n}$, for each $n \geq 6$;
2. cycles $C_{6}$ with $\operatorname{cd}\left(C_{6}\right)=1$;
3. cycles $C_{7}$ with $\operatorname{cd}\left(C_{7}\right)=1$;
4. cycles $C_{8}$ with $\operatorname{cd}\left(C_{8}\right)=1$.


Figure 5: Cycles used in Lemma 6.1. In each of the last three cycles, at least one chord must exist. The dotted line represents a path; a dashed line represents an edge that may or may not exist.

Proof. Let $C_{n}$ be the cycle contained, as induced subgraphs, in $G$ :

1. $n \geq 6$ and $c d\left(C_{n}\right)=0$ :

In this case the statement is trivially true (since $G$ contains $H_{n}, n \geq 6$, as induced subgraph);
2. $6 \leq n \leq 8$ and $c d\left(C_{n}\right)=1$ :

Also in this case the statement is trivially true (since $G$ contains one of the cycles of Fig. 5 having chord distance 1, as induced subgraph);
3. $n \geq 9$ and $c d\left(C_{n}\right)=1$ :

Let $C_{n}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$, and assume that all the chords of $C$ are incident to $u_{1}$. Denote by $l$ the smallest index $j$ such that $u_{j}$ and $u_{1}$ are connected by a chord of $C$, i.e. $l=\min \left\{j \mid\left(u_{j}, u_{1}\right)\right.$ is a chord of $\left.C\right\}$. If $l \geq 6$, then the cycle $\left(u_{1}, u_{2}, \ldots, u_{l}\right)$ is a hole with at least 6 nodes, and then the lemma holds. If $l<6$, then the cycle ( $u_{1}, u_{l}, u_{l+1}, \ldots, u_{n}$ ) contains $n^{\prime} \geq n-3 \geq 6$ nodes and has chord distance at most 1 . Now, if the latter cycle is one of the cycles of Fig. 5 we are done, otherwise we can recursively apply to this cycle the arguments above.

The analysis of these three cases concludes the proof.
Lemma 6.2 Let $G$ be a graph and let $G^{*}$ its twin graph. $G \in \mathrm{DH}(1,+)$ if and only if the following graphs are not induced subgraphs of $G^{*}$ :

1. $H_{n}$, for each $n \geq 6$;
2. cycles $C_{6}$ with $\operatorname{cd}\left(C_{6}\right)=1$;
3. cycles $C_{7}$ with $\operatorname{cd}\left(C_{7}\right)=1$;
4. cycles $C_{8}$ with $\operatorname{cd}\left(C_{8}\right)=1$;
5. cycles $C_{2 i+4}$ with $\operatorname{cd}\left(C_{2 i+4}\right)=i$, for each $i \geq 2$.

Proof. $\Longrightarrow$ : Holes $H_{n}, n \geq 6$, have dilation number at least 2. Cycles with 6, 7 , or 8 nodes and chord distance 1 have dilation number equal to 2 , 3 , and 4 , respectively. Cycles $C_{2 i+4}$ with chord distance equal to $i$ have dilation number at least $2 i+4-2 \cdot\left(c d\left(C_{2 i+4}\right)+1\right)=2$. Then, they are forbidden induced subgraphs for $G$ and, by Lemma 4.4, also for $G^{*}$.
$\Longleftarrow$ : Assuming $G \notin \mathrm{DH}(1,+)$, we show that $G^{*}$ contains one of the forbidden subgraphs. If $G \notin \mathrm{DH}(1,+)$ then, by Theorem $4.6, G^{*}$ contains a cycle $C_{n}, n \geq 6$, as induced subgraph such that $0 \leq c d\left(C_{n}\right)<\frac{n-3}{2}$. In what follows we show that either $C_{n}$ contains one of the cycles in the statement of the lemma or $C_{n}$ contains a cycle $C_{n^{\prime}} \notin \mathrm{DH}(1,+)$ as induced subgraph, $n^{\prime}<n$. In the latter case we can recursively apply to $C_{n^{\prime}}$ this proof.

Letting $q \geq 0$ and $n \geq \max \{6,2 q+4\}$, consider the cycle $C_{n}$ with chord distance $q$. The analysis of $C_{n}$ is performed by cases:

1. $0 \leq q \leq 1$ and $n \geq \max \{6,2 q+4\}=6$ :

In this case, by Lemma 6.1, $C_{n}$ contains one of the cycles of Fig. 5 as induced subgraph.
2. $q \geq 2$ and $n=\max \{6,2 q+4\}=2 q+4$ :

In this case, $C_{n}$ corresponds to the last cycle in statement of the lemma.
3. $q \geq 2$ and $n>\max \{6,2 q+4\}=2 q+4$ :

In this case, assume that the cycle $C_{n}$ is induced by the nodes of the two node-disjoint paths $P_{G^{*}}(x, y)=\left(x, u_{1}, u_{2}, \ldots, u_{p}, y\right)$ and $p_{G^{*}}(x, y)=$ $\left(x, v_{1}, v_{2}, \ldots, v_{q}, y\right), p+q+2=n$, such that nodes $v_{1}, v_{2}, \ldots, v_{q}$ give the chord distance of $C_{n}$. In this cycle, we denote by $r_{j}$ the largest index $j^{\prime}$ such that $v_{j}$ and $u_{j^{\prime}}$ are connected by a chord of $C_{n}$, i.e. $r_{j}=$ $\max \left\{j^{\prime} \mid\left(v_{j}, u_{j^{\prime}}\right)\right.$ is a chord of $\left.C_{n}\right\}$; we assume $r_{j}$ undefined when $v_{j}$ is not incident to a chord of $C_{n}$. Informally, $r_{j}$ gives the rightmost chord incident to $v_{j}$. Notice that, since $q \geq 1, r_{1}$ is defined.
If $r_{1}>3$ then the subgraph of $C_{n}$ induced by the nodes $v_{1}, x, u_{1}, \ldots, u_{r_{1}}$ is a cycle with at least 6 nodes and chord distance at most 1 . According to Lemma 6.1, this subgraph contains one of the cycles of Fig. 5 as induced subgraph.
Assume $r_{1} \leq 3$ and let $C_{n^{\prime}}$ be the subgraph of $C_{n}$ induced by the nodes $v_{1}, v_{2}, \ldots, v_{q}, y, u_{p}, u_{p-1}, \ldots, u_{r_{1}}$ (informally, $C_{n^{\prime}}$ is one of the two cycles obtained by "cutting" $C_{n}$ by means of chord $\left(v_{1}, u_{r_{1}}\right)$ ). Cycle $C_{n^{\prime}}$ has $n^{\prime} \geq$ $n-3 \geq 6$ nodes (because $r_{1} \leq 3$ ) and chord distance at most $q-1$.
According to Theorem 4.6, by proving $c d\left(C_{n^{\prime}}\right)<\frac{n^{\prime}-3}{2}$ we get $C_{n^{\prime}} \notin$ $\mathrm{DH}(1,+)$. Since $c d\left(C_{n^{\prime}}\right) \leq q-1, c d\left(C_{n^{\prime}}\right)<\frac{n^{\prime}-3}{2}$ holds when the following inequality holds:


Figure 6: The clepsydra graph $\operatorname{cl}(k)$ (see Definition 6.3). The dashed edges may or may not exist.

$$
\begin{gather*}
\frac{n^{\prime}-3}{2}>q-1, \\
\frac{(n-3)-3}{2}>q-1, \\
n>2 q+4 . \tag{4}
\end{gather*}
$$

Since $n>2 q+4$ holds by hypothesis, then $c d\left(C_{n^{\prime}}\right)<\frac{n^{\prime}-3}{2}$. This means that $C_{n^{\prime}} \notin \mathrm{DH}(1,+)$, and hence we can recursively apply to $C_{n^{\prime}}$ this proof.

The analysis of the cases above concludes the proof.
The following definition introduces the notion of clepsydra graph (see Fig. 6), useful to characterize graphs in $\mathrm{DH}(1,+)$.

Definition 6.3 Let $C_{5}=\left(u_{1}, u_{2}, u_{3}, u_{4}, u_{5}\right)$ be a cycle such that $\operatorname{cd}\left(C_{5}\right) \leq 1$ and $\operatorname{deg}_{C_{5}}\left(u_{5}\right)=2, P_{k}=\left(v_{1}, v_{2}, \ldots, v_{k}\right)$ be a path with $k \geq 1$, and $C_{5}^{\prime}=$ $\left(w_{1}, w_{2}, w_{3}, w_{4}, w_{5}\right)$ be a cycle such that $c d\left(C_{5}^{\prime}\right) \leq 1$ and deg ${ }_{C_{5}^{\prime}}\left(w_{1}\right)=2$. A clepsydra of order $k$ is a $\operatorname{graph} \operatorname{cl}(k)=(V, E)$ such that:

- $V=\left\{u_{1}, u_{2}, u_{3}, u_{4}, v_{1}, v_{2}, \ldots, v_{k}, w_{2}, w_{3}, w_{4}, w_{5}\right\} ;$
- if $x, y \in V$ then $(x, y) \in E$ if and only if one of the following condition holds:

1. $(x, y) \in\left\{\left(u_{1}, v_{1}\right),\left(u_{4}, v_{1}\right),\left(v_{k}, w_{2}\right),\left(v_{k}, w_{5}\right)\right\}$
2. $x$ and $y$ are adjacent in $C_{5}, P_{k}$, or $C_{5}^{\prime}$

Lemma 6.4 Let $G \in \mathrm{DH}\left(\frac{3}{2}, *\right)$ containing a cycle $C_{n}$ as induced subgraph such that $n \geq 4+2 i, i \geq 1$, and $c d\left(C_{n}\right) \leq i$. Then, $G$ contains a clepsydra as induced subgraph.


Figure 7: The cycle $C_{n}$ considered in Lemma 6.4. Dashed edges represent chords that may or may not exist. Nodes in cycles $\left(u_{2}, u_{1}, v_{0}, v_{1}, v_{2}\right)$ and $\left(v_{q-1}, v_{q}, v_{q+1}, u_{p}, u_{p-1}\right)$, along with nodes in path $\left(v_{3}, v_{4}, \ldots, v_{q-2}\right)$, induce a clepsydra $\operatorname{cl}(k), k \geq 1 \quad(k=1$ when $q=3)$, as subgraph of $C_{n}$.

Proof. Let $C_{n}=\left(v_{0}, v_{1}, v_{2}, \ldots, v_{q}, v_{q+1}, u_{p}, u_{p-1}, \ldots, u_{1}\right)$ and let $\left(v_{1}, v_{2}, \ldots, v_{q}\right)$ be the nodes giving the chord distance of $C_{n}$ (see Figure 7). Without loss of generality, we assume that $C_{n}$ is a cycle in $G$ that satisfies the hypotheses and has the minimum number of nodes.

We first show that a chord connecting two nodes in $\left\{v_{0}, v_{1}, \ldots, v_{q+1}\right\}$ does not exist in $C_{n}$. This is done by analyzing three cases:

- Consider a chord connecting two nodes in $\left\{v_{0}, v_{1}, \ldots, v_{q}\right\}$. Such a chord can be denoted by $\left(v_{j}, v_{j+t+1}\right)$, where $j$ and $t$ are integers such that $j \geq$ $0, t \geq 1$, and $j+t+1 \leq q$. Chord $\left(v_{j}, v_{j+t+1}\right)$ forms the cycle $C_{m}=$ $\left(v_{0}, v_{1}, \ldots, v_{j}, v_{j+t+1}, \ldots v_{q+1}, u_{p}, u_{p-1}, \ldots, u_{1}\right)$. It follows that $C_{m}$ has $m=$ $n-t$ nodes and chord distance $c d\left(C_{m}\right) \leq q-t$. Since

$$
m=n-t \geq 4+2 i-t \geq 4+2 q-t \geq 4+2 q-2 t=4+2(q-t)
$$

and $q-t \geq 1$, then $C_{m}$ is a cycle which fulfills the hypotheses as in the statement but with less nodes than $C_{n}$. This contradicts the minimality of $C_{n}$.

- Consider a chord connecting two nodes in $\left\{v_{1}, v_{2} \ldots, v_{q+1}\right\}$. This case is symmetric to the previous one.
- Chord $\left(v_{0}, v_{q+1}\right)$ does not exist by definition of chord distance.

Then, every chord $(x, y)$ of $C_{n}$ is such that $x \in\left\{v_{1}, v_{2}, \ldots, v_{q}\right\}$ (by definition of chord distance) and $y \in\left\{u_{1}, u_{2}, \ldots, u_{p}\right\}$.

Now, we show some lower bounds for $p, q$ and $i$. By hypotheses, it follows that $n=p+q+2 \geq 4+2 i$ and $q \leq i$, and hence:

$$
p \geq 2 i+2-q \geq 2 i+2-i=i+2
$$

Paths $\left(v_{0}, v_{1}, \ldots, v_{q+1}\right)$ and $\left(v_{0}, u_{1}, u_{2} \ldots, u_{p}, v_{q+1}\right)$ can be used to get a lower bound for the stretch number $s_{G}\left(v_{0}, v_{q+1}\right)$ (the concept of stretch number is recalled after Definition 3.3):

$$
\begin{equation*}
s_{G}\left(v_{0}, v_{q+1}\right) \geq \frac{p+1}{q+1} \tag{5}
\end{equation*}
$$

Moreover, since $G \in \mathrm{DH}\left(\frac{3}{2}, *\right)$, the following upper bound holds:

$$
\begin{equation*}
s_{G}\left(v_{0}, v_{q+1}\right) \leq \frac{3}{2} \tag{6}
\end{equation*}
$$

And, by using $q \leq i$ and $p \geq i+2$ :

$$
\begin{equation*}
\frac{p+1}{q+1} \geq \frac{i+3}{i+1}=1+\frac{2}{i+1} \tag{7}
\end{equation*}
$$

Hence, by combining Eqs. 5, 6 and 7, we get:

- $1+\frac{2}{i+1} \leq \frac{3}{2}$. This inequality can be rewritten as $i \geq 3$;
- by using $p \geq i+2$ and $i \geq 3$ we get $p \geq 5$;
- $\frac{p+1}{q+1} \leq \frac{3}{2}$. This inequality can be rewritten as $q \geq \frac{2 p-1}{3}$. By using $p \geq 5$ we obtain the requested lower bound $q \geq 3$.

Now we introduce some notation about chords. For $1 \leq j \leq q$, we denote by $v_{l_{j}}$ and $v_{r_{j}}$ the nodes incident to the leftmost and rightmost chord of $v_{j}$, respectively. Formally,

$$
\begin{aligned}
& l_{j}=\min \left\{j^{\prime} \mid 1 \leq j^{\prime} \leq p \text { and }\left(v_{j}, u_{j^{\prime}}\right) \text { is a chord of } C_{n}\right\} \\
& r_{j}=\max \left\{j^{\prime} \mid 1 \leq j^{\prime} \leq p \text { and }\left(v_{j}, u_{j^{\prime}}\right) \text { is a chord of } C_{n}\right\}
\end{aligned}
$$

We assume $l_{j}$ and $r_{j}$ undefined when $v_{j}$ is not incident to a chord of $C_{n}$. By definition of chord distance, $l_{1}, r_{1}, l_{q}$, and $r_{q}$ are defined.
Now we provide a formula to compute $l_{j}$ and $r_{j}$. Assuming $l_{j}$ defined for some $j$ such that $1<j \leq q$, let $C_{n^{\prime}}$ and $C_{n^{\prime \prime}}$ be the subgraphs of $C_{n}$ induced by the nodes $v_{0}, v_{1}, v_{2}, \ldots, v_{j}, u_{l_{j}}, u_{l_{j}-1}, \ldots, u_{1}$ and $v_{j}, v_{j+1}, \ldots, v_{q+1}, u_{p}, u_{p-1}, \ldots, u_{l_{j}}$, respectively. Informally, $C_{n^{\prime}}$ and $C_{n^{\prime \prime}}$ are the cycles obtained by "cutting" $C_{n}$ by
means of chord $\left(v_{j}, u_{l_{j}}\right)$. Since cycle $C_{n^{\prime}}$ has $n^{\prime}=l_{j}+j+1$ nodes, then cycle $C_{n^{\prime \prime}}$ has

$$
\begin{aligned}
n^{\prime \prime} & =n-n^{\prime}+2 \\
& \geq 4+2 i-\left(l_{j}+j+1\right)+2 \\
& =2 i+5-l_{j}-j
\end{aligned}
$$

nodes. Moreover, it can be observed that $c d\left(C_{n^{\prime}}\right) \leq j-1$ and $c d\left(C_{n^{\prime \prime}}\right) \leq q-j+1$.
We now assume $n^{\prime}<4+2(j-1)$, otherwise $n^{\prime} \geq 4+2(j-1)$ and $c d\left(C_{n^{\prime}}\right) \leq j-1$ imply that $C_{n^{\prime}}$ represent a contradiction to the minimality of $C_{n}$. By symmetry, we assume $n^{\prime \prime}<4+2(q-j+1)$. Inequality $n^{\prime}<4+2(j-1)$ can be rewritten as $l_{j}+j+1<4+2(j-1)$, from which $l_{j}<j+1$ and hence $l_{j} \leq j$ follows. Similarly, from $n^{\prime \prime} \geq 2 i+5-l_{j}-j$ and $n^{\prime \prime}<4+2(q-j+1)$ we get:

$$
\begin{gathered}
2 i+5-l_{j}-j<4+2(q-j+1) \\
l_{j}>2(i-q)+j-1 \\
l_{j} \geq 2(i-q)+j
\end{gathered}
$$

Relations $l_{j} \leq j$ and $l_{j} \geq 2(i-q)+j$ imply the following equation:

$$
\begin{equation*}
l_{j}=j, \quad 1<j \leq q \tag{8}
\end{equation*}
$$

Symmetrically,

$$
\begin{equation*}
r_{q-j}=p-j, \quad 1 \leq j<q \tag{9}
\end{equation*}
$$

Now we show that $v_{2}$ is incident to a chord of $C_{n}$. In fact, if $v_{2}$ is not incident to a chord, let $k=\min \left\{j>2 \mid l_{j}\right.$ is defined $\}$. Since $l_{q}$ is defined, then $3 \leq k \leq q$. Now, let $C_{n^{\prime \prime \prime}}$ be the subgraphs of $C_{n}$ induced by the nodes $v_{0}, v_{1}, \ldots, v_{k}, u_{l_{k}}, u_{l_{k}-1}, \ldots, u_{1}$. Since $l_{k}=k$ and $k \geq 3$, then cycle $C_{n^{\prime \prime \prime}}$ has $n^{\prime \prime \prime}=2 k+1 \geq 7$ nodes and chord distance equal to 1 (in $C_{n^{\prime \prime \prime}}$, only $v_{1}$ may be incident to chords). Since $s\left(C_{n^{\prime \prime \prime}}\right)>\frac{3}{2}$, this contradicts $C_{n} \in \mathrm{DH}\left(\frac{3}{2}, *\right)$.

As a consequence, $l_{2}$ must be defined and, according to Eq. $8, l_{2}=2$. Chord $\left(v_{2}, u_{2}\right)$ contributes to form the cycle $C_{5}^{\prime}=\left(u_{2}, u_{1}, v_{0}, v_{1}, v_{2}\right)$ having chord distance at most 1 (see Figure 7).

Symmetrically, the same arguments can be used to show that $r_{q-1}$ is defined and, according to Eq. 9, $r_{q-1}=p-1$. Hence, chord $\left(v_{q-1}, u_{r_{q-1}}\right)$ contributes to form the cycle $C_{5}^{\prime \prime}=\left(v_{q-1}, v_{q}, v_{q+1}, u_{p}, u_{p-1}\right)$ having chord distance at most 1 (possibly, with chords incident to $v_{q}$ ).

Now, cycles $C_{5}^{\prime}$ and $C_{5}^{\prime \prime}$ along with path $\left(v_{2}, v_{3}, \ldots, v_{q-1}\right)$ form the requested clepsydra. Notice that, since $q \geq 3$, path $\left(v_{2}, v_{3}, \ldots, v_{q-1}\right)$ may consists of a single node (namely, $v_{2}$ ). In this case cycles $C_{5}^{\prime}$ and $C_{5}^{\prime \prime}$ share $v_{2}$ and they form a clepsydra of order 1 .

To conclude the proof we have to show that the constructed clepsydra is indeed an induced subgraph, that is, we have to show that nodes in $C_{5}^{\prime}, C_{5}^{\prime \prime}$, and
$v_{2}, v_{3}, \ldots, v_{q-1}$ do not induce additional edges except those forming the clepsydra. Remember that, according to definition of chord distance, if such an additional edge exists, then it is incident to a node in $\left\{v_{1}, v_{2}, \ldots, v_{q}\right\}$. For sake of convenience, let us denote by $X$ the set containing nodes in $C_{5}^{\prime}, C_{5}^{\prime \prime}$, and $v_{3}, v_{4}, \ldots, v_{q-2}$. Nodes $v_{1}, v_{2}, \ldots, v_{q}$ are analyzed by cases:

- Nodes $v_{3}, v_{4}, \ldots, v_{q-2}$.

Assume that a node $v_{k}, 3 \leq k \leq q-2$ is incident to a chord of $C_{n}$. In this case, by applying Eqs. 8 and 9 we get $l_{k}=k$ and $r_{k}=r_{q-(q-k)}=$ $p-(q-k)=p-q+k$. Since $3 \leq k \leq q-2$, then $l_{k} \geq 3$ and $r_{k} \leq p-2$. By analyzing indexes of nodes in cycles $C_{5}^{\prime}$ and $C_{5}^{\prime \prime}$, it follows that chords of $v_{k}$ cannot be incident to nodes in $X \backslash\left\{v_{k}\right\}$.

- Node $v_{2}$ (symmetrically, node $v_{q-1}$ ).

We already know that $v_{2}$ is incident to a chord; Eqs. 8 and 9 imply $l_{2}=2$ and $r_{2}=p-q+2$.
Now, if $q=3$, then cycles $C_{4}^{\prime}$ and $C_{5}^{\prime \prime}$ share node $v_{2}$. Since $l_{2}=2$ and $r_{2}=p-1$, the leftmost and the rightmost chord of $v_{2}$ contribute to form the cycles $C_{5}^{\prime}$ and $C_{5}^{\prime \prime}$, respectively, while the other chords of $v_{2}$ (if any) cannot be incident to nodes in $X \backslash\left\{v_{2}\right\}$.
If $q \geq 4$, then $l_{2}=2$ and $r_{2}=p-q+2<p-1$; the leftmost chord of $v_{2}$ contributes to form the cycle $C_{5}^{\prime}$, while the other chords of $v_{2}$ (if any) cannot be incident to nodes in $X \backslash\left\{v_{2}\right\}$.

- Node $v_{1}$ (symmetrically, node $v_{q}$ ).

If $v_{1}$ is incident to a chord of $C_{n}$, then, by Eq. $9, r_{1}=p-q+1$. Since $q \geq 3$, then $r_{1}=p-q+1<p-1$. This implies that chords from $v_{1}$ to other nodes of $X$ (if any) may be incident to $u_{1}$ or to $u_{2}$ only.

This concludes the proof.
In [8], the authors provided the following characterization for graphs in $\mathrm{DH}\left(\frac{3}{2}, *\right)$ :
Theorem 6.5 [8] Let $G$ be a graph. $G \in \mathrm{DH}\left(\frac{3}{2}, *\right)$ if and only if the following graphs are not induced subgraphs of $G$ :

1. $H_{n}$, for each $n \geq 6$;
2. cycles $C_{6}$ with $\operatorname{cd}\left(C_{6}\right)=1$;
3. cycles $C_{7}$ with $\operatorname{cd}\left(C_{7}\right)=1$;
4. cycles $C_{8}$ with $c d\left(C_{8}\right)=1$ or $c d\left(C_{8}\right)=2$.

By Lemma 6.4, characterizations provided by Theorem 6.5 and Lemma 6.2 produce the following corollary. This result states that every graph in $\mathrm{DH}\left(\frac{3}{2}, *\right)$ either belongs to $\mathrm{DH}(1,+)$ or contains a clepsydra as induced subgraph.

Theorem 6.6 Let $G$ be a graph. $G \in \mathrm{DH}(1,+)$ if and only if the following graphs are not induced subgraphs of $G$ :

1. $H_{n}$, for each $n \geq 6$;
2. cycles $C_{6}$ with $\operatorname{cd}\left(C_{6}\right)=1$;
3. cycles $C_{7}$ with $\operatorname{cd}\left(C_{7}\right)=1$;
4. cycles $C_{8}$ with $\operatorname{cd}\left(C_{8}\right)=1$ or $\operatorname{cd}\left(C_{8}\right)=2$;
5. clepsydrae.

Proof. $\Longrightarrow$ : Holes $H_{n}, n \geq 6$, have dilation number at least 2. Cycles with 6,7 , or 8 nodes and chord distance 1 have dilation number equal to 2,3 , and 4 , respectively. Cycles with 8 nodes and chord distance 2 have dilation number equal to 2 . Finally, clepsydrae have dilation number equal to 2 .
$\Longleftarrow$ : By Theorem 6.5, $G \in \mathrm{DH}\left(\frac{3}{2}, *\right)$. Moreover, since $G$ does not contain clepsydrae, Lemma 6.4 implies that $G$ does not contain a cycle $C_{n}, n \geq 4+2 i$ and $i \geq 1$, having chord distance $c d\left(C_{n}\right) \leq i$. Trivially, $G$ does not contain a cycle $C_{2 i+4}, i \geq 2$, having chord distance $c d\left(C_{2 i+4}\right)=i$. Since $G$ is an induced subgraph of $G^{*}$, Lemma 6.2 implies that $G \in \mathrm{DH}(1,+)$.

## 7 Recognition problem for $\mathrm{DH}(1,+)$

Theorem 6.6 provides a basis to device a polynomial time algorithm for the recognition of graphs in $\mathrm{DH}(1,+)$. By Lemma 3.6, we know that $\mathrm{DH}(1,+) \subset$ $\mathrm{DH}\left(\frac{3}{2}, *\right)$; moreover, comparing the characterization of $\left(\frac{3}{2}, *\right)$-distance-hereditary graphs and $(1,+)$-distance-hereditary graphs provided by Theorems 6.5 and 6.6, respectively, it follows that a graph $G$ belongs to $\mathrm{DH}(1,+)$ if and only if it belongs to $\mathrm{DH}\left(\frac{3}{2}, *\right)$ and does not contain a clepsydra as induced subgraph. In [9], it is shown that the recognition problem for graphs in $\mathrm{DH}\left(\frac{3}{2}, *\right)$ can be solved in polynomial time; as a consequence, for our purposes it is sufficient to devise a polynomial time algorithm to check whether $G$ contains a clepsydra $\operatorname{cl}(k), k \geq 1$, as induced subgraph.

Checking whether $G$ contains a clepsydra $\operatorname{cl}(k), k \leq 2$, can be performed by analyzing every induced subgraph with 9 (case $c l(1))$ or 10 (case $c l(2))$ nodes. Algorithm 7.1 checks whether $G$ contains a clepsydra $c l(k), k>2$.

```
Algorithm 7.1 Looking for a clepsydra \(\operatorname{cl}(k), k>2\), in a graph \(G\).
Require: A graph \(G\)
Ensure: YES, iff a \(c l(k), k>2\), exists as induced subgraph of \(G\)
    for all \(A \equiv C_{5}^{\prime}, B \equiv C_{5}^{\prime \prime}\) distinct induced subgraphs of \(G\) do
        if \(c d(A) \leq 1, c d(B) \leq 1\), and \(\langle A \cup B\rangle\) is not connected then
            for all \(x \in A, y \in B\) such that \(\operatorname{deg}_{A}(x)=\operatorname{deg}_{B}(y)=2\) do
                    \(G_{x y}:=G-\{N[(A-x) \cup(B-y)] \backslash\{x, y\}\}\)
                    if \(x\) and \(y\) are connected in \(G_{x y}\) then
                return YES
            end if
            end for
        end if
    end for
    return NO
```

Algorithm 7.1 considers all the possible pairs of distinct cycles $A$ and $B$ with 5 nodes that are induced subgraphs of $G$. If $A \cup B$ induces a connected subgraph $S$, then either $S$ is not a clepsydra or $S$ is a clepsydra $\operatorname{cl}(k)$ with $k \leq 2$.

If $c d(A) \leq 1, c d(B) \leq 1$, and $S$ is not connected (Line 2), then $A$ and $B$ could belong to a clepsydra. To check this, the algorithm properly selects two nodes $x$ and $y$, each one in a different cycle (Line 3), and it tries to find a path $P$ connecting them. $P$ is looked for in the subgraph $G_{x y}$ obtained by removing from $G$ all the nodes in $A \cup B$ and their neighbors but $x$ and $y$. Then, if $x$ and $y$ remain connected in $G_{x y}$, this means that the searched path $P$ exists.

Since it can be easily observed that Algorithm 7.1 works in polynomial time, then we can state the following theorem:

Theorem 7.1 The recognition problem for the class $\mathrm{DH}(1,+)$ can be solved in polynomial time.

Notice that the previous result has only a theoretical value, since the provided algorithm is not efficient. In fact, it is enough to observe that the cycle at Line 1 is executed $O\left(n^{10}\right)$ times.

## 8 Conclusions and open problems

In this paper we have introduced, characterized, and provided algorithmic results for $(k,+)$-distance-hereditary graphs, a parametric extension of the class of distance-hereditary graphs. These graphs can model communication networks having desirable connectivity properties. In spite of the results provided in this work, many interesting problems are left open:

1. The recognition problem can be solved in linear time for $\mathrm{DH}(0,+)[2,19]$, in polynomial time for $\mathrm{DH}(1,+)$ (Theorem 7.1), and it is Co-NP-complete for the generic case (Corollary 5.3). What is the computational complexity of the recognition problem for $k>1, k$ fixed? If such a problem is hard, what is the largest constant $k$ such that the recognition problem for $\mathrm{DH}(k,+)$ can be solved in polynomial time?
2. Can characterization of graphs in $\mathrm{DH}(1,+)$ provided by Theorem 6.6 be extended to other classes $\mathrm{DH}(k,+), k>1$ ?
3. In [7], optimal compact routing schemes are defined for graphs in $\mathrm{DH}(0,+)$. Is it possible to define compact routing schemes (or other kinds of routing schemes) for networks based on graphs in $\mathrm{DH}(k,+), k>0$ ?
4. Several combinatorial problems are solvable in polynomial time for $\mathrm{DH}(0,+)$. Can some of these results be extended to $\mathrm{DH}(k,+), k>0$ ?

During the revision process of this paper we were informed about two related papers. Paper [1] independently studies and characterizes $\mathrm{DH}(1,+)$; its main result is a statement which is equivalent to Theorem 6.6. Paper [22], starting from the preliminary version of this work [5], extends results provided by Theorems 6.6 and 7.1 to the case $k=2$. Hence, paper [22] provides partial answers to questions 1 and 2 above.

A more challenging problem is to study the $(s, d)$-distance-hereditary graphs, i.e, graphs obtained by composing the notions of $(s, *)$-distance-hereditary and $(d,+)$-distance-hereditary graphs. These graphs form the class $\mathrm{DH}(s, d)$, and can be formally defined as follows: Let $s \geq 1$ and $d \geq 0$ be a rational and a natural number, respectively. A graph $G$ is a $(s, d)$-distance-hereditary graph if, for each connected induced subgraph $G^{\prime}$ of $G$ :

$$
d_{G^{\prime}}(x, y) \leq s \cdot d_{G}(x, y)+d, \quad \text { for each } x, y \in G^{\prime}
$$

Acknowledgments We thank the anonymous referees for their careful reading and many useful detailed comments which lead to a number of improvements to the presentation of the paper.

## References

[1] Méziane Aïder. Almost distance-hereditary graphs. Discrete Mathematics, 242:1-16, 2002.
[2] H. J. Bandelt and M. Mulder. Distance-hereditary graphs. Journal of Combinatorial Theory, Series B, 41(2):182-208, 1986.
[3] A. Brandstädt, V. B. Le and J. P. Spinrad. Graph classes - a survey. SIAM Monographs on Discrete Mathematics and Applications, Philadelphia, 1999.
[4] J. Bruck, R. Cypher, and C.-T. Ho. Fault-tolerant meshes with small degree. SIAM J. on Computing, 26(6):1764-1784, 1997.
[5] S. Cicerone, G. D'Ermiliis, and G. Di Stefano. ( $k,+$ )-distance-hereditary graphs (extended abstract). In Proc. 27th International Workshop on GraphTheoretic Concepts in Computer Science, WG2001, pages 66-77. Lecture Notes in Computer Science, vol. 2204, Springer-Verlag, 2001.
[6] S. Cicerone and G. Di Stefano. Graph classes between parity and distancehereditary graphs. Discrete Applied Mathematics, 95(1-3): 197-216, August 1999.
[7] S. Cicerone, G. Di Stefano, and M. Flammini Compact-Port routing models and applications to distance-hereditary graphs. Journal of Parallel and Distributed Computing, 61: 1472-1488, October 2001.
[8] S. Cicerone and G. Di Stefano. Graphs with bounded induced distance. Discrete Applied Mathematics, 108(1-2): 3-21, January 2001.
[9] S. Cicerone and G. Di Stefano. Networks with small stretch number. In Proc. 26th International Workshop on Graph-Theoretic Concepts in Computer Science, WG2000, pages 95-106. Lecture Notes in Computer Science, vol. 1928, Springer-Verlag, 2000. Full paper to appear on Journal of Discrete Algorithms.
[10] S. Cicerone, G. Di Stefano, and D. Handke. Survivable networks with bounded delay: The edge failure case (Extended Abstract). In Proc. 10th Annual International Symp. Algorithms and Computation, ISAAC'99, pages 205-214. Lecture Notes in Computer Science, vol. 1741, Springer-Verlag, 1999.
[11] G. D'Ermiliis. Topologie di reti con particolari caratteristiche metriche (in Italian). Master thesis, Faculty of Engineering, University of L'Aquila, June 2000.
[12] G. Di Stefano. A routing algorithm for networks based on distance-hereditary topologies. In 3rd Int. Colloquium on Structural Information and Communication Complexity (SIROCCO'96), 1996.
[13] A. H. Esfahanian and O. R. Oellermann. Distance-hereditary graphs and multidestination message-routing in multicomputers. Journal of Comb. Math. and Comb. Computing, 13:213-222, 1993.
[14] A. M. Farley and A. Proskurowski. Self-repairing networks. Parallel Processing Letters, 3(4):381-391, 1993.
[15] M.R. Garey and D.S. Johnson. Computers and Intractability. A Guide to the Theory of NP-completeness. W.H. Freeman, 1979.
[16] J. P. Hayes. A graph model for fault-tolerant computing systems. IEEE Transactions on Computers, C-25(9):875-884, 1976.
[17] F. Harary. Graph Theory. Addison-Wesley, 1969.
[18] E. Howorka. Distance hereditary graphs. Quart. J. Math. Oxford, 2(28):417420, 1977.
[19] P. L. Hammer and F. Maffray. Completely separable graphs. Discrete Applied Mathematics, 27:85-99, 1990.
[20] F. T. Leighton, B. M. Maggs, and R. K. Sitaraman. On the fault tolerance of some popular bounded-degree networks. SIAM J. on Computing, 27(6):1303-1333, 1998.
[21] D. Peleg and A. Schaffer. Graph spanners. Journal of Graph Theory, 13:99116, 1989.
[22] D. Rautenbach. Graphs with small additive stretch number. Submitted manuscript, 2003.


[^0]:    *A preliminary version of this paper has been presented at the 27th International Workshop on Graph-Theoretic Concepts in Computer Science (WG'01), June 14-16, Boltenhagen, 2001 (see [5]).
    Partially supported by the Human Potential Programme of the European Union under contract no. HPRN-CT-1999-00104 (AMORE) and by the Italian MURST Project "Teoria dei Grafi ed Applicazioni".

