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Summary

Hybrid simulation reproduces the experimental response of large‐ or even

full‐scale structures subjected to a realistic excitation with reduced costs

compared with shake table testing. A real‐time control system emulates the

interaction between numerical substructures, which replace subparts having

well‐established computational models, and physical substructures tested in

the laboratory. In this context, state‐space modeling, which is quite popular

in the community of automatic control, offers a computationally cheaper alter-

native to the finite‐element method for implementing nonlinear numerical

substructures for fast‐time hybrid simulation, that is, with testing timescale

close to one. This standpoint motivated the development of a computational

framework based on partitioned time integration, which is well suited for hard

real‐time implementations. Partitioned time integration, which relies on a dual

assembly of substructures, enables coupling of state‐space equations discretized

with heterogeneous time step sizes. In order to avoid actuators stopping at

each simulation step, the physical substructure response is integrated with

the same rate of control system, whereas a larger time step size is allowed on

the numerical substructure compatibly with available computational resources.

Fast‐time hybrid simulations of a two‐pier reinforced concrete bridge tested at

the EUCENTRE Experimental Laboratory of Pavia, Italy, are presented as

verification example.

KEYWORDS

fast‐time hybrid simulation, partitioned time integration, seismic isolation, seismic testing, state‐space

modeling
1 | INTRODUCTION

1.1 | Background and motivation

Hybrid simulation (HS) is a dynamic simulation paradigm that allows for investigating the experimental response of
large‐ or even full‐scale structural prototypes with reduced costs compared with shake table testing.1-4 In detail, HS
isolates the physical substructure (PS), which is experimentally tested, because it contains a key region (or component)
exhibiting nonlinear behavior, from the remainder of the system, which is numerically simulated, that is, the numerical
© 2019 John Wiley & Sons, Ltd.wileyonlinelibrary.com/journal/stc 1 of 28
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substructure (NS). A time stepping analysis algorithm solves the coupled equations of motion of the prototype structure
online. The term online indicates that calculation and measurement of NS and PS responses, respectively, are parallel
tasks. In detail, at each time step of the time integration loop, displacement and velocity predictors are calculated
according to the selected time stepping scheme. A set of servo‐controlled actuators imposes such predictors to the
PSs and measures corresponding restoring forces. Similarly, a structural analysis software provides restoring forces of
NSs. Both restoring force vectors enter the coupled equation of motion of the emulated structure, which is typically
solved without iterations, and the simulation moves to the next time step. In order to reduce actuator control errors,
when the PS restoring force is rate independent, it is good practice to perform HS with an extended timescale
λ = 20 − 200 times slower than real time, which corresponds to the so‐called pseudodynamic regime, requiring inertia
and damping forces of the PS to be numerically modeled. An extended simulation timescale λ reduces the destabilizing
effect of actuator delay, which is typically of the order of 10 ÷ 20 ms. With the term fast‐time HS, we indicate a range of
testing timescale 1 < λ < 20, whereas real‐time HS refers to the limit case of λ = 1.

Most of state‐of‐the‐art computational frameworks for HS accommodate so‐called experimental elements, which
incorporate a digital interface to the control system (e.g., OpenFRESCO5 or UI‐SIMCOR6). The FE software, which sim-
ulates the NS, operates in soft time (e.g., on a standard PC), whereas the control system operates in hard real time and
manipulates the PS by means of servo‐controlled actuators. A monolithic time integration solves the coupled equation
of motion. In order to coordinate HS where NS and PS responses are evaluated at different sampling rates, Pegon and
Magonette7 proposed a partitioned time integration algorithm, namely, the PM method, which coordinates two mono-
lithic time integration processes. On the PS, an explicit time integration process runs at the sampling rate of the control
system, for example, at about 1 kHz, so as to generate a continuous displacement trajectory imposed to the specimen. In
order to cope with reduced computational resources, subcycling allows the time step size of the NS to be set as a
multiple of the time step of the PS. Bonelli and co‐workers8 investigated the convergence and stability characteristics
of the PM method, whereas Bursi and co‐workers9 proposed an enhanced variant, that is, the PM‐α method, which
enables the coupling of two second‐order generalized‐α (G‐α) schemes endowed with numerical dissipation. A large
experimental campaign on an existing reinforced concrete bridge was recently performed using the PM method at
the Joint Research Centre (EU) of Ispra, Italy.10

All mentioned frameworks rely on adaptations of existing FE software and are well suited for pseudodynamic HS. It
is noteworthy that the FE method allows for assembling large structural models, that is, characterized by several degrees
of freedom (DoFs), by summing up mass and stiffness contributions of single elements, which are stretched over mesh
nodes. A very large part of an FE code deals with calculation of element matrices, and assembly of system equations and
modularity underlies the great success of the FE method. However, resulting code complexity makes FE software not
suitable for hard real‐time implementations required by fast‐time and real‐time HS.
1.2 | Scope

We deem it important to stress that prototype structures emulated via HS can be often described as lumped parameter
systems characterized by a small number of DoFs. In this context, the state‐space modeling approach, which is quite
popular in the community of automatic control, offers a computationally cheaper alternative to FE for performing HS
(e.g., Bursi et al.11). This standpoint motivated the development of the computational framework for HS based on state‐
space modeling and partitioned time integration, which is presented in this paper. As thoroughly described by means of
application examples, precomputed mass and stiffness matrices of substructures plus additional differential equations
can be easily used to model nonlinear structural systems endowed with hysteresis. As a result, the HS code reduces
to a time stepping analysis scheme that solves the resulting set of first‐order ordinary differential equations and can
be easily implemented in MATLAB/SIMULINK.12 Automatic code generation from such visual programming tools
makes the process of developing hard real‐time applications straightforward as shown for a two‐pier reinforced concrete
bridge tested at the Experimental Laboratory of EUCENTRE, Pavia, Italy, with two alternative isolation schemes.13,14

These are the issues that the numerical/experimental activities conducted at the EUCENTRE explore, and main
findings are reported hereinafter. More precisely, the method and implementation of the partitioned time integration
casted in state‐space form are presented in Section 2. Section 3 discusses the verification case study, which consists of
a three‐bay reinforced concrete bridge provided with two alternative isolation devices. The HS experiments demonstrate
the effectiveness of the proposed framework. Conclusions are drawn in Section 4.
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2 | HS FRAMEWORK BASED ON PARTITIONED TIME INTEGRATION

In order to facilitate the assembly of nonlinear NSs simulated with well‐known differential models, for example, Ismail
et al.15 or Mostaghel16 hysteretic springs, the HS framework presented in this section relies on a newly conceived
parallel partitioned algorithm tailored to state‐space systems. More precisely, the monolithic generalized‐α (MG‐α) time
stepping scheme proposed by Brüls and Arnold17 is used as basic solver for the partitioned generalized‐α (PG‐α) method,
which adopts the coupling scheme of the modified PH method conceived by Brun and co‐workers.18 Both algorithms
solve the system of equations of motion recasted in state‐space form that, for a generic nonlinear mechanical system,
reads

M _Y þ R Yð Þ ¼ F tð Þ; (1)

where

Y ¼
u

v

s

264
375; M ¼

I 0 0

0 m 0

0 0 I

264
375; R ¼

−v

r u; v; sð Þ
g u; v; sð Þ

264
375; F tð Þ ¼

0

f tð Þ
0

264
375: (2)

In detail, u,v and s are displacement, velocity, and additional state vectors, respectively. The former two always
appear as a pair in second‐order mechanical systems, whereas the latter is used to model nonlinearities endowed with
memory (e.g., hysteresis). In particular, r(u,v,s) is the nonlinear restoring force vector, whereas the nonlinear func-
tion g(u,v,s) models the evolution of the additional state vector s. Finally, m is the mass matrix and f(t) is the external
time varying load, whereas I and 0 are identity and zero matrices, respectively. When the system is linear, velocities and
displacements only characterize the system state, which does not include additional variables. As a result, (1) and (2)
reduce to

M _Y þKY ¼ F tð Þ; (3)

where

Y ¼ u

v

� �
; M ¼ I 0

0 m

� �
; K ¼ 0 −I

k c

� �
; F tð Þ ¼ 0

f tð Þ

� �
; (4)

with k and c stiffness and damping matrices, respectively. For simplicity, time dependency is omitted, and hereinafter,
M,K,R, and F are referred to as generalized mass, stiffness, restoring force, and external loading. First, the MG‐α is
analyzed; successively, the PG‐α is derived through the coupling between one PS and one NS.
2.1 | The monolithic G‐α time integration algorithm

2.1.1 | Description of the algorithm

The original G‐α algorithm proposed by Jansen and co‐workers19 used to integrate (1) from tn to tn+1 with a time
integration step Δt = tn+1 − tn, reads

M _Ynþαm þ R Ynþαf

� � ¼ Fnþαf ; (5)

where

_Ynþαm ¼ 1 − αmð Þ _Yn þ αm _Ynþ1; (6a)

Ynþαf ¼ 1 − αf
� �

Yn þ αfYnþ1; (6b)

Ynþ1 ¼ Yn þ _Yn 1 − γð ÞΔt þ _Ynþ1γΔt: (6c)
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Parameters α f ,αm,and γ define the setting of the algorithm. They are expressed as function of the infinity spectral
radius ϱ∞ parameter as

αm ¼ 3 − ρ∞
2 1þ ρ∞ð Þ; αf ¼

1
1þ ρ∞

; γ ¼ 1
2
þ αm − αf : (7)

In detail, if ϱ∞ is chosen to be zero, the method annihilates the components of the system response whose frequen-
cies are high compared with the sampling frequency. If ϱ∞ = 1, then αm = α f = γ = 1/2 and the G‐α method
is equivalent to the trapezoidal rule, which does not introduce algorithmic dissipation. The resulting algorithm is
second‐order accurate.

The asynchronous balance equation of the G‐α algorithm is not compatible with the dual assembly approach of the
PG‐α algorithm. As similarly done by Erlicher and co‐workers,20 Brüls and Arnold17 adopted the following recurrence

equation, which expresses the relationship between exact— _Yn; _Ynþ1—and filtered—Vn,Vn+1—state derivatives:

1 − αmð ÞVn þ αmVnþ1 ¼ 1 − αf
� �

_Y tnð Þ þ αf _Y tnþ1ð Þ þ o Δt2
� �

; (8)

which allows for recasting (5) in a synchronous form

M _Ynþ1 þ R Ynþ1ð Þ ¼ Fnþ1; (9)

with

Ynþ1 ¼ Yn þ Vn 1 − γð ÞΔt þ Vnþ1γΔt; (10a)

Vnþ1 ¼ _Yn 1 − αf
� �

=αm − Vn 1 − αmð Þ=αm þ _Ynþ1αf =αm: (10b)

The resulting MG‐α algorithm is equivalent to the Jansen's algorithm in terms of stability, accuracy, and spectral
properties but is compatible with the dual assembly approach of the PG‐α at the price of dealing with an extended state
vector [Yn,Vn]. With a few manipulations, it is possible to derive a predictor–single corrector form of the MG‐α for
integrating (1) from tn to tn+1, with a time integration step Δt = tn+1 − tn, reported herein:

1. Calculation of the state predictor eYnþ1; eVnþ1

h i
at time tn+1,

eYnþ1 ¼ Yn þ _YnγΔt 1 − αf
� �

=αm þ VnΔt αm − γð Þ=αm; (11a)

eVnþ1 ¼ _Yn 1 − αf
� �

=αm − Vn 1 − αmð Þ=αm: (11b)

2. Calculation of the state rate _Ynþ1 at time tn+1,

_Ynþ1 ¼ D−1 Fnþ1 − R eYnþ1

� �� �
; (12)

whereD ¼ Mþ ∇Y0R γΔtαf =αm is a matrix calculated once at the beginning of the simulation based on the generalized
mass matrix M and the Jacobian ∇Y0R of the generalized restoring force vector at zero state. In this study, all Jacobians
of analytical subdomains are derived via automatic differentiation by using the AdiGator Matlab toolbox.21

3. Calculation of the state [Yn+1,Vn+1] at time tn+1,

Ynþ1 ¼ eYnþ1 þ _Ynþ1 γΔtαf =αm; (13a)

Vnþ1 ¼ eVnþ1 þ _Ynþ1αf =αm: (13b)
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It is noteworthy that if ϱ∞ = 1, then αm = α f = γ = 1/2 and (10b) turns into

Vnþ1 ¼ _Yn − Vn þ _Ynþ1: (14)

If one considers V0 ¼ _Y0 as initialization rule, the MG‐α becomes equivalent to the trapezoidal rule. The same
initialization rule is taken in this study also for the case of ϱ∞ < 1, without loss of accuracy order as shown in the
following section.

In order to investigate the spectral behavior of the MG‐α algorithm, we introduce the following condensed notation,
which recasts the procedure for integrating (3) from tn to tn+1, with a time integration step Δt = tn+1 − tn as

MYnþ1 þ NYn ¼ Fnþ1; (15)

with

M ¼
K M 0

I 0 −γΔtI

0 −αf I αmI

264
375; N ¼

0 0 0

−I 0 −Δt 1 − γð ÞI
0 − 1 − αf

� �
I 1 − αmð ÞI

264
375; Yn ¼

Yn

_Yn

Vn

264
375; Fn ¼

Fn

0

0

264
375: (16)

Accordingly, the time history response of (15) reads

Yn ¼ AnY0 þ ∑
n − 1

i¼0
AiM−1Fn−i; (17)

where A ¼ −M−1N is the so‐called state transition matrix, which depends on both system equations and time stepping
algorithm. For a generic linear second‐order system described by (3) and (4), the following relation exists between

modal frequency ωj and damping ζ j of the eigenmode jth after time discretization and the corresponding eigenvalue

λj of the transition matrix A:

λj ¼ e−ωj ζ j±i
ffiffiffiffiffiffiffiffi
1−ζ

q 2

j

	 

Δt ≈ e−ωj ζ j±i

� �
Δt; (18)

where bars above ωj and ζ j emphasized that frequency and damping of the discretized system are inexact but eventually

converge to exact values ωj and ζj for Δt tending to zero. The algorithmic analysis of the MG‐α method invokes all these
elements, and it is presented in the following section.
2.1.2 | Algorithmic analysis

In order to analyze the algorithmic properties of the MG‐α method, the following initial value problem (IVP) is taken
as reference:

ω2uþ €u ¼ 0; (19a)

u 0ð Þ ¼ 1; _u 0ð Þ ¼ 0; (19b)

where ω is the frequency of a second‐order undamped oscillator. In order to estimate the order of accuracy of the MG‐α
method, the solution to the IVP of (19) is discretized according to the time integration procedure described in Section
2.1.1 for different values of asymptotic spectral radius ρ∞, and the global truncation error (GTE) is evaluated as

GTE ¼ un − u tnð Þj j ∝ Δtp; (20)

where p is the order of accuracy, un is the discretized solution provided by the MG‐α method, and u(tn) is the analytical
solution of (19), which reads
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u tð Þ ¼ cos ωtð Þ: (21)

In this respect, Figure 1 shows the GTE trend of the MG‐α algorithm.
As it can be appreciated from Figure 1, the MG‐α method is second‐order accurate, that is, p = 2, with and without

algorithmic damping.
In order to analyze the spectral properties of the MG‐α method, the spectral radius ρ of the transition matrix A

corresponding to the IVP of (19) was evaluated numerically for an increasing dimensionless frequency Ω = ωΔt. The
spectral radius ρ of A is defined as the maximum modulus among those of all eigenvalues of A and is reported in
Figure 2 for different values of the asymptotic spectral radius ρ∞.

From Figure 2, one can observe that the spectral radius ρ tends to ρ∞ as long as Ω goes to infinity. This means that
algorithmic damping is provided to undamped oscillators as long as the time step size Δt is large compared with the

system period
2π
ω
. A more physical insight into the algorithmic bias is provided by dimensionless frequency Ω and

damping ζ of the discretized system, which read

Ω ¼ arg λð Þ; (22a)

ζ ¼ −
ln λj jð Þ
Ω

; (22b)

where λ represents the eigenvalue of the transition matrix A corresponding to the dimensionless frequency Ω = ωΔt
of the spring‐mass system of (19). In this regard, Figure 3 reports plots of both discretized dimensionless frequency
and damping.
FIGURE 1 Accuracy analysis of the monolithic generalized‐α method. GTE, global truncation error

FIGURE 2 Spectral properties of the monolithic generalized‐α method



FIGURE 3 Algorithmic analysis of the monolithic generalized‐α method: (a) frequency error and (b) algorithmic damping
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As can be appreciated from Figure 3, lower values of ρ∞ entail greater frequency errors Ω −Ω
� �

=Ω and an increasing

algorithmic damping ζ .
2.2 | The partitioned G‐α time integration algorithm

2.2.1 | Description of the time integration algorithm

When the so‐called conventional method is used to perform HS, within a single load step, actuators approach target
positions with linear ramps and, then, restoring force measurements are averaged over a time window. If load steps
are large, the PS could experience load relaxation. The continuous method was introduced to circumvent this issue. In
this case, a partitioned time integration algorithm coordinates two monolithic time integration loops running at differ-
ent sampling rates. On the PS side, the time integration process runs at the control system sampling period ΔtC. Accord-
ingly, actuators continuously move without alternating hold and ramp phases. If the control system sampling period ΔtC

is too short to compute the response of the NS, the latter can be integrated with a time step multiple of ΔtC. The term
subcycling indicates such feature. Along this line, we conceived the PG‐α method, which is a partitioned time integra-
tion algorithm that couples two monolithic time integration processes based on the MG‐α algorithm following a dual
assembly approach. In this respect, Figure 4 depicts the task sequence of the PG‐α method.

The two parallel time integration processes are coupled at the coarse time step, where the compatibility of NS and PS
is forced by a dual assembly procedure. The corresponding coupled system of equations of motion reads

MN _YN
nþ1 þ RN YN

nþ1

� � ¼ LNΛnþ1 þ FN
nþ1

MP _YP
nþ j

ss
þ RP YP

nþ j
ss

� �
¼ LPΛnþ j

ss
þ FP

nþ j
ss

8<: ; (23a)



FIGURE 4 Task sequence of the

partitioned generalized‐α method. NS,

numerical substructure; PS, physical

substructure
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GN _YN
nþ1 þ GP _YP

nþ1 ¼ 0; (23b)

where M,R,and F are defined in (2), whereas signed Boolean collocation matrices L and G localize interface forces
and define compatibility equations, respectively. For example, collocation matrices are reported for the benchmark
case study described in the next section. In principle, at each simulation step, displacement and velocity solutions of
23 split into free and link components. The former are calculated discarding coupling conditions, which are used to com-
pute the latter by means of a linearized Steklov–Poincaré operator. The coupled solution is the sum of both free and link
contributions. According to Figure 4, two parameters define the setting of the task sequence of both the PG‐α algorithm:

• the testing timescale λ, defined as λ = ΔtC/ΔtP = ΔtS/ΔtN, and
• the subcycling ss, obtained as ss = ΔtN/ΔtP = ΔtS/ΔtC.

Time steps ΔtN and ΔtP refer to simulation time, which is a virtual time axis defined by the time integration pro-
cess. As an example, the seismic ground motion is expressed as a function of the simulation time. In particular, ΔtN is
the coarse time step adopted for the NS, whereas ΔtP is the fine time step used to calculate the PS response. In order
to guarantee a sufficient accuracy, ΔtN = 1 ms is typically considered. On the other side, ΔtS and ΔtC refer to the wall
clock time, which is the real‐time flow measured in the laboratory. In particular, ΔtS defines the maximum solving
time that can be allocated to compute the NS response, whereas ΔtC is the actuator controller time step, which typ-
ically ranges between 1 and 2 ms. In order to guarantee smooth displacement trajectories, the PS displacement
response is computed and applied to the specimen within a controller time step ΔtC. The testing timescale λ copes
with actuation capacity limitations, whereas the subcycling parameter ss allows for adjusting ΔtS, which is the fixed
time window allocated for solving the NS response. The PG‐a method procedure is summarized in algorithm form
for integrating 23 from tn to tn+1:

1. Initialization of the coupled solution,

V0 ¼ _Y0 ¼ M−1 F0 − R Y0ð Þð Þ: (24)
2. Initialization of the interface force field represented by Lagrange multipliers,

Λ0 ¼ LNT
MN _YN

0 þ RN YN
0

� �
− FN

0

� �
or

Λ0 ¼ LPT
MP _YP

0 þ RP YP
0

� �
− FP

0

� �
: (25)

For the sake of simplicity, it is suggested to start the procedure considering zero initial conditions and zero initial
loading so as to skip Steps 1 and 2.

3. Start the time integration loop over n from 0 to N.
4. Calculation of the free state predictor eYN ;free

nþ1 ; eVN ;free
nþ1

h i
at time tn+1,
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eYN ;free
nþ1 ¼ YN

n þ _YN
n γΔt

N 1 − αf
� �

=αm þ VN
n Δt

N αm − γð Þ=αm; (26a)

eVN ;free
nþ1 ¼ _YN

n 1 − αf
� �

=αm − VN
n 1 − αmð Þ=αm: (26b)

5. Calculation of the state rate _YN;free
nþ1 at time tn+1,

_YN;free
nþ1 ¼ DN−1

FN;free
nþ1 − RN eYN ;free

nþ1

� �� �
; (27)

where DN ¼ MN þ ∇YN
0
RN γΔtαf =αm is a matrix operator calculated once at the beginning of the simulation based on

the generalized mass matrix MN and the Jacobian of the generalized restoring force vector∇YN
0
RN , calculated at the zero

state via automatic differentiation.21

6. Calculation of the free state YN ;free
nþ1 ;VN ;free

nþ1

h i
at time tn+1,

YN ;free
nþ1 ¼ eYN;free

nþ1 þ _YN;free
nþ1 γΔtNαf =αm; (28a)

VN;free
nþ1 ¼ eVN ;free

nþ1 þ _YN ;free
nþ1 αf =αm: (28b)

7. Start the subcycling loop over j from 1 to ss for the calculation of the PS free solution.

8. Calculation of the free state predictor eYP;free

nþ j
ss
; eVP;free

nþ j
ss

� �
at time tnþ j

ss
,

eYP;free

nþ j
ss

¼ YP
nþj−1

ss
þ _YP

nþj−1
ss
γΔtP 1 − αf

� �
=αm þ VP

nþj−1
ss
ΔtP αm − γð Þ=αm; (29a)

eVP;free

nþ j
ss

¼ _YP
nþj−1

ss
1 − αf
� �

=αm − VP
nþj−1

ss
1 − αmð Þ=αm: (29b)

9. Calculation of the state rate _YP;free

nþ j
ss

at time tnþ j
ss
,

_YP;free

nþ j
ss

¼ DP−1
FP;free

nþ j
ss

− RP eYP;free

nþ j
ss

� �
þ LPΛn 1 −

j
ss

	 
	 

: (30)

In line with (2) and (4), euP;free

nþ j
ss

and evP;free

nþ j
ss

are taken from eYP;free

nþ j
ss

¼ euP;free

nþ j
ss

evP;free

nþ j
ss

� �
and imposed to the PS by means of

a set of servo‐controlled actuators. If an extended timescale is used, evP;free

nþ j
ss

=λ is actually imposed to the specimen.

Then, the measured restoring force erP;free
nþ j

ss

is used to assemble the generalized physical restoring force vector

RPT¼ −ev P;freeT

nþ j
ss

erP;freeT
nþ j

ss

� �
. Similarly to Step 5, DP = MP+KP γΔtPα f /αm is a constant matrix operator calculated once at

the beginning of the simulation based on estimates of initial linear tangent stiffness and damping matrices of the PS.
It is important to underline that additional state variables never enter the PS state vector because nonlinearities are
already included in the measured restoring force.

10. Calculation of the state YP;free

nþ j
ss

;VP;free

nþ j
ss

� �
at time tnþ j

ss
,

YP;free

nþ j
ss

¼ eYP;free

nþ j
ss

þ _YP;free

nþ j
ss

γΔtPαf =αm; (31a)
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VP;free

nþ j
ss

¼ eVP;free

nþ j
ss

þ _YP;free

nþ j
ss

αf =αm: (31b)

11. If j = ss exit the loop, otherwise set j = j+1 and go to Step 8.

Before introducing Step 12, we shortly derive the Steklov–Poincaré operator, which is used to calculated link solu-
tions based on free solutions already computed on both PS and NS. In order to do this, the PG‐α method adopts the cou-
pling strategy of the modified PH method,18 which imposes kinematic compatibility at the end of the coarse time
step ΔtN. In detail, link solutions are expressed as linear functions of interface Lagrange multipliers, which are obtained
by linearizing decoupled subsystems equations at zero states. In order to condense the coupling procedure to a few
matrix operations, the matrix notation introduced by (15) and (16) is used with the only difference that∇Y0R replaces K.

Y
P;link
nþ1

ss

Y
P;link
nþ2

ss

⋮
Y

P;link
nþ1

2666664

3777775 ¼

MP

NP MP

NP ⋱
⋱ MP

266664
377775
−1 1

ss
LP

2
ss
LP

⋮
LP

26666664

37777775Λnþ1 ¼

QP
1
ss

QP
2
ss
⋮
QP

2666666664

3777777775
Λnþ1; (32a)

Y
N;link
nþ1 ¼ MN−1

LNΛnþ1 ¼ QPΛnþ1; (32b)

where LNT ¼ LNT
0 0

� �
and LPT ¼ LPT

0 0
� �

are signed Boolean collocation matrices that localize interface

forces on state‐space equations. Because our goal is to calculate the coupled solution at the coarse time step, we retain
only matrix blocks QP and QN that express link solutions at time tn+1 as functions of the interface Lagrange multiplier as

Y
P;link
nþ1 ¼ QPΛnþ1; (33a)

Y
N;link
nþ1 ¼ QNΛnþ1: (33b)

If one remember that coupled solutions are sums of relevant free and link solutions,

YP
nþ1 ¼ Y

P;free
nþ1 þ Y

P;link
nþ1 ; (34a)

YN
nþ1 ¼ Y

N;free
nþ1 þ Y

N ;link
nþ1 ; (34b)

with

Y
P;free
nþ1 ¼

YP;free
nþ1

_YP;free
nþ1

VP;free
nþ1

2664
3775; YN ;free

nþ1 ¼
YN ;free
nþ1

_YN ;free
nþ1

VN ;free
nþ1

2664
3775; (35a)

Y
P;link
nþ1 ¼

YP;link
nþ1

_YP;link
nþ1

VP;link
nþ1

2664
3775; YN ;link

nþ1 ¼
YN;link
nþ1

_YN;link
nþ1

VN ;link
nþ1

2664
3775; (35b)

where the former is calculated through Steps 4 to 10 and the latter is expressed by 33. The interface Lagrange multipliers
can be easily derived from the compatibility equation (23b), which is recasted according to the expanded matrix
notation,
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GNYN
nþ1 þ GPYP

nþ1 ¼ 0; (36)

with GN ¼ 0 GN 0
� �

and GP ¼ 0 GP 0
� �

are signed Boolean collocation matrices that localized interface DoFs
on state vectors. In detail, the interface Lagrange multiplier vector relates to free solutions as

Λnþ1 ¼ −H−1 GNY
N;free
nþ1 þ GPY

P;free
nþ1

� �
; (37)

where the so‐called Steklov–Poincaré operator reads

H ¼ GNQN þ GPQP: (38)

At this point, we resume the description of the PG‐α, which was paused at Step 11.

12. Calculation of the interface force field Λn+1 according to (37).
13. Calculation of link solutions according to 33.
14. Calculation of coupled solutions according to 34.
15. If n = N, stop the procedure, otherwise set n = n+1 and go back to Step 4.

It is important to note that Steps 4 to 6, which calculate the free response of the NS, and Steps 7 to 11, which calculate
the free response of the PS, are executed as parallel processes. The calculation of the link solution, which is performed by
Steps 12 to 14, is the only process that requires exchange of information between PS and NS, which is however limited

to interface kinematic quantities—GNY
N;free
nþ1 and GPY

P;free
nþ1 —and interface forces—Λn+1. In addition, because the

Steklov–Poincaré matrix operator H is assembled and inverted once before the simulation (38), the calculation of the
link solution consists on a simple matrix multiplication (37). These are the key points that demonstrate the superiority
of partitioned algorithms with respect to monolithic time integrators for the coordination of HS.
2.2.2 | Algorithmic analysis

The benchmark case study depicted in Figure 5 was used to investigate the algorithmic properties of the PG‐α method.
More precisely, the benchmark case study consists of a 2‐DoF nondissipative linear system with lumped parameters

and zero external loading. For the sake of example, state vectors and signed Boolean collocation matrices are also
reported:
FIGURE 5 Reference split‐mass two‐

degree‐of‐freedom system. NS, numerical

substructure; PS, physical substructure
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YP ¼ uP1
vP1

" #
; LP ¼ 0

1

� �
; GP ¼ 1 0½ �

YN ¼

uN1

uN2
vN1
vN2

266664
377775; LN ¼

0

0
− 1

0

266664
377775; GN ¼ −1 0 0 0½ �:

Table 1 summarizes all parameter values for two variants of the same model; the only difference is in the m3 values,
which entails a second eigenfrequency much higher than the first for Variant 2, which is used to benchmark algorith-
mic dissipation.

The algorithmic analysis was performed considering the free vibration response of Variant 1 of the 2‐DoFs bench-
mark system of Figure 5 subjected to uN1 ¼ uP1 ¼ 0:00 m; uN2 ¼ 0:01 m. In this respect, Figure 6 provides an overview
on the order of convergence.

In detail, the trapezoidal rule algorithm was used to calculate the reference monolithic solution with a time step size
of 1e − 7 s, and GTEs were evaluated at t = 0.01 s for several combinations of time step size, subcycling, and ρ∞ param-
eters. As can be appreciated from Figure 6, the PG‐α algorithm is second‐order accurate regardless the values of ss and
ρ∞ parameters.
TABLE 1 Parameters of the benchmark system

Variant m1 m2 m3 k1 k2

1 4e3 4e3 9e3 4e5 5e5

2 4e3 4e3 9e0 4e5 5e5

FIGURE 6 Accuracy analysis of the partitioned generalized‐α method applied to Variant 1 with different ss and (a) ρ∞ = 1, (b) ρ∞ = 0.9,

(c) ρ∞ = 0.5, and (d) ρ∞ = 0.2. The black triangle indicates the second‐order accuracy slope. GTE, global truncation error
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In order to investigate the algorithmic damping feature of the PG‐α method, the time history response of Variant 2
was calculated with the same initial conditions and zero external loading of the former analysis for a time span of 2 s
and considering different values of ρ∞. A careful reader may notice that Variant 2 is characterized by a very small mass
on the right node. This has been intentionally done in order to emphasize the algorithmic damping properties of the
PG‐α method on stiff systems. In this regard, both Figures 7 and 8 compare the displacement response of the system
obtained with different values of ρ∞ parameter.

One can observe that the maximum response peak is preserved when ρ∞ = 1. On the other hand, the more ρ∞ tends
to zero, the faster the high‐frequency component of the response associated with the small value of m3 is damped out.

Another important feature of the PG‐α method, which is inherited from the coupling scheme of the modified PH
method, is that the algorithm is energy preserving when ρ∞ = 1. This has been verified numerically by computing
the instantaneous total energy (i.e., kinematic plus potential elastic) of Variant 2 for the same IVP. In this respect,
Figure 9 summarizes the results. Clearly, the algorithmic is energy preserving both with and without subcycling.
3 | EXPERIMENTAL VERIFICATION OF THE HS FRAMEWORK

In order to verify the proposed computational framework, we conceived a two‐pier bridge virtual prototype used to
benchmark alternative seismic isolation schemes at the Experimental Laboratory of EUCENTRE, Pavia, Italy.22
FIGURE 7 Time history response of uN1 of Variant 2 with ss = 1, ΔtN = 1e − 3 s: (a) full simulation span and (b) zoom on the final portion

of the displacement time histories



FIGURE 8 Time history response of uN2 of Variant 2 with ss = 1, ΔtN = 1e − 3 s: (a) full simulation span and (b) zoom on the final portion

of the displacement time histories
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3.1 | The virtual bridge prototype

The virtual reinforced concrete bridge prototype was characterized by a three‐span deck with two independent road-
ways, sustained by two twin cantilever rectangular hollow cross‐section piers. Figure 10 depicts a schematic of the
bridge prototype.

Cross sections of deck and pier are depicted in Figure 11, whereas Table 2 summarizes relevant geometrical
properties.

As depicted in Figure 10, a pair of seismic isolation devices is interposed between the deck and each pier, and two
additional seismic isolator pairs are interposed between deck and abutments. In this study, we considered two
alternative seismic isolation schemes based on lead rubber bearings (LRBs) and triple curvature concave sliding
bearings (T‐CSBs), both designed to preserve piers from damage in the case of a seismic event. All devices were selected
to keep the maximum transversal shear force applied to each pier below 370 kN and the corresponding transversal
displacement below 10 mm. In this respect, Figure 12 reports the schematics of both types of seismic isolation devices
including pictures taken from the test setup.

A more detailed description of each tested isolation device including related computational models is reported in
Section 3.2.

In order to support the design of the HS campaign, a reference FE model of the bridge without isolation devices was
implemented in OpenSEES.23 Linear beam elements were used for the deck, whereas fiber‐based nonlinear beam



FIGURE 9 Instantaneous total energy of Variant 2: (a) ss = 1 and (b) ss = 10

FIGURE 10 Virtual bridge prototype
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elements were used for piers, thus reproducing positions and dimensions of rebars. Figure 13 depicts a schematic of the
OpenSEES FE model with node numbering and constraint conditions.

Rigid links accounted for the offset between pier cap beams and deck center of gravity, as depicted in Figure 14. In
addition, y and z relative rotations between deck and rigid links were released.

Values of material parameters were calibrated based on results of previous quasistatic cyclic tests performed on a 1:2
scale mock‐up specimen of the pier.24 A proportional Rayleigh damping model was used considering an equivalent vis-
cous damping of 5% on Modes 1 and 5, which were characterized by the two highest modal participation factors with
respect to the direction of the seismic loading. Table 3 reports the first five vibration periods of the bridge in the as‐built
configuration predicted by the OpenSEES FE model.



FIGURE 11 Cross sections of (a) deck and (b) pier

TABLE 2 Geometrical properties of cross sections

Property Deck Pier

A 2.78 m2 2.40 m2

Izz 7.20 m4 0.82 m4

Iyy 0.85 m4 2.40 m4

FIGURE 12 Tested seismic isolation devices: (a) triple curvature concave sliding bearing and (b) lead rubber bearings
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The REXEL software25 was used to select a single ground motion record corresponding to a seismic scenario charac-
terized by moment magnitude M = 5 ÷ 7, epicentral distance D = 0 ÷ 30 km, and soil type B. Target values of peak
ground acceleration (PGA) for scaling the accelerogram were identified by means of time history response analyses
of the OpenSEES FE model. In detail, a PGA = 0.12 g was assigned to the serviceability limit state (i.e., onset of a non-
linear response of piers), whereas a PGA value of 0.30 g was selected for the ultimate limit state (i.e., highly nonlinear
response of piers). In this regard, Figure 15 depicts both the accelerogram and the relevant elastic acceleration response
spectrum for the ultimate limit state case highlighting the bridge periods reported in Table 3.



FIGURE 14 Deck‐pier connection based on rigid link elements

TABLE 3 Vibration periods of the virtual prototype bridge in the configuration AB

Mode Period (s)

1 0.639

2 0.500

3 0.392

4 0.344

5 0.320

FIGURE 13 OpenSEES FE model of

the virtual prototype bridge

ABBIATI ET AL. 17 of 28
3.2 | Substructuring of the bridge

In order to compare the structural performance of two isolation schemes based on T‐CSB and LBR, respectively, a single
isolation device was substructured in the laboratory as PS, whereas the remaining substructures of the virtual bridge
prototype were numerically simulated. In this regard, Figure 16 reports a schematic of the substructuring scheme
adopted for HS.

The schematic reported in Figure 16 must be intended as a plan view of the bridge. Nonlinear springs represent iso-
lation devices, which are activated by the in‐plane transversal motion of the deck. The linear springs represent the two
twin piers, which experience an elastic response. Piers and deck mass and stiffness matrices were obtained via static
condensation. In particular, the deck superelement was obtained by retaining transversal displacements of Nodes 1,
6, 11, and 16 of the OpenSEES FE model; see Figure 13 in this respect.
3.2.1 | Triple‐surface concave sliding bearings

The selected T‐CSB was designed by EUCENTRE. Figure 17 depicts a schematic of a generic T‐CSB device, for which a
detailed mechanical model can be found in Fenz and Constantinou.26

Table 4 summarizes the main dimensions of the T‐CSB device, whereas Table 5 provides values of μ for different
velocity peak values.



FIGURE 15 Selected seismic ground motion scaled to peak ground acceleration = 0.30 g for the ultimate limit state: (a) accelerogram and

(b) acceleration response spectrum for an equivalent viscous damping of 5.00% (dots indicate the first five periods of the bridge without

isolation devices)

FIGURE 16 Substructuring of the virtual bridge prototype. NS, numerical substructure; PS, physical substructure
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For a nominal vertical load P = 1,500 kN, contact pressures of 15.6 and 47.7 MPa characterize internal and external
surfaces, respectively. In order to reproduce the hysteretic response of the T‐CSB on the NS, a state‐space model was
assembled based on the nonlinear spring proposed by Mostaghel.16 In this regard, Figure 18 shows both the spring‐
slider idealization and the resulting hysteresis loop.

The state‐space model of the restoring force r is described as

_r ¼ _r0 þ _r1 þ _r2; (39a)



FIGURE 17 Schematic of a triple curvature concave sliding bearing device after Fenz and Constantinou26

TABLE 4 Main dimensions of triple curvature concave sliding bearing (T‐CSB)

External surfaces (1–4) Internal surfaces (2–3)

R1 = R4 = 1,600 mm R2 = R3 = 500 mm

h1 = h4 = 90 mm h2 = h3 = 60 mm

d1 = d4 = 38 mm d2 = d3 = 53 mm

TABLE 5 Identified values of friction coefficients

Velocity (mm/s) 0.5 5 25 50 100

μ1,4 (%) 8.5 12.0 14.0 14.0 15.0

μ2,3 (%) 4.5 6.0 7.0 7.0 7.5
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_r0 ¼ k0 N vð ÞM s0 − δ0ð Þ þM vð ÞN s0 þ δ0ð Þ� �� �
v; (39b)

_r1 ¼ k1 N vð ÞM s1 − δ1ð Þ þM vð ÞN s1 þ δ1ð Þ� �� �
v; (39c)

_r2 ¼ k2v; (39d)

where slip displacements of equivalent sliders read

s1 ¼ r1=k1; (40a)

s2 ¼ r2=k2; (40b)

and functions N; M; N; and M are defined as follows:

N wð Þ ¼ 0:5 1þ sgn wð Þð Þ 1þ 1 − sgn wð Þð Þð Þ
M wð Þ ¼ 1 − N wð Þ
N wð Þ ¼ M −wð Þ
M wð Þ ¼ N −wð Þ:

(41)

Values of model parameters identified for the maximum velocity peak of 0.1 m/s read

k0 ¼ 6:67e7 N=m; δ0 ¼ 1:5e − 3 m; k1 ¼ 1:15e6 N=m; δ1 ¼ 0:07 m; k2 ¼ 5e5 N=m:

The developed model was validated against experimental data. In this respect, Figure 19 compares emulated and
measured hysteretic loops and dissipated energy histories. As can be appreciated, the developed model accurately repro-
duces the response of the tested T‐CSB device.



FIGURE 18 Triple curvature concave

sliding bearing state‐space model: (a)

spring‐slider idealization and (b)

hysteretic loop
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3.2.2 | Lead rubber bearings

A third seismic isolation scheme based on LRB isolation devices was also tested at EUCENTRE. In order to emulate
LRBs on the NS, the model developed by Benzoni and co‐workers27 was adopted. In this respect, Figure 20 shows a
schematic view of a generic LRB with main components highlighted, whereas Figure 21 depicts idealized hysteretic
loops.

The governing equations of the LRB restoring force model read

r ¼ r1 þ r2; (42a)

r1 ¼ krubber
2

uþ p· sgn uð Þ u
p

 nrubber	 

; (42b)

r2 ¼ sgn vð Þrlead 1 − 2 exp −alead 1þ sgn vð Þu
p

	 
	 

þ 4 1þ sng vð Þu

p

	 

exp − alead þ ln 2ð Þð Þ 1þ sgn vð Þu

p

	 
	 
	 

: (42c)

The parameter nrubber determines the postyielding nonlinear behavior of rubber, whose degradation is governed by
the additional state variable p, which tracks the absolute displacement peak of the device,

_p ¼ v· sgn uð Þ; uj j ≥ p

_p ¼ 0; uj j < p

�
: (43)

In addition, the parameter alead governs the smoothing of the loading/unloading branches of the hysteretic loop gen-
erated by yielding of lead core. A remarkable advantage of the adopted model is that all parameters, except nrubber and



FIGURE 19 Validation of the triple curvature concave sliding bearing model against experimental measurements at v = 0.1 m/s: (a)

hysteretic loop and (b) dissipated energy

FIGURE 20 Schematic of the lead rubber bearing with main dimensions in millimeters
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alead, can be derived from geometric and material properties of the LRB device,

rlead ¼ Aleadτlead ¼ 1:02e5 N; (44a)

krubber ¼ ArubberGrubber

hrubber
¼ 1:35e6 N=m; (44b)

where Arubber and hrubber are base area and thickness of the rubber cylinder, whereas Grubber is the shear elastic modulus
of the rubber material. Similarly, Alead is the cross‐section area of the lead core, whereas τlead defines the yielding shear



FIGURE 21 Hysteretic loop of the lead

rubber bearing model after Benzoni and

Casarotti 27

22 of 28 ABBIATI ET AL.
stress of lead. All these parameters are taken from the LRB datasheet, whereas nrubber = 2 and alead = 5 are found
through the minimization of the restoring force error with respect to measured data from LRB characterization tests.
As a result, Figure 22 compares the response of the calibrated LRB model to measured data. The calibrated model accu-
rately reproduces the response of the actual LRB device at large displacement amplitudes but does not capture pinching
phenomena at small displacements. However, the developed model is deemed sufficiently accurate for representing LRB
devices on the NS.
FIGURE 22 Validation of the lead rubber bearing model against experimental measurements: (a) hysteretic loop and (b) dissipated energy



FIGURE 23 Block diagram of the hybrid simulation framework. BTS, bearing testing system

FIGURE 24 Bearing testing system: (a) test setup with a lead rubber bearing device installed and (b) force measuring system based on

prestressed load cells
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3.3 | Laboratory implementation at EUCENTRE

In order to simulate the virtual bridge prototype, the HS framework of Figure 23, which relies on the PG‐α algorithm
described in Section 2.2, was implemented at the Experimental Laboratory of EUCENTRE, Pavia, Italy. A Windows‐
based HOST‐PC runs the MATLAB–SIMULINK computational environment,12 which implements both the PG‐α algo-
rithm and the NS of the substructured system. The C‐code automatically generated by SIMULINK is compiled and
uploaded to the XPC‐TARGET that executes the software in hard real time. The XPC‐TARGET is provided with
DAQ boards that communicate with both the MTS FLEXTEST controller, which is used to control servo‐hydraulic
TABLE 6 Program of the HT5 testing campaign

Test Date Configuration Timescale λ PGA (g) PS

HT5‐14 11/11/2016 ISO 2 16 0.30 LRB

HT5‐16 11/11/2016 ISO 2 16 0.50 LRB

HT5‐38 01/12/2016 ISO 2 16 0.30 T‐CSB

HT5‐40 01/12/2016 ISO 2 16 0.50 T‐CSB

Abbreviations: LRB, lead rubber bearing; PGA, peak ground acceleration; PS, physical substructure; T‐CSB, triple curvature concave sliding bearing.

FIGURE 25 Simulated displacement response histories of Pier 2: (a) peak ground acceleration = 0.35 g and (b) peak ground

acceleration = 0.50 g. LRB, lead rubber bearing; T‐CSB, triple curvature concave sliding bearing
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actuators, and the bearing testing system (BTS) controller, which controls a servo‐hydraulic loading system specifically
conceived for testing bearings. At each simulation step of the PG‐α algorithm, the XPC‐TARGET sends displacement
commands to both MTS FLEXTEST and BTS controllers, and restoring forces measured by both actuation systems
are fed back to the PG‐α algorithm that solves the system of coupled equations of motion. In order to enable fast‐time
HS, the delay compensation algorithm proposed by Wu and co‐workers28 was adopted.

The BTS of the Experimental Laboratory of EUCENTRE was designed to impose realistic boundary conditions to full‐
scale seismic isolation devices.22 In detail, the specimen is positioned on a self‐equilibrating vertical reaction structure;
the bottom plate of the specimen is connected to a 6‐DoF shake table, driven by vertical and horizontal actuators and
connected to an additional horizontal reaction structure, which can be operated in mixed force–displacement control.
The maximum vertical and horizontal load capacities of the BTS are 50 and 2.8 MN, respectively. The allowed horizon-
tal displacement range is ±495 mm with a velocity peak of 2,200 mm/s. In order to eliminate spurious friction and iner-
tia components, eight ring prestressed load cells measure both components of the horizontal restoring force of the tested
isolation device directly from its support plate, which slides on a Teflon sheet. In this regard, Figure 24 shows the BTS
setup and provides a close‐up view of the restoring force measuring system.

It is worthy to note that the interaction between displacement controlled actuators and stiff specimens easily triggers
dynamic instability. This situation is very likely to occur on elements subjected to axial deformation, where small dis-
placement perturbations generate large feedback forces. In order to overcome this problem, the common practice con-
sists on excluding vertical DoFs from the HS loop and to impose nominal loads in force control. Accordingly, the
nominal vertical load owing to the self‐weight of the bridge deck was kept constant and applied to the tested seismic
isolation device in force control. In addition, a single bearing per pair was physically tested, and the measured restoring
force fed back to the HS algorithm was doubled. This latter simplification was preliminary verified with numerical
FIGURE 26 Measured hysteretic loops of both seismic isolation devices at (a) peak ground acceleration = 0.35 g and (b) peak ground

acceleration = 0.50 g. LRB, lead rubber bearing; T‐CSB, triple curvature concave sliding bearing
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simulations, which proved that deck overturning moment was negligible and did not affect the transversal response of
the bridge.
3.4 | Experimental results

This section summarizes the main results of the experimental campaign named HT5. In this regard, Table 6 reports the
list of experiments and relevant setting. An additional experimental campaign named HT3 and based on
pseudodynamic HS was performed, but results are out of the scope of this paper and, therefore, are omitted.

In this regard, Figure 25 compares the displacement history of Pier 2 for all tested isolation devices considering a
scaling of the ground motion up to 0.50 g of PGA. With regard to the same experiments, Figure 26 compares the mea-
sured hysteretic loops of the restoring forces of tested isolation devices.

As reported in Figure 25, the absolute displacement response peak of Pier 2 always remained below 7 mm, regardless
of the type of isolation device. Within this range, the real pier would not be damaged. Accordingly, hysteresis loops
reported in Figure 26 are characterized by similar displacement and restoring force ranges. These results highlight that
investigated isolation schemes exhibit similar performances.
4 | CONCLUSIONS

Most of nonlinear computational frameworks for HS rely on adaptations of existing finite‐element software to accom-
modate the so‐called experimental elements, which incorporate a digital interface to a control system, for example,
OpenFRESCO or UI‐SIMCOR. The finite‐element software operates in soft time, for example, on a standard PC,
whereas the control system operates in hard real time and manipulates the PS by means of servo‐controlled actuators.
However, the complexity of finite‐element software is not suitable—and not necessary—for hard real‐time
implementations of fast‐time HS, that is, with testing timescale close to one. Moreover, prototype structures emulated
via HS can be easily described as lumped parameter systems characterized by a small number of degrees of freedom.

These considerations motivated the development of the computational framework for fast‐time HS presented in this
paper, which is based on state‐space modeling and partitioned time integration. On one hand, precomputed mass and
stiffness matrices of substructures plus additional differential equations can be easily used to model nonlinear NSs with
hysteretic behavior as state‐space systems; on the other hand, partitioned time integration permits coupling of multiple
time integration processes with different time step sizes. The time integration of the PS response is performed at the
same sampling rate of the real‐time control system so as to guarantee continuous actuator trajectories, whereas the
NS response can be subsampled compatibly with available computational resources. The resulting simulation code
reduces to a time stepping analysis scheme that solves a set of first‐order ordinary differential equations and can be
easily implemented in MATLAB/SIMULINK. Automatic code generation from such visual programming tools makes
the process of developing hard real‐time applications straightforward.

Eventually, the HSs of a virtual bridge prototype performed at the Experimental Laboratory of EUCENTRE, Pavia,
Italy, demonstrated the effectiveness of the presented computational framework.
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