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ABSTRACT Speech is the most important media of expressing emotions for human beings. Thus, it
has often been an area of interest to understand the emotion of a person out of his/her speech by using
the intelligence of the computing devices. Traditional machine learning techniques are very much popular
in accomplishing such tasks. To provide a less expensive computational model for emotion classification
through speech analysis, we propose a meta-heuristic feature selection (FS) method using a hybrid of Golden
Ratio Optimization (GRO) and Equilibrium Optimization (EO) algorithms, which we have named as Golden
Ratio based Equilibrium Optimization (GREO) algorithm. The optimally selected features by the model are
fed to the XGBoost classifier. Linear Predictive Coding (LPC) and Linear Prediction Cepstral Coefficients
(LPCC) based features are considered as the input here, and these are optimized by using the proposed
GREO algorithm. We have achieved impressive recognition accuracies of 97.31% and 98.46% on two
standard datasets namely, SAVEE and EmoDB respectively. The proposed FS model is also found to perform
better than their constituent algorithms as well as many well-known optimization algorithms used for FS in
the past. Source code of the present work is made available at: https://github.com/arijitdey1/Hybrid-GREO.

INDEX TERMS Speech emotion recognition, Feature selection, Golden Ratio based Equilibrium Opti-
mization, Speech analysis, LPC and LPCC features, Equilibrium Optimization, Golden Ratio Optimization,
Meta-heuristic

I. INTRODUCTION

Speech signal happens to be the most common medium
of communication among human beings. So, the automatic
recognition of speech signals through computing devices is
considered as an interesting problem among the research
fraternity. Most of the time, along with information, speech
express the emotion of a person. Speech emotion recognition
(SER) plays an important role in modern Artificial Intelli-
gence (AI) based systems, such as autonomous vehicle [1],
voice assistance software, human physiology analysis, and

medical services [1] [2] [3]. For an example, by using a SER
system, one can predict the driver’s emotion and can judge
whether the driver is capable of driving or not. This prevents
road accidents by telling the driver about his/her fatigue state.
In medical science, a doctor can easily use a SER system
as a disease prediction tool for a physiologically depressed
person or an autistic child. Recognition of human emotion
from audio signals is one of the most challenging tasks in
the domain of speech processing [4]. Humans communicate
verbally through speech. The physiological studies explain
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that both facial expressions [5] and speech signals are in-
formative for recognizing human emotions [6], which need
to identify the adjustments of facial muscle and changing
tone. In a non-verbal communication, the facial expression
is responsible for 55% and voice intonation 38% and words
7% in the message perception [7] [8].
However, in real life, it is not an easy task to classify emo-
tions from speech signals. The main difficulty lies in the field
of acoustic signal processing is to extract meaningful as well
as optimal features from the speech signals. In recent times,
many machine learning as well as deep learning models are
found to produce significant results in the field of SER. Most
of the SER methods available in the literature are developed
to extract new features from the speech signals. However, for
every audio-clip, all the features are not of same importance.
This is the reason that researchers find it difficult to achieve
desirable accuracy using traditional feature extraction tech-
niques. A speech signal, generally, has two different feature
types such as temporal features (time domain features) and
spectral features (frequency-based features). Some standard
feature extraction methodologies introduced in the literature
are: Mel-frequency cepstral coefficients (MFCC) [9], Lin-
ear Predictive Coding (LPC) [10], Linear Prediction Cep-
stral Coefficients (LPCC) [11], Perceptual Linear Prediction
(PLP) [12] etc. In the present work, we mainly focus on
the temporal features. This is because for the SER task, the
combination of LPC and LPCC features give a promising
result as the LPC parameters are more precise [13]. Further-
more, the reliability and robustness of LPCC features are far
better than rest of the techniques [13]. These features capture
the appropriate nature of speech signals required for human
emotion recognition task than rest of the spectral features. It
is also found that the classification results using this feature
set give state-of-the-art accuracy as compared to other feature
vectors.
The basic target of a feature selection (FS) model is to
choose optimal set of features which can reduce the com-
putational cost and storage requirement, as well as enhance
the classification accuracy of the problem in hand. For this,
the use of optimization algorithms play an effective role to
discard redundant features from the original feature vector
and to increase the classification accuracy. FS models have
been successfully applied by the researchers in various fields.
For example, numerous optimization algorithms [14] can
be found in the literature. However, in the present work,
we propose a novel hybrid optimization [16] [17] algorithm
which decreases the size of the feature vector and increases
the accuracy of the SER task. The most interesting part
is that our proposed algorithm gives a better result than
the deep learning models, thereby ensuring low resource
requirement. It is to be noted that the constituent algorithms
of the proposed FS model namely, Equilibrium Optimization
(EO) algorithm [18] and Golden Ratio based Optimization
(GRO) algorithm [19] are the meta-heuristic optimization
algorithms and have not been used to form a hybrid FS model
till date. Our proposed FS model, named as Golden Ratio

based Equilibrium Optimization (GREO) algorithm, helps
to improve both the exploration and the exploitation phases
efficiently. The overall architecture of our proposed GREO
based FS model is illustrated in Fig. 1.

A. CONTRIBUTIONS
The contributions of the present work used to solve the

SER problem are highlighted below:
• We have designed a new hybrid meta-heuristic FS

method named as GREO algorithm by combining GRO
and EO algorithms, which has been used for SER from
the audio signals.

• In this proposed approach of hybrid GREO algorithm,
we have used Average Weighted Combination Mean
(AWCM) for hybridizing both algorithms and for near-
est neighbour searching of final candidate solution vec-
tor, we have chosen Sequential One Point Flipping
(SOPF) technique. This combination of various statisti-
cal optimizing techniques makes our proposed approach
very unique.

• A comparative study of proposed GREO and other pop-
ularly used FS algorithms is performed. The reported
results aid confirm the idea of choosing particularly EO
and GRO algorithms for the hybridization.

• We have evaluated our model on two standard SER
datasets, namely Surrey Audio-Visual Expressed Emo-
tion (SAVEE) and Berlin Database of Emotional Speech
(EmoDB) and reported a comparative study of our pro-
posed approach with recently evolved state-of-the-art
techniques in Section IV.

II. LITERATURE REVIEW
Research on SER task has been started since long back.

For example in the 20th century, Nakatsu et al. [20] pro-
posed a method for SER using machine learning algorithm.
After that, successful implementations of traditional machine
learning algorithms in the notion of making speech recogni-
tion as an effective interface between robot and human are
reported by Adam et al. [21] and Kim et al. [22]. However,
an implementation of hidden Markov model (HMM) by
Schuller et al. [23] in this particular field brought 76.1% and
71.8% classification accuracies for SER problem on EmoDB
and VAM datasets respectively. Next, an improved Markov
model is proposed and implemented on the German and
English speech datasets each having 5250 samples and pro-
duced an average accuracy of 86.8% using global prosodic
pitch and energy based features with the help of HMM
classifier [24]. Later, Rong et al. extracted Zero-Crossing
Rate (ZCR), spectral and energy based features and used K-
nearest neighbor (KNN) classifier on Mandarin dataset [25].
Most of the aforementioned methods are based on the tradi-
tional machine learning techniques. Apart from that, a few
deep learning techniques have also been proposed in recent
times and shown their superiority over machine learning
methods for SER tasks. An exploration of Recurrent neural
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FIGURE 1: Schematic diagram illustrating our proposed FS model used for SER task.

network (RNN) and feed-forward neural network on IEMO-
CAP dataset is done by Haytham et al. [26] and reported
64.78% classification accuracy. Later, Yongming Huang et al.
[27] implemented deep belief network on noisy ambience to
recognize emotions from the speech signals. Later, J. Zhao
et al. [28] classified human emotions with the help of 1D
and 2D convolutional neural network (CNN) and tested on
EmoDB dataset. In order to improve classification accuracy
on SAVEE and EmoDB datasets, a deep neural network is
also proposed in [6]. In 2017, Nicholas Cummins [29] pro-
posed an approach to implement speech signals by spectro-
graphic transformation into image and then classified it with
the help of CNN [30]. Mostly, 2-D CNNs are implemented
for visual recognition tasks but implementation in the audio
signals is found to be unique. A two-layer fuzzy multiple
random forest implementation [31] also contributed well in
the SER field. Fig. 2 refers to the conventional workflow of
the SER task found in the literature.
Moreover, meta-heuristic [68] approaches have become more
reliable in the classification task among the researchers. It has
numerous contributions in the field of signal processing. A.
Das et al. [70] have applied Cuckoo optimization algorithm
(COA) in the field of signal processing. Cat swarm optimiza-
tion algorithm (CSO) [71] is also used to recognize emotions
from the audio signals. Harris hawks optimization algorithm
(HHO) [69] is another well-known optimization algorithm,
which tunes the ConvoNet’s parameters. Yogesh et al. [72]
have come up with a simple technique to recognize both

emotions and stress levels using a hybrid particle swarm opti-
mization (PSO) algorithm. Researchers find that only a single
optimization algorithm might not be sufficient to solve every
single problem [77]. That is why, most of the researchers
have developed different hybrid optimization algorithms in
various fields. Some of the recently proposed optimization
algorithm based FS methods are, Cosine Similarity based
Harmony Search (HS) Algorithm [73], cooperative Genetic
Algorithm (CGA) [63], Binary Bat Algorithm with Late Ac-
ceptance Hill-Climbing (BBA-LAHC) [64], hybridization of
Mayfly algorithm (MA) and HS named as MA-HS algorithm
[65], HS and Naked Mole-Rat Algorithm (HS-NMR) [66],
hybridization of GA with PSO and Ant Colony Optimization
(ACO) algorithm [67]. Besides, a few multi-objective opti-
mization are also found for solving typical pattern recogni-
tion problems like spoken language identification [64] [66],
facial emotion recognition [73], handwritten numeral recog-
nition [74], handwritten script classification [75] [76] etc.

A. MOTIVATION
In initial stages of traditional machine learning era, the

findings of various feature extraction techniques were the
main point of research interest for quite a few years. As a
result, various feature extraction methodologies had evolved
from different domains of computational intelligence. Sim-
ilarly, in the SER domain, some popularly used feature
extraction methodologies that include MFCC, LPC, LPCC,
RAASTA (Relative Spectral-Perceptual Linear Predictive)
and so on had been proposed.
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FIGURE 2: Conventional workflow of SER task commonly found in the literature.

However, most of these feature vectors are quite large in
terms of number of features and it is very hard to interpret
which features contribute mostly in the case of training of
an appropriate classifier. Hence, for most of the cases, if an
entire feature set is chosen for the classification purpose then
the model becomes computationally very costly due to the
presence of some redundancy in the feature set. Therefore,
to overcome this problem, FS models are applied. These
models basically look for the optimal combination of features
which results in the best performance of the classifier [32]. In
recent times, various methods are introduced to make hybrid
models considering different optimization algorithms [43].
These algorithms are used in different research fields such
as image classification [33], emotion recognition from facial
expressions [5] and so on. However, the ground of SER
is not been explored with hybrid optimization algorithms
so far. This motivates us to implement the hybrid GREO
based FS algorithm in this specific field. To the best of our
knowledge, this FS model is proposed for the first time for the
SER problem. As mentioned above, for SER task, various
feature extraction techniques are already available. So, in
order to choose the best combination of feature sets, we
have performed some experimentations and found that the
combination of LPC and LPCC feature vectors outperforms
other combinations with our proposed GREO based FS
model and the results of are shown in Table 2.
The sectional review of the entire paper is mentioned as
follows: The whole paper has in total five sections, named

as I. Introduction, II. Literature survey, III. Motivation, IV.
Materials and Methods, V. Results and Discussion and VI.
Conclusion. Here, Section IV consists of four subsections,
A. Dataset Description, B. Pre-processing, C. Feature extrac-
tion, D. Feature selection. In the feature selection subsection,
our proposed hybrid GREO is discussed. In section V, there
are seven subsections, named as A. XGboost classifier,
B. Evaluation matrices used, C. Selection of final feature
set, D. Tuning of Hyper-parameters, E. Comparison with
other classifiers, F. Tuning of hyper-parameter of XGBoost
classifier, G. Comparison with other FS algorithms.

III. MATERIALS AND METHODS

In this section, the workflow of the proposed work has
been discussed sequentially. The entire work is divided into
different subsections that include dataset description, pre-
processing, feature extraction, feature selection using the
proposed GREO algorithm and finally, classification using
XGBoost classifier.

A. DATASET DESCRIPTION

An initial and basic stage for solving any research problem
is to collect proper dataset and for our case, we have used two
publicly accessible benchmark datasets namely, SAVEE and
EmoDB.
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1) SAVEE dataset
The SAVEE dataset [60] contains audio samples of four

British male research scholars of University of Surrey aged
in between 27 to 31 (DC, JK, JE, KL). In total, 480 samples
are taken (4 actors x 120 trials per actor) and emotions are
physiologically classified in 6 categories (Anger, Disgust,
Fear, Happiness, Sadness and Surprise). Text materials are
chosen from 15 lexically transcribed speech of different
American dialects sentences (TIMIT) and carefully classified
into different emotion classes.

2) EmoDB dataset
The EmoDB dataset [61] consists of 535 audio data col-

lected from 10 professional actors. There are 7 emotion labels
found in this dataset which are: Normal, Anger, Sadness,
Happiness, Disgust, Anxiety and Fear.

B. PRE-PROCESSING
For any signal processing task, the pre-processing of sam-

ple data plays a vital role in determining the performance of
a model. A simple audio pre-processing technique has been
used in the present work which is discussed below:

1) Pre-emphasis
The speech signal has both high frequency and low fre-

quency parts, the high frequency part is compensated from
the source signal which is stressed during the production of
the speech signal. The main idea of this stage is to flatten the
high frequency signal by using the high pass finite response
(FIR) filter. The equation corresponds to this stage is given
below:

J(x) = 1− kx−1 (1)

where, J(x) is the output after normalization and x is the
input signal, k is the pre-emphasis filter coefficient.

2) Framing
In this stage of pre-processing, the pre-emphasized signal

is divided into small frames so that it can be analyzed
independently. There are many framing techniques available,
but in this paper, we have used frame shift, which frames
on the basis of time difference of two starting points of two
consecutive frames and the length of the frame.

3) Windowing
After the framing of audio signal, the edges of the signal

become quite discontinuous and it reduces the performance.
So, in order to get rid of this problem, we have implemented
windowing at the edge of the frames. Hamming window is
one of the possible ways to do this. The hamming window is
used by using the following equation:

Hw = y − zcos(2πn
N
− 1) (2)

where, y = 0.54 and z = 0.46 are constants and N is the
number of samples.

C. FEATURE EXTRACTION
For speech analysis from the audio signals, extracting

important features is one of the most challenging but an
unavoidable tasks. There are different kinds of feature extrac-
tion tools available, but for this work, we have used librosa
library in Python. In this proposed work, we have extracted
both LPC and LPCC features from the audio files.

1) Linear Predictive Cepstral (LPC)
One of the most popular features of audio signal is LPC

features [10]. Around 20 LPC features are extracted from
time series audio signals, but here in our case we have
extracted 130 LPC features by increasing the LPC autocor-
relation order and find significant difference in performance
when they are concatenated with LPCC features and opti-
mized by proposed algorithm.
LPC analysis is carried out by characterizing each sample in
the time-frequency domain and by some linear combination
of M , where M is the order of the LPC analysis. In the
present work, LPC autocorrelation function of order 130 is
used. The frame J(x) is initialized to 0 for n < 0 and
n >= N . It is multiplied with the fast Fourier transform
(FFT) parameter N = 256. The M th order linear prediction,
minimizing the error, is represented by the following equa-
tions.

N∑
n=1

p(n)p(n− i) = L(i) (3)

N∑
j=1

αj

N∑
n=1

p(n−j)p(n−i) = L(i) =
N∑
n=1

p(n)p(n−i) (4)

N∑
j=1

αjL(j − i) = L(i) (5)

where, i = 1, 2, 3, 4, ..N and the coefficients of L(j − i)
form an autocorrelation matrix and it is similar to symmetric
Toeplitz matrix. The values along the diagonal are same.

where, L stands for autocorrelation matrix. We can find the
predictor vector by matrix inversion. Fig. 3 shows the LPC
workflow used in the present work.

2) Linear prediction cepstral coefficients (LPCC)
LPCC [11] is same as the LPC but it is presented in

the cepstrum domain. This method helps to extract features
like pitch, vocal tract area function and formants at a low
bit rate. LPCC features are extracted from audio signals by
calculating the cepstral coefficients of the LPC features of the
audio. Then, it is represented by the logarithmic magnitude
spectrum which is derived from Fourier Transformation. For
LPCC calculation, the LPC vector is necessarily needed
and the CC (Cepstral Coefficient) vector is represented by
(b1.b2.b3...bN ) and it is described by (d1.d2.d3...dN ). This
LPC vectors are modified to form CC vector by some series
of recursive calls as defined below:

b0 = Fnσ2 (6)
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FIGURE 3: Schematic diagram representing the LPC [10]
feature extraction methodology.

FIGURE 4: Illustration of LPCC [11] feature extraction
procedure.

bm = dm +
m−1∑
1

bk · dk−1 for 1 < m < N (7)

bm =

m−1∑
1

bk · dk−1 for m > N (8)

a:
where, σ2 stands for LPC gain and bm stands for the

cepstral coefficient and dm stands for the predictor vector
and j = 1 < j < N − 1. Fig. 4 shows the illustration of
the LPCC feature extraction process. In this work, a feature
set consisting of 600 features has been extracted using LPCC.

D. FEATURE SELECTION MODEL
After feature extraction, the most important work is to

select optimized features and remove redundant features. For
this purpose, we have implemented a hybrid meta-heuristic
FS model named as GREO algorithm to improve both ex-
ploration and exploitation as well as to choose the optimal
feature subset.

1) Equilibrium Optimization Algorithm
EO algorithm [18] is a recently introduced meta-heuristic

optimization algorithm which tries to maintain a good bal-

ance between the exploration and exploitation phases. Ex-
ploration seems searching in a globally space but avoiding
the local optima, and exploitation seems searching in local
space to get a promising solution and increasing the quality
of search. EO algorithm gets an inspiration from the dy-
namic mass balance of a control volume system. A first-
order ordinary differential equation expressing the generic
mass-balance, in which the change in mass in time is equal
to the amount of mass that enters into the system plus the
amount being generated inside minus the amount that leaves
the system, is described as:

V
dP

dt
= QPeq −QP +G (9)

Like every meta-heuristic algorithm, EO also starts with
an initial population which is created based on the number of
particles and the size of the feature dimension. The equation
represents the initial randomized population is given below.

pinitiali = pmin + randi(pmax − pmin) (10)

where pinitiali represents the initial concentration vector of
the ith particle and pmin and pmax are the minimum and the
maximum concentration of particles respectively, and randi
belongs to [0, 1] and n is the number of the particles in the
population.

The equilibrium state concludes the optimization process
as it globally optimizes, and at the starting point of optimiza-
tion, there is no knowledge of optimization. Let’s assume
four particles remain the best among all through out the
whole optimization procedure. In addition, another candidate
is taken into the pool, which happens to be the average
of these four candidates. The number of selection of the
particles is arbitrary and different for other optimization
algorithms. The five selected objects are mentioned below
which help to construct a vector named as equilibrium pool.

~peq.pool = − ~peq.(1), ~peq.(2)l, ~peq.(3), ~peq.(4), ~peq.(avg) (11)

After this, an exponential term (E) helps to update the
concentration and an accurate expression wants to make a
balance between the exploration and exploitation, and even-
tually tries to achieve a good optimization. As the turnout
rate always varies in the time volume space so, ε, a random
vector, ranging between [0, 1] is introduced as shown below:

~E = e~ε(t−t0) (12)

where t varies with the variation of the iteration (i), which is
represented by the equation given as:

t = (1− i

maxi
)(k2 .

i

maxi
) (13)

In the above equation, i represents current iteration and
maxi represents the maximum number of iterations. k2 is a
variable which manages to develop the exploitation ability.
The following equation shows that if the search speed is
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slowed down by enhancing the exploration and the exploita-
tion abilities then convergence can be achieved easily.

t0 =
1

∈
ln(− k1 sign(m − 0.5)[1 − e−ε.t]) + t (14)

where, k1 represents the exploration ability. The more the
value of k2 seems the high exploitation ability and lower
the exploration. sign(m − 0.5) shows the direction of the
exploration and exploitation. The value of m is in between
0 and 1. The revised form of Eqn. (12) is represented as
follows.

~E = k.sign (m− 0.5)
[
e−∈t − 1

]
(15)

After that, the next important stage is generation rate which
helps to give a exact solution of the optimization task by
ensuring a good exploitation phase. There are many models
to compute generation rate among those one of the well
known models for 1-D space is as follows.

~HG = ~H0.e
~ε(t−t0) (16)

where, H0 is the initial value and ε is the decay constant. To
get a more symmetric search pattern and controlled result,
Eqn. (16) can be modified as follows:

~HG = ~H0. ~E (17)

~E − 0 = GCP (Peq− ∈ P ) (18)

GCP =

{
0.5 ·m if m > GP

0 else
(19)

Here,GCP stands for generation control parameter which
is the actual probability of the generation term in the updation
process. Finally, the equation represents the EO updation rule
which is as follows:

P = peq + (P − peq )E +
F

∈ V (1− E)
(20)

The pseudocode of EO algorithm is explained in Algorithm
1.

2) Golden Ratio Optimization Algorithm
Though there is a diversity in the nature and the natural

components, everything have unique shapes and sizes and
follow fixed patterns, which become more visible from the
gift of advanced science. Every physical phenomenon is
witnessed in the form of a fixed proportion, called golden
ratio [19]. The idea of golden ratio was first initiated by
Fibonacci, and he introduced a series of numbers which are
made by calculating the sum of previous two numbers and
the ratio of the consecutive two numbers is 1.618, known
as golden ratio. The idea behind this algorithm came from
this property. Fibonacci numbers can be obtained from the
following equation.

Fib (n) = GF .
( ∅n − (1− ∅−n))√

5
where GF = 1.618

(22)

In the optimization process, everything is relating to the
vector and the direction of the vector to fetch the best target.
Initially the mean value of the population is calculated and
then fitness is calculated. After calculating the fitness, the
solution is compared with the mean solution and if it has a
better fitness then the worst solution is replaced by it. Further
the worst solution is calculated again and algorithm will
proceed one step towards convergence. Then one solution
vector is chosen at random from the population and the
impact of that particular vector upon movements of another
two solution vector from the entire population set is calcu-
lated. In addition to it, the direction of the solution vector
is determined by considering the resultant of the directions
of the two vectors. Now to denote the direction of the new
vector, it is necessary to compare it with rest of the two
previously chosen vectors. The vector which has the lowest
value of the objective function is considered as the main
vector.

Fibbest > Fibmedium > Fibworst (23)

Yt = Ymedium − Yworst (24)

The above equation gives the information about the mod-
ulus value of the movement and the corresponding direction,
in search of global minimum. Thereby to perform the global
and local search operation Fibonacci’s formula is used. The
most important thing is to update the solution to achieve best
one. To perform the global search from the whole space, it is
better to add a random movement to add a new solution. The
equation which is used to update the solution is given below.

Ynew = (1− Fibt )Ybest + rand.Yt .F ibt (25)

Now, the new solution is updated and if the boundary
condition is satisfied then the new solution will be replaced
with the previous one. Algorithm 2 presents the pseudocode
of the GRO algorithm.

3) Proposed GREO Algorithm
Both EO and GRO algorithms are meta-heuristic opti-

mization algorithms. Both EO and GRO have the ability to
maintain proper exploration and exploitation, so, the hybrid
model gives more optimized solution on combination. In the
first stage, both the EO and GRO algorithms are implemented
separately, which finally, produce their final state of popu-
lation having best solutions. Then, the combination of their
population is prepared by evaluating the importance of all
features belonging to any of the two sets of population. This
process is known as average weighted combination method
(AWCM) [15]. Thereafter, a local search method is applied
on the provincial population outputted from both the subsets.
For better results, we have implemented sequential one-point
flipping (SOPF) which enhances both the subsets’ discrim-
inative nature. In AWCM, the sum of all the accuracies of
all the solutions are calculated initially. For an example, if
a solution from EO algorithm having an accuracy of 89%
and if a solution from GRO algorithm having an accuracy
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Algorithm 1 Pseudocode for EO algorithm
Input: Complete feature space, population size, max iteration
Output: Best combination of features (Final solution)

1: Initialize the particle’s population, j = 1, 2, 3, ..., n
2: Assign equilibrium candidates’ fitness a large number
3: Assign free parameters k1 = 2, k2 = 1, GP = 0.5;
4: while i < maxi do
5:
6: for I = 1, . . ., number of particles (n) do
7: Calculate fitness of ith particle
8: if fit(pi) < fit(peq(1)) then
9: Replace peq(1) with pi and fit(peq(1)) with fit(pi)

10: else if fit(pi) > fit(peq(1)) and fit(pi) < fit(peq(2)) then
11: Replace peq(2) with pi and fit(peq(2)) with fit(pi)
12: else if fit(pi) > fit(peq(1)) and fit(pi) > fit(peq(2)) and fit(pi) < fit(peq(3)) then
13: Replace peq(3) with pi and fit(peq(3)) with fit(pi)
14: else if fit(pi) > fit(peq(1)) and fit(pi) > fit(peq(2)) and fit(pi) > fit(peq(3)) and fit(pi) < fit(peq(4)) then
15: Replace peq(4) with pi and fit(peq(4)) with fit(pi)
16: end if
17: end for
18: Pavg =

(peq(1)+peq(2)+peq(3)+peq(4))

4
19: Equilibrium pool Peq.pool = (peq(1), peq(2), peq(3), peq(4), peq(avg))
20: Accomplish memory saving (if i > 1)
21: assign t = (1− i

maxi )
( k2·i
maxi )

22:
23: for I = 1, . . ., number of particles (n) do
24: Choose a candidate randomly from the equilibrium pool
25: Generate random number ε and m
26: E = k1 × sign(m− 0.5)× [exp−ε·i−1]

27: Construct GCP =

{
0.5 ·m if m > GP

0 else
28: Construct F0 = GCP (Peq − ε · P )
29: Construct F = F0 · E
30: Update concentration P = peq + (P − peq) · E + F

ε·V × (1− E)
31: end for
32: i = i+ 1
33: end while
34: Output: Final Solution

of 90% are considered, then the importance of the feature
is calculated as sum of both (that is, 0.89 + 0.90 = 1.79).
The AWCM cutoff (as shown in Table 1) is calculated as the
mean of these importance values. The features which have
higher importance than the AWCM will be finally included.
If the size of each feature set is found to be N then, after
calculating AWCM, it will become 2N . The features are
taken as the binarized form ( ’1’ or ’0’ ), and finally, we get a
provincial population. The most significant issue is to cancel
out the redundant features from the population outputted
from the AWCM. This is done by applying a local search
called SOPF. It is a non-greedy algorithm. SOPF sequentially
checks every solution. SOPF considers each neighbour of
the final solution which evolves from AWCM algorithm and
calculates its fitness. If any neighbour results better fitness

than that of the original solution, then the solution is replaced
by its neighbour.

E. XGBOOST CLASSIFIER

XGBoost or eXtreme Gradient Boosting, proposed by
Chen et al. [37] is a recently developed and very widely used
classifier.
XGBoost is advantageous not only for accurate performance
but also in terms of classification speed. The main fea-
tures the classifier provides are various types of boosting
approaches such as 1. Gradient Boosting, which includes
learning rates only, 2. Stochastic Gradient Boosting, which
consists of row, column and column per split levels sub-
sampling and 3. Regularized Gradient Boosting, having the
advantage of L1 and L2 regularization.
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TABLE 1: Example illustrating the AWCM cutoff calculation for obtaining the final optimized feature vector

Population F1 F2 F3 F4 F5 Accuracy WF1 WF2 WF3 WF4 WF5
EO EO1 1 1 0 1 0 0.85 0.85 0.85 0 0.85 0

EO2 0 1 1 0 1 0.93 0 0.93 0.93 0 0.93
EO3 0 1 0 0 1 0.94 0 0.94 0 0 0.94
EO4 1 0 0 0 1 0.73 0.73 0 0 0 0.73
EO5 0 0 0 1 0 0.78 0 0 0 0.78 0

GRO GRO1 1 1 1 0 0 0.87 0.87 0.87 0.87 0 0
GRO2 1 0 0 1 0 0.92 0.92 0 0 0.92 0
GRO3 0 0 1 0 1 0.65 0 0 0.65 0 0.65
GRO4 0 1 1 1 0 0.90 0 0.90 0.90 0.90 0
GRO5 1 0 1 0 1 0.82 0.82 0 0.82 0 0.82

Feature importance 4.1 4.49 4.17 3.45 4.07
AWCM cutoff 4.056
Final feature vector 1 1 1 0 1

FIGURE 5: Schematic diagram representing the overall framework of the proposed GREO based FS model.

Algorithm of XGBoost classifier automatically handles the
missing data value using Sparse Aware facility. This Block
Structured algorithm supports tree constructed paralleliza-
tion. An already fitted model of XGBoost classifier can
further be boosted by continuous training.
The XGBoost classifier uses Gradient Boosting decision
tree algorithm to boosting of gradients. The gradient boost-
ing, popularly known as multiple additive regression tree
is a type of ensemble learning technique which rectifies the
error made by existing model with the newly introduced
dataset. This kind of ensemble learning enables the idea of se-
quential embedding of model until the performance reaches
to its saturation. Gradient Boosting a recently evolved ap-
proach where newly generated models take residuals and
errors of prior models into account and add the experiences

as a whole for the final prediction. This ensemble idea uses
gradient descent to reduce the loss, and this is why it is
called the Gradient Booster. The main characteristics which
make it significantly popular over other classifiers are the
fast execution time, parallelizable core and wide variety of
changeable hyper-parameters making it more robust. In addi-
tion, it consistently outperforms other traditional classifiers
for both classification and regression tasks, which is quite
evident from our experiments discussed below.

IV. RESULTS AND DISCUSSION
In our current work, we have evaluated the proposed

model on two benchmark SER datasets, namely SAVEE and
EmoDB. For this purpose, we have performed several experi-
ments to optimize our final results and and for evaluation, we
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Algorithm 2 Pseudocode for GRO algorithm
Input: Complete feature space, population size, max
iteration
Output:Best combination of features (Final
solution)

1: Initialize the particle’s population j = 1, 2, 3, ..., n
2: Calculate the fitness function
3: while Convergence criterion is not satisfied do
4: Obtain Y av, the mean value of all possible solution
5: Set the worst fitness as Yworst
6: if fit(Yavg) < fit(Yworst) then

Replace Yavg with Yworst
7: end if
8:
9: for I = 1, . . ., number of particles do

10: choosing a population randomly from the Yj
11: Compare YI , Yj , Yavg and rank them according to

their fitness values and the best will be sorted in
Ybest and worst will be updated in Yworst

12:

Fib (n) = GF .
( ∅n − (1− ∅−n))√

5
whereGF = 1.618

(21)

13: Check the constraints
14: Yt = Ymedian − Yworst
15: end for
16:
17: for i = 1, . . ., number of particles do
18:
19: for j = 1, . . ., number of variables do
20: Update the solution Ynew = (1 − Fibt)Ybest +

rand.Yt.F ibt
21: Check the constraints
22: end for
23: end for
24: end while
25: Output: Final Solution

have chosen some commonly used Evaluation Metrics.

A. EVALUATION METRICS

As mentioned above, in this present work, we have pre-
pared a hybrid FS model of EO and GRO algorithms to
achieve best combination of feature subset out of the entire
feature set. To estimate the performance of our proposed
model, we have relied on four popularly considered evalu-
ating criterion, such as Accuracy, Precision, Recall and F1
Score.
These parameters are calculated depending upon some basic
elementary measures, which can be found from the confusion
matrix. These are the True positive, False positive, True Neg-
ative and False Negative values. These parameters are defined
specially for binary class prediction but can be calculated

from multi-class classification tasks also.
On the basis of above elementary parameters, we have cal-
culated previously mentioned evaluation metrics with the
following mathematical formulae:
Accuracy:

Accuracyi =

∑
iMii∑

i

∑
jMij

(26)

Precision:
Precisioni =

∑
iMii∑

i

∑
jMji

(27)

Recall:
Recalli =

∑
iMii∑
jMij

(28)

F1 Score:

F1Scorei =
2

1
Precision + 1

Recall

(29)

Now, using above formulae, we have estimated the per-
formance of our model and compared it with some other
traditional models to conclude the stand of our model in the
field of SER.
Usually, accuracy is a good measure to evaluate the per-
formance of a model in the domain of data science, but it
can be considered as a sufficient measure only when, we
have symmetric datasets. For a symmetric dataset, the false
positive and the false negative values are almost same. There-
fore, to generalize the evaluation task of the model, we have
considered other parameters such as precision, recall and F1
score too. F1 score can be considered as more useful than
accuracy, especially when the dataset has uneven distribution
of classes.

B. SELECTION OF FINAL FEATURE COMBINATION
Prolific feature space selection is the most important task

in the domain of machine leaning based classification. In the
notion of this, we have extracted three different feature vec-
tors, namely MFCC, RAASTA and LPC+LPCC from both
datasets and tried different combinations by concatenating
them. We have confirmed our feature set on the basis of final
classification accuracy obtained on both datasets. The overall
results are detailed in Table 2.
It is very much intuitive that the combination of LPC and
LPCC features gives the best results among all other com-
binations because features from similar category with larger
numbers often contain less number of redundant feature
vectors.The feature space of LPC and LPCC achieves the best
classification accuracies of 97.31% and 98.46% for SAVEE
and EmoDB datasets respectively. Furthermore, the combina-
tion of all four types of features gives second best accuracy of
94.46% for SAVEE dataset, whereas for EmoDB dataset, the
combination of LPC, LPCC and MFCC gives the second best
result with 94.63% accuracy. Thereafter, it is also observed
that the combination of only RAASTA and MFCC features
gives the worst classification accuracies among all other
combinations with 78.32% and 86.33% classification rates
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on SAVEE and EmoDB datasets respectively. Therefore, we
have selected LPC and LPCC features as our final feature
set, which is to be optimized. As a whole, we have extracted
600 features using LPCC feature descriptor and 130 features
using LPC feature descriptor and concatenated them forming
a total feature set of 730 elements containing final feature
space.

C. TUNING OF HYPER-PARAMETERS
We have also performed above optimization algorithms

along with our proposed hybrid model with various stages of
hyper-parameters. Fig. 10 and Fig. 11 show the variations of
final classification accuracies with varying initial population
sizes for SAVEE and EmoDB datasets respectively. From
Fig. 10 and Fig. 11, it can be seen that the best classification
accuracies are first achieved with population size equals to 30
for both datasets with our proposed algorithm. From Fig. 10,
we can see that, with initial population size equals to 5, the
accuracy is below 95% and when it gradually increases to the
highest accuracy when population size is made 30. But with
population size equals to 20 the accuracy decreased a little
than that of 10. Thereafter, it first strikes 97.31% or the high-
est, at population size of 30. After that we can see the best
accuracy achieved remains same till population size equals to
50. Then, again it decreases when population size is further
increased to 60. Whereas for EmoDB dataset, the variation
of 7 class classification accuracy of our proposed framework
is a bit more stable and gradual. Here, it is also observed
that the classification accuracy increases for population size
varying from 5 to 10 and thereafter, the change is found to
be minimal from 10 to 20. Similarly, for SAVEE dataset, the
highest accuracy (measured as 97.31%) is first achieved with
population size equals to 30. However, no change in accuracy
is found for population size varying from 30 to 40 after which
the accuracy gradually decreases.
Similar to above experiment, we have also performed sev-
eral such experiments to find the optimum hyper-parameters
which give the best classification accuracy on both of the
datasets. We have finalized the hyper-parameters of both al-
gorithms on the basis of final classification accuracy obtained
by the hybrid model of EO and GEO algorithms. In Table
3, we have shown our final hyper-parameter values of EO
algorithm on both datasets. From Table 3, it can be seen that
the initial population size (30) and the maximum iteration
value (20), the values of a1 (2) and a2 (1) for both datasets are
same but the Omega differs from 0.85 to 0.9 for SAVEE and
EmoDB datasets. In addition, the Pool size is also different
with numerical values of 4 for SAVEE and 3 for EmoDB.
Similarly, the final hyper-parameters of GRO algorithm for
both datasets are illustrated in Table 4. Here, also the pop-
ulation size and maximum number of iterations for both
datasets are fixed to 30 and 15 respectively. Similar to that of
EO algorithm, the Omega value is different but for SAVEE
dataset, it is 0.95 whereas for EmoDB dataset, it is 0.85.
Along with that, the Golden Value also differs a little. Re-
ferring Table 4, it is to be noted that that the golden value

for SAVEE dataset is 1.75 and for EmoDB dataset, it is 1.95.
This is to be mentioned that the optimum values of the hyper-
parameters of each optimization algorithms are determined
on the basis of the performance of the final hybrid model and
not individual algorithm’s performances.
In this work, we have plotted the ROC curves obtained for
both SAVEE and EmoDB datasets (shown in Fig. 12 and
Fig. 13 respectively) using our proposed GREO algorithm
and XGBoost as the classifier.
For both datasets, our proposed model gives 100% classifi-
cation accuracy for some specific emotion classes and near
about 95% for rest of the emotion classes. The emotion class
which results to higher accuracy, is considered as a prolific
class. Such emotion classes up-hold the final classification
accuracy of the model. Thus, due to our robust GREO based
FS algorithm and efficient classifier, our proposed framework
brings about state-of-the-art results for both SAVEE and
EmoDB datasets.

D. COMPARISON WITH OTHER CLASSIFIERS
In the present work, to finalize our model we have per-

formed experiments on both datasets by feeding the best
solution obtained from the hybrid model to different clas-
sifiers like KNN, MLP and XGBoost and have monitored
the classification accuracies. The detailed results for SAVEE
and EmoDB datasets are tabulated in Table 5. In Table 5,
along with accuracies, we have also given the precision,
recall and F1 score values for comparison purpose. It is ob-
served from these experimentations that XGboost classifier
has thoroughly outperformed other classifiers by reaching the
state-of-the-art results over both datasets. It can be seen from
Table 5 that the classification accuracy of XGBoost classi-
fier is 97.31% for SAVEE dataset and 98.46% for EmoDB
dataset. It is also observed that after XGBoost classifier, the
performance of KNN classifier is better than MLP classifier.
The KNN classifier attains 96.15% and 97.13% classification
accuricies on SAVEE and EmoDB datasets respectively. The
MLP classifier performs the worst not only in terms of clas-
sification accuracies but also in case of training and testing
times. We also have given a comparison bar-diagram indicat-
ing the performances of different classifiers on SAVEE and
EmoDB datasets shown in Fig. 14 and Fig. 15 respectively.

E. TUNING OF HYPER-PARAMETERS OF XGBOOST
CLASSIFIER

To finalize the hyper-parameters of XGBoost classifier,
different experiments are performed by varying a single
parameter and fixing others. The most significant and per-
formance determining parameters of XGBoost classifier are
Maximum Depth, Number of steps and eta value. Apart
from these, there are some other different hyper-parameters
which effect the final performance such as the objective func-
tion, nt

h

read and so on. Fig. 16, Fig. 17 and Fig. 18 show
the variation of final accuracy with respect to the variation
of maximum depth, eta value and number of steps of the
classifier respectively for both EmoDB and SAVEE datasets.
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FIGURE 6: Variation of classification accuracy with respect to population size on SAVEE dataset.

FIGURE 7: Variation of classification accuracy with respect to population size on EmoDB dataset.
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TABLE 2: Comparison of various combinations of feature sets with GERO model and XGBoost classifier applied on both the
datasets

Feature Combination SAVEE EmoDB
Accuracy Precision Recall F1

Score
Accuracy Precision Recall F1

Score
LPC+LPCC 97.31% 95% 98% 99% 98.46% 97% 99% 96%
MFCC 87.12% 82% 86% 88% 91.44% 94% 90% 91%
RAASTA 82.31% 79% 80% 85% 88.37% 90% 91% 93%
MFCC+LPC+LPCC 93.41% 91% 95% 94% 94.63% 95% 96% 92%
RAASTA+LPC+LPCC 85.44% 84% 88% 86% 90.22% 91% 91% 92%
MFCC+RAASTA 78.32% 80% 80% 79% 86.33% 90% 93% 87%
MFCC+RAASTA+LPC+LPCC 94.46% 94% 96% 93% 92.112% 91% 90% 92%

TABLE 3: Final hyper-parameters of EO algorithm on
SAVEE and EmoDB datasets

Parameter SAVEE EmoDB
Population Size 30 30

Maximum Iteration 20 20
Omega 0.85 0.9

a1 2 2
a2 1 1

Pool Size 4 3

TABLE 4: Final hyper-parameters of GRO algorithm on
SAVEE and EmoDB datasets

Parameter SAVEE EmoDB
Population Size 30 30

Maximum Iteration 15 15
Omega 0.95 0.85

Golden Value 1.75 1.95

TABLE 5: Comparison of performance of our proposed
GREO based FS model using different classifiers on SAVEE
and EmoDB datasets

Parameter SAVEE Dataset EmoDB Dataset
XGBoost KNN MLP XGBoost KNN MLP

Accuracy 97.31% 96.15% 95.45% 98.46% 97.13% 95.21%
Precision 95% 97% 94% 97% 97% 94%

Recall 99% 97% 96% 99% 98% 96%
F1 Score 98% 96% 96% 96% 98% 95%

It is quite evident from aforementioned figures that we get
best classification results for both datasets with maximum
depth, eta and steps equal to 3, 0.3 and 30 respectively. In
addition, the final values of all other hyper-parameters are
given in Table 6.

F. COMPARISON WITH OTHER OPTIMIZATION
ALGORITHM BASED FS METHODS

We have given a comparison table of our proposed hybrid
GREO based FS algorithm with 9 popularly used optimiza-
tion algorithms for FS such as EO [52], GRO [53], PSO
[56], GA [51], Atom Search optimization (ASO) algorithm
[54], Gray Wolf Optimization (GWO) algorithm [55], Sail
Fish Optimization (SFO) algorithm [57], HS algorithm [58]
and Gradient Based optimization (GBA) algorithm [59]. The

FIGURE 8: ROC curve obtained on SAVEE dataset using our
proposed model

FIGURE 9: ROC curve obtained on EmoDB dataset using
our proposed model

TABLE 6: Final set of parameters of XGBoost classifier for
both the datasets giving optimum result

Parameter Value
Maximum Depth (‘maxdepth’) 3

‘eta’ value 0.3
Number of ‘steps’ 30

‘nthread’ 5
‘objective’ function ‘multi:softprob’

Evaluation Matrix(‘evalmetric’) ‘auc’
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TABLE 7: Comparison of the proposed GREO based FS model with some state-of-the-art FS algorithms on SAVEE dataset

Algorithm Number of selected fea-
tures

Accuracy Precision Recall F1 Score

EO algorithm 123 96.66% 93% 97% 97%
GRO algorithm 98 96.32% 92% 98% 95%
PSO algorithm 67 81.32% 80% 83% 79%
GA 420 72.21% 73% 78% 72%
ASO algorithm 97 88.56% 88% 89% 89%
GWO algorithm 105 91.50% 92% 93% 92%
SFO algorithm 230 87.22% 88% 90% 90%
HS algorithm 187 89.79% 90% 93% 93%
GBO algorithm 170 93.86% 94% 94% 96%
Proposed GREO algorithm 87 97.31% 95% 99% 98%

TABLE 8: Comparison of the proposed GREO based FS model with some state-of-the-art FS algorithms on EmoDB dataset

Algorithm Number of selected fea-
tures

Accuracy Precision Recall F1 Score

EO algorithm 150 96.89% 95% 98% 97%
GRO algorithm 132 90.28% 91% 92% 90%
PSO algorithm 77 88.91% 87% 90% 88%
GA 219 80.20% 78% 84% 84%
ASO algorithm 66 93.22% 93% 91% 89%
GWO algorithm 106 95.14% 92% 96% 94%
SFO algorithm 159 92.11% 90% 93% 93%
HS algorithm 238 91.35% 93% 93% 92%
GBO algorithm 324 94.88% 95% 96% 94%
Proposed GREO Algorithm 98 98.46% 97% 99% 96%

TABLE 9: Performance comparison of our proposed GREO based FS model with some state-of-the-art works for SAVEE
dataset

Sl
No.

Researchers Feature Set Used Method Achieved Accuracy

1. Mao et al. (2014) [38] Deep Features learnt by CNN itself CNN 73.60%
2. Zhen – Tao Liu et al. (2018)

[39]
MFCC features GA-BEL Model 76.40%

3. Dung Nguyen et al. (2018) [40] Neural Network Learns its own features PathNet 93.75%
4. Noushin Hajarolasvadi et al.

(2019) [41]
Deep Features of Neural Network 3D CNN-Based approach with K-

Means Clustering
81.05%

5. P. Barros et al. (2015) [42] Deep Features Cross Channel Deep Neural Architec-
ture

92.00%

6. Ingryd Pereira et al.(2018) [62] Spectrogram conversion using Short
Time Fourier Transform(STFT)

Pre-Trained BEGAN 40%

7. E. Avtos et al. (2018) [44] MFCC SVM 77.4%
8. Our Proposed work Concatenation of LPC and LPC cor-

relation features
FS using GREO model and classifica-
tion with XGBoost Classifier

97.31%

TABLE 10: Performance comparison of our proposed GREO based FS model with some state-of-the-art works for EmoDB
dataset

Sl
No.

Researchers Feature Set USed Method Achieved Accuracy

1. Mao et al. (2014) [38] Deep Features learnt by CNN itself CNN 85.20%
2. Deng et al.(2013) [45] LLD features, like ZCR, RMS, energy ,

MFCC, HNR, frequency of pitch
De-noising Autoencoder 57.9%

3. Taner Danisman et al. [46] MFCC, total energy and F0 SVM 63.5%
4. Albornoz et al. (2011) [47] MFCC, Spectral, prosodic features and

log spectrum
SVM, MLP, GMM, HMM and Hierar-
chical classifier

71.5%

5. Shen et al. (2011) [48] LPCC, MFCC, pitch , Energy and
LPCMCC

SVM 82.5%

6. Wang et al. [49] MFCC and fourior parameters SVM 88.88%
7. Wu et al. (2011) [50] Prosodic features, Speaking rate fea-

tures, features based on TEO and ZCR
SVM 91.3%

8. Our Proposed Work Concatenation of LPC and LPC Cor-
relation featrues

FS using GREO model and classifica-
tion with XGBoost Classifier

98.46%
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FIGURE 10: Performance comparison of the proposed
GREO algorithm using three different classifiers over
SAVEE dataset

FIGURE 11: Performance comparison of the proposed
GREO algorithm using three different classifiers over
EmoDB dataset

final comparative results are given in the Table 7 and Table
8 for SAVEE and EmoDB datasets respectively. In Tables 7
and 8, along with classification accuracy and other evaluation
metrics (like Precision, Recall and F1 Score), we have also
given the number of optimal features selected at the final
stage of optimization.
It is quite evident from the comparison tables that our
proposed hybrid model has outperformed other optimization
algorithms not only in terms of accuracy but also with respect
to the number of features selected as the best solution.
From Table 7, it is evident that when the EO and GRO
algorithms are applied individually, they achieved 96.66%
and 96.32% classification accuracies using 123 and 98
number of features as the finally chosen feature subset on
SAVEE dataset. Whereas when they are hybridized using our
proposed approach, the GREO algorithm achieves 97.31%
accuracy while utilizing only 87 features as the final feature
set. However, it is also observed that the PSO algorithm
selects only 67 features as the final feature space but the
classification accuracy is compromised, which is found to
be 81.32%.
Similarly, from Table 8, in case of EmoDB dataset, it is
found that the EO and GRO algorithms individually achieves
96.89% and 90.28% using 150 and 132 number of selected

FIGURE 12: Variation of performance (in terms of accuracy)
with respect to the depth of the XGBoost classifier for both
SAVEE and EmoDB datasets.

FIGURE 13: Variation of accuracy with respect to ‘eta’ value
for both SAVEE and EmoDB datasets

FIGURE 14: Variation of accuracy on SAVEE and EmoDB
datasets with respect to steps or the number of iterations for
XGBoost classifier.
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features respectively. On the other hand, our proposed hybrid
model attains 98.46% accuracy while utilizing only 87 fea-
tures containing final feature set. Therefore, it is clearly seen
that our proposed GREO based FS model selects less number
of optimal features as the final feature set while giving much
better classification accuracy, which effectively concludes the
efficiency of our model.

G. COMPARISON WITH PAST SER METHODS
Table 9 and Table 10 represent a comparative study of

currently revealed SER works with our proposed method
which positively shows that our proposed model has outper-
formed all of them and able to establish state-of-art results on
both SAVEE and EmoDB datasets by achieving 97.31% and
98.46% classification accuracies respectively.
From Table 9, it is evident that Nguyen et al. [40] introduce
PathNet structure which gets 93.75% accuracy and it holds
the second position in the list. P. Barros et al. [42] also
reach to a quite decent classification accuracy of 92.00%
with Cross Channel Deep Neural Architecture. Table 10
also shows similar results. Wu et al. [49] have used ma-
chine learning techniques to extract handcraft features and
classified using traditional SVM classifier and been able
to achieved quite promising result with 91.3% accuracy on
EmoDB dataset. Table 9 and Table 10 clearly indicate that
our model performs not only superior to other models but
also with a good margin of difference.

V. CONCLUSION
In this work, we have proposed a hybrid meta-heuristic

FS method named as GREO which is actually based on two
recently introduced optimization algorithms, EO and GRO.
The proposed FS method has been evaluated on two well-
known publicly available SER datasets, namely SAVEE and
EmoDB, and our proposed method has achieved recognition
accuracies of 97.31% and 98.46% respectively. The proposed
FS algorithm has been compared with eight popular opti-
mization algorithms such as EO, GRO, PSO, GA, ASO,
GWO, SFO and HS, and the obtained results have proven the
superiority of GREO algorithm over those methods. More-
over, research in the field of SER has been a key interest in
recent times, and many deep learning and machine learning
based models have been proposed by the researchers to
recognize the emotions from speech. Usually, deep learning
based models perform better than the machine learning based
models. However, in our task, we have achieved the state-
of-the-art results on two open-access datasets, and obtained
better results than some deep learning based models also.
Though our results are quite satisfactory, still there are some
rooms for improvement of the proposed model which are
listed below:

• We have considered the features obtained from tradi-
tional feature extraction methods (i.e., LPC and LPCC).

In future, we can use feature vectors obtained from some
deep learning based models.

• Here, we have implemented GREO on a randomly
generated population, however, using any clustering
algorithm, we can choose the population on the basis
of certain properties of the dataset. This may help us to
increase performance of the FS model.

• No Free Lunch(NFL) algorithm clearly explains that
there is no optimization algorithm, which can optimize
every single problem. So, hybrid approach of other
optimization algorithms can be tried out to improve
performance the overall system.
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