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One of the goals of the RD13 project at CERN is to investigate the feasibility of parallel event
building system for detectors at the LHC. Studies were performed by building a prototype based on
the HiPPI standard and by modelling this prototype and extended architectures with MODSIM II.

The prototype used commercially available VME-HiPPI interfaces and a HiPPI switch together
with a modular software. The setup was tested successfully as a parallel event building system in
different configurations and with different data flow control schemes. The simulation program was
used with realistic parameters from the prototype measurements to simulate large-scale event
building systems. This includes simulations of a realistic setup of the ATLAS event building system.
The influence of different parameters and scaling behavior were investigated. The influence of
realistic event size distributions was checked with data from off-line simulations. Different control
schemes for destination assignment and traffic shaping were investigated as well as a two-stage
event building system.

1   Introduction

The future experiments at the LHC will need event building systems with an unprece-
dented bandwidth of 1 to 10GB/s and which will be able to assemble event fragments
from 100 to 1000 data sources at rates of 1 to 10kHz [1]. Since bus based systems cannot
be used, parallel event building based on high speed interconnects and switching elements
will have to be envisaged [2].
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The RD13 project [3] is studying the feasibility of such systems based on commercial
communication switches based on HiPPI and FibreChannel. Two complementary
approaches are followed: a small-scale prototype has been built and successfully tested.
On the other hand simulations using parameters from the prototype measurements are
used to investigate big systems as needed in real applications.

2   Event Building Prototype

A prototype based on the HiPPI standard [4] was built and used to gain realistic
parameters for further simulations of big systems. This prototype can be regarded as a
testbed where different hardware components and control schemes can be combined in
order to investigate different technologies and architectures.

2.1   Hardware

The whole prototype is housed in one VME crate except the switch itself. VME-
HiPPI interfaces based on the RIO module [5] act as either data sources or data destina-
tions depending on the type of HiPPI interface because HiPPI is a simplex data transfer
standard. The IOSC HiPPI switch [6] has 8 input and 8 output ports and an aggregate
bandwidth of 800 MB/s. The arbitration of the source requests is done in a round-robin
manner making the requests “camp on” as long as the destination is busy. A RAID proces-
sor [5] provides the functionality of data flow processes and their control and monitors the
performance of the prototype.

2.2   Software

The software developed [7] consists of two layers: the firmware and the data flow proto-
col. The lower layer is hardware specific and runs on the VME-HiPPI interfaces, sending
and receiving event data by using the HiPPI protocol, one connection per event fragment.
It communicates with the higher layer by using VME interrupts.

The higher level layer is hardware independent and modular. It can be regarded as a
stripped-down version of the RD13 DFP [7] and functions as a mini-DAQ system. It con-
tains data flow processes for the data sources (Src process) and data destinations (Dst pro-
cess) and provides the event building functionality of event assembly and destination

Figure 1.  Event Building Prototype Setup
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assignment. It can easily be extended to different hardware components and to more pro-
cesses. The independent module of event assembly can be run either on the HiPPI/D mod-
ule or the RAID processor.

2.3   Performance

Simple data transfers from one source to one destination were used to measure the
minimum latency to be 49µs. This is mainly due to the firmware and the HiPPI protocol,
the switch itself contributes with less than 1µs. The interrupt handling could be measured
to be minimally 32µs, so that the latency between data source and data destination pro-
cess is 81µs in total. The maximum frequency for sending events is 30.3kHz, and for
receiving events 23.8 kHz. The link speed is 41.5 MB/s.

Several data sources and data destinations were combined to build a parallel event
building system using a simplePUSH algorithm for the destination assignment which was
done in a round-robin manner. The maximum throughput reveals a scalability with the
number of data destinations for sizes above 10 kByte. This scalability, however, is limited
for small event fragment sizes only by the single processor. Good agreement can further
be seen between the measurements and the simulations carried out with the simulation
program which uses the parameters from the one-to-one measurements.

Figure 2.  Software Layout of the Event Building Prototype

Figure 3.  Performance of the Event Building Prototype
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Strong variations in the event size disturb the parallelism and decrease the throughput.
Individual exponential event fragment size distributions can be regarded as worst case
scenarios which reduce the efficiency to about 76% compared to fixed event fragment
sizes for a 2×2 setup.

Dif ferent schemes for the destination assignment were tested. Random assignment
shows bad performance compared to round-robin (34% less throughput for a 2×2 setup).
Alternatively to thePUSH scheme two schemes were tested which send the event frag-
ments only after receiving a signal from the destination. VME interrupts were used for
synchronization and the two schemes differ if they wait for the HiPPI/S module to have
sent the previous event fragment (SYNC) or not, queuing the event fragments on the
HiPPI/S module (PULL). No essential differences were found in the three schemes and the
little differences can be explained by the single control process which has to deal with a
different number of VME interrupts.

3   Modelling of Event Building Systems

Complementary to building prototypes, discrete-event simulations can be used to model
big systems with many active elements. MODSIMII [8] was used to simulate generic par-
allel event building systems. The program is verified on the prototype measurements and
extrapolated to model ATLAS event building.

3.1   Simulation Program

The simulation program [9] is a subset of simplified DSL objects [7]. It implements an
event generator, the data source and destination processes and a simple switch model
which parameterizes the transfer speed as a linear function of the event fragment size.
This model can simulate different input event fragment size distributions, different control
schemes and is fully configurable in the number of data sources and destinations and their
parameters. This is appropriate for generic studies of parallel event building systems and

Figure 4.  a) Variation of Event Fragment Sizes;
b) Destination Assignment Schemes
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was in particular used to simulate HiPPI and FibreChannel, class1 based systems. A setup
of 100×100 sources and destination with an average event fragment size of 10kByte per
source and an input frequency of 1 kHz was used as a reference system.

3.2   Simple Model

Generic studies based on the parameters from the prototype show that with a round-robin
destination assignment, the event building system runs in a “barrel shifter” mode. The
efficiencyε is defined by

where Tmax is the maximum throughput, NDst the number of destinations andspeed
the link speed. The efficiency can be factorized into a contribution from the overhead and
a contribution from the event size variation:

 where

Typical values for the event size variations are 80% for a Gaussian withσrel = 50%
and 60% for exponential size distributions. The correlation of event fragment sizes has a
similar effect. The maximum throughput, latency and buffer occupancy show a scaling
behavior with the number of sources and destinations.

Figure 5.  Simulation Program

Figure 6.  Simulation Results: a) Buffer Occupancy; b) Scaling
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3.3   ATLAS Event Building

Realistic event fragment size distributions were obtained from ATLAS off-line simulations
[10] using the SCT detector and jet events with 18 minimum bias events, passing a level1
trigger for isolated electrons. The channels of the SCT detector were mapped on 16 event
building data sources arranged in an array inη×φ. To simulate a realistic detector, 4 times
this sample and 4 times a sample with Gaussian event size distributions from calorimeters
were used. The resulting latency of 44ms and maximum buffer occupancy of 900kByte
are in agreement with the simple model. The efficiency isε =58%, withεsize= 80%.

4   Data Flow Control Schemes

Data flow control schemes have to cover the contention resolution in the switch, the desti-
nation assignment and the synchronization between the data flow processes and the inter-
connecting network. The contention resolution has no visible influence on the
performance [11] and is not discussed here.

4.1   Destination Assignment

Different destination assignment schemes like in the prototype (i.e.PUSH, PULL and
SYNC) were investigated. Random assignment in the PUSH scheme is much less efficient
(ε ≈ 30%) than round-robin. The other schemes are very similar in terms of efficiency (ε ≈
45..55%), latencies and buffer occupancies. An alternative to these schemes is to use a
special processor connecting to the data flow processes which maintains tables for the sta-
tus of the data flow processes and for the events already assigned. The processing time of
this data flow manager has to be smaller than 6µs after which the performance degrades.

4.2   Traffic Shaping

Another field of investigation is control schemes at the level of individual event frag-
ments. Algorithms known as “traffic shaping” for packet-oriented networks [12] could be
implemented in this domain of connection-oriented networks in the following way: an
event fragment will be skipped temporarily if its destination is busy and the next will be
tentatively sent instead. This scheme is based on the flow control in the HiPPI protocol. It
improves the efficiency by about 15% and reduces the latency and occupancy by about
10% for exponential size distributions when allowing an event to be skipped at maximum
of 10 times. However, the time to check a destination has to be taken into account and for
fixed size events this leads to reduced performance.

4.3   Two-Stage Event Building System

The cost and availability of large switches is still an open question. The use of a single
large switch presents integration and reliability problems. None of these problems are fatal
but they could be overcome by building a network of smaller switches. A simulation of a
two-stage system of 10 switches of 10×10 ports on each stage, using aPUSH scheme with
round-robin destination assignment reveals that the efficiencies are similar while the
latency is reduced by about 30%. The buffer occupancy requires a maximum of about



400 kByte on the first and about 700 kByte on the second stage for each node.

5   Summary

The prototype has shown that parallel event building is possible using a commercially
available technology. A particular technology was chosen and integrated with generic
software which can be extended for future implementations using other technologies (like
FibreChannel or ATM). Measurements with the prototype have revealed realistic parame-
ters for different overheads in hardware and software. With values of about 40MB/s and
about 100µs the simulations show good agreement with the measurements.

Simulations of big systems with realistic event size distributions from off-line simula-
tions revealed an efficiency of 58% with reasonable latency and buffer occupancy. The
event building systems presented are scalable with the number of data sources and desti-
nations. The destination assignment has little influence on the performance and if a data
flow manager is used, its processing time must be small. Traffic shaping can improve the
performance. A network of smaller switches has similar performance to a big switch but a
smaller latency and might be easier to build.
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