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An OPS5 expertsystem hasbeen developed,allowing the recognitionof an arbitrary subpatternin a complexplanar
geometricfigure underanalysis.For this sakea syntacticrepresentationfor imagesis usedby theexpertsystemasa relational
database.The expertsystemlooks for consistentmappingsof thesetof topologicalelements/relationsrepresentingthegiven
subpatterninto a correspondingsubsetof thetopologicalelements/relationsrepresentingthegeometricfigureunderanalysis.
The basiccoreof theexpertsystemconsistsof 30 OPS5rules.

PROGRAM SUMMARY

Title ofprogram: TOPREC No. of lines in combinedprogram and testdeck: 847

Cataloguenumber:ABDG Keywords:pattern recognition,OPS5,rule basedsystem

Programobtainablefrom: CPC ProgramLibrary, Queen’sUrn- Natureofphysicalproblem
versity of Belfast, N. Ireland (see application form in this Recognitionof subpatternsin planargeometricfigures.
issue)

Methodofsolution
Computerfor which theprogram is designedandotherson which Rule basedsystem.
it is operable:VAX/VMS, Apple Macintosh

Restrictionon thecomplexityof theproblem
Computer:VAX 8800; Installation: CINECA, Bologna With thepresentversionsomeclassesof geometricfigures are

excluded.
Operatingsystem:VMS

Typicalrunning time
Programminglanguageused: 0P55 1.50 cpus on VAX 8800 for thetest run.

High speedstoragerequired: dependson the complexityof the Reference
problem [1] L. Alvisi, Universityof Bologna report (1987), in prepara-

tion.
No. of bits in word: 32

OO1O-4655/88/$03.50© ElsevierSciencePublishersB.V.
(North-HollandPhysicsPublishingDivision)
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LONG WRITE-UP

1. Introduction sideredin the representation:i) the externalcycle,
madeup of all the edgesbelongingto the external

The use of data structuressuch as relational border of the graph, oriented anticlockwise; ii)
databasesbecomesnecessarywhen the informa- internal, clockwise, cycles of minimum area, i.e.
tion to deal with is interconnectedby a complex such that no other cycle can lie within the region
structureof logical chains. In general,structures delimited by them. The terminology is the same
of this type hold explicit information about the usedin conventionalgraph theory[3].
objects they refer to and their mutual relation- At the presentstageof development,applica-
ships. It is often difficult to use relational data tion of the systemis limited to patternshaving
basesefficiently by meansof traditional proce- graph representationswith no open ends (i.e.
dural approachesbecausewith them the pro- verticeswith degree1),andno articulationvertices
grammerhasto supply a detailedplanning of all (i.e. vertices whoseremoval causesdisconnection
the stepsneededto completethe desiredtask, of the graph)in themandin their dual graphs(i.e.

Rulebasedexpertsystems[1Jtry to exploit the the graphs obtained by associatinga vertex to
richer quality of thedatacontainedin a relational each one of the internal cycles consideredhere,
data basein order to decreasethe information andan edgebetweensuchverticesto eachedgein
that mustbe suppliedas externalcontrol.For this the original graphwhich is commonto the cone-
sakethey offer a set of instrumentswhich can be spondinginternalcycles).
usedto link the elementaryrelationscontainedin The processof searching a given subpattern
the databaseinto more complex onesand thus within the complex network amountsto an at-
answer questions on interest to the user. The tempt to prove that subgraphsof the network
advantagethat is obtainedusing such non-proce- representationare isomorphic to the graphrepre-
dural systemsis moreandmore significant as the senting the subpattern.This problem is of great
correlationsto be verified becomemorecomplex, interestbecauseof the largefield of applicationof
thusmaking an algorithmic approachhardto out- graphs, in physics and elsewhere, and is being
line. The featuresallowed by rule basedsystems actively investigated [4,5]. The OPS5 approach
havealreadyprovedto beof considerableimpor- presentedhere allows for good efficiencyand for
tance in pattern analysis and recognition (like, increasedflexibility in dealing with more general
e.g.,in aerial photointerpretation[21).

The rule basedsystempresentedhere is in-
tendedto recognizean arbitrarysubpatternwithin Edge 3
a planar geometricfigure under analysis,called _________________________________
network.Eachoneof them is treatedas a collec- Edge 7

tion of featureelementsandrelationshipsarranged
in a planargraphrepresentation.Thelatteris used Cycle3

by the rule basedsystemas a relationaldatabase.
Vertices,edgesand cyclesare the featureele- ~ 9 Edge 8

mentsof the planargraphrepresentation. ________________ ________________

A vertex is a point in a planewhich is con- Edge 4 ¶ Edge I

nected by lines with a least three other points I
Cycle 2 Edge ~ I Edge 10 Cycle 4

lying in thesameplane.An orderedpairof vertices I
(u, v) is an edge; u is called the tail of the edge, Edge 6 4,. Edge 12

and v the head. If (u, v) is an edge, (v, u) is __________________ ___________________

called its reversal. A sequenceof edges, which Edge 1 Edge 2

starts and ends in the samevertex, is called a Cycle 1
cycle. Actually, only two kinds of cyclesare con- Fig. 1. Exampleof graphlabelling.
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patterns,for which the graphrepresentationhas 3. Specific features of the software
further attributes appendedto its elements. In
fact, the rulebasedsystemcan be easily extended The stackdatastructurehasbeenlargelyused
to take into account such attributes as further in the program,becauseOPS5’sconflict resolution
constraintsto be satisfied in the patternrecogni- strategyhas a built-in bias toward the most re-
tion problem. cently created(or modified) instancesof an ele-

The systemrecognizesvertices,cyclesandedges ment class. A first stackis usedto collect all the
by numericallabels assignedto them. For each edges of the network that can be chosenas a
classof elements(e.g.edges)the labelmust range suitable startingpoint for the processof recogni-
from 1 to the numberof elementsof theclass.The tion. The choice is made on the ground of con-
externalcycle mustbe labelledwith 1. Apart from siderationsrelating the headand the tail vertices
such restrictions,the labelling of vertices, edges of the edgesof the network with the correspond-
andcyclescanbe arbitrary. ing verticesof the first edgeof the subpatternnot

Fig. 1 showsa exampleof graphlabelling. The belongingto the externalcycle. In a secondparal-
label orderings appearing in this example and lel stackare pushedthe working memoryelements
thoseof figs. 2 and 3 havebeenobtainedfrom a that contain the hypothesesof correspondence
FORTRAN procedure,developedby one of the between the cycle of the starting edge of the
authors [6], which can automatically extract the subpatternand the cycleswhoseedgeshavebeen
featuresof interest from the image, order them pushed in the first stack. Then the processof
and arrangethem in a format suitable for direct recognition is achievedthrough an explorationof
input to the system. the cycles whose correspondencehas beensup-

posed.During suchan exploration, starting from
an appropriateedge,astep by step comparisonis
performed, parallel in both cycles, in order to

2. Generalfeaturesof the software check if it is possibleto set up a correspondence
betweenthem. At the sametime, new hypotheses

The production systemconsists of 51 OPS5 of associationsare generated,relating both the
rules,butonly 30 of themconstituteits basiccore, reversalsof the considerededgesand their cycles,
while the others are intended for input—output creating in this way the premisesfor further ex-
and diagnosticoperations.Rulesare organizedin plorations. The relations concerning edges or
11 classes(clusters),that correspondto the differ- vertices which belongto the externalcycle of the
ent phasesthe systemhasto go throughto certify subpatternare carefully verified: in fact, informa-
the presenceof the subpatternin the geometrical tion like thedegreeof the externalvertices,or the
figure underanalysis.Within eachclass,the rules numberof edgesjoining two external verticesmay
aim at the same task and work on the different be alteredwhenthe subpatternis embeddedin the
aspectsconnectedwith its achievement.The pro- network.
gram develops as a processof tasks creation, The consistencyof the set of relations and
activation and satisfaction.Several tasks can be inferencesproducedduring the processof explora-
activeat the sametime during the programexecu- tion is continuouslycheckeduntil one of the fol-
tion: thechoiceof the selectedonedependson the lowing occurs:
strategyimplementedin the inferenceengine.The i) An inconsistencyis produced:in this caseall
MEA strategy,adoptedin this program,makesthe the relations developedup to that time are de-
systemparticularly sensitiveto the last activated leted.
task,anddoesnot let it to be takenawayfrom the ii) All the cycleshavebeen exploredand the
consideredgoal.The programis entirely written in recognitionhas been successfullycompleted:be-
OPS5 for VAX computers[7]. Further informa- fore beingdeleted,the associationsdevelopeddur-
tion on 0P55 syntax,and the programmingfea- ing the processare savedin an output file.
turesof the languagecanbe found in refs. [8,9]. In any case,the following stepis the extraction
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of two new elementsfrom the first andthe second tion concerningvertices,edgesandcyclesfor both
stack in order to look for a further recognition the networkand the subpattern.
from a different starting edge.The processends
whenboth stacksare empty.

c) Clusterfor FIRST-EDGEactions (4 rules)
Theserules set up the stacksthat contain the

information used to start the processof recogni-
4. Rule classes

tion. The first stack collects the edges of the
network that can be associatedwith the starting

a) Clusterfor STARTUPactions (1 rule)
edgeof the subpattern.The secondone contains

This rule is used to initialize the system.It sets the hypothesesof correspondencebetween the
the conflict resolution strategyused in the pro-

cycle of the startingedgeof the supatternandthe
gram, opensthe input files and preparesthe sys- cycles whoseedgeshavebeen pushedin the first
tern to read them. It also sets the trace informa-

stack.
tion to the lowest level to improve the program
efficiency.

d) Clusterfor POP actions (2 rules)

b) Clusterfor READ actions (7 rules) The first rule extracts from the previously de-
This class of rules is intended for input op- scribedstacksone of the couplesof working mem-

erations.Different rulesare used to readinforma- ory elementsthat havebeenpushedin during the

FIND: IN:

252 45 41 33

42 40 ~J~Q38287 2 24~ 2

27 6 2 8 44 ~ 43 , 39 31 1

~1

7 6 5

F 13 9~ 147 1 46 ~ ~ ~12 11 ~ — 17 8 49~~ 47 54.1.1 56 6 ~_____________________________ 48 57 59 60 29 46 — 2 14 51 .2~ %
4V

15 5o.1~52 58 730

62 27
25

16 18 19[24 ~
13 12 11 20 26

9 1 2 3

2
MATCHES FOUND:

Fig. 2. Subpatternandnetworkusedin the test run. Matchesfound areshown.
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phaseof stackloading.The secondoneclosesthe Table1

file REPORT.DATwhenthe stacksare empty. Dataordering in files containinggraph representations

NE,EDGE-LABEL(K),REVERSAL(K),TVERTEX(K),

e) Clusterfor ASSOC-CYCLESactions(6 rules) HVERTEX(K),TDEGREE(K),HDEGREE(K),

Theserulesdo a first checkon anhypothesisof CYCLE-LABEL(K),CYCLE-LENGTH(K),CYCLEPE(K),
CYCLENE(K), for K = I to NE)

associationbetweentwo cyclesproducedduring
programexcution.They comparethe lengthof the
cycles (i.e. the number of edgeswhich form the
cycles) trying to find out as soonas possiblean ploration of the othercyclesis insteadcontrolled
eventualinconsistencyin the recognitionprocess. by two competingrules: oneperformsa clockwise
If this first check is successfullypassed,a new step, the other an anticlockwiseone.The system
working memoryelement,containingthe labelsof canchangethe directionof the motion during the
the two cyclesunderanalysis,is generatedandput explorationin order to solve the problems that
in a third stack,waiting for further tests. raisealongthe externalborder.

f) Clusterfor ASSOC-EDGEactions(8 rules)
The rulescontainedin this clusterverify if an Table2Meaningof symbolsin table 1

hypothesisof association,betweentwo edges,pro-
ducedduring programexecution,clasheswith the NE totalnumberof directededges

set of inferencesgeneratedup to that time. For of thegraph
EDGE-LABEL edgelabel

this sakea comparisonis madebetweenthe num- REVERSAL labelof thereversalof theedge

berof edgesthat leavefrom the tail andthe head TVERTEX labelof thetail vertexof theedge
verticesof the two edges.Thecaseof a subpattern HVERTEX labelof theheadvertexof theedge

edgebelongingto the externalcycle is alsoconsid- TDEGREE numberof edgesincidentwith

ered.Furthermore,a preconditionfor the associa- thetail vertexof theedge
HDEGREE numberof edgesincidentwith

tion of the two edgesis the existenceof an associ- theheadvertexof theedge

ation betweenthe cyclestheybelongto. CYCLE-LABEL labelof cycle to which theedgebelongs
CYCLE-LENGTH length of cycleto which theedgebelongs

g) Clusterfor CYCLE-ACTIVEactions (3 rules) CYCLEPE labelof theprecedingedgein cycle

Theserules concernthe couplesof cycles that CYCLENE lableof thefollowing edgein
cycle(clockwiseorderfor internal

havepassedthe first checkcarriedout by cluster cycles,anticlockwiseorderfor the

E. They extract the last of the working memory externalcycle)

elementsfrom the stackdescribedat point E; then
they generatethe control elementsthat will be
used to perform the parallel exploration of the Table3

cycles. Input file for thegraph in fig. 1
12

h) Clusterfor EXPLOREactions(4 rules) 1 6 1 2 3 3 1 3 3 2

Theserulesperform the parallelexplorationof 2 12 2 3 3 3 1 3 1 3

the two cyclesextractedfrom the stackduring the 3 7 3 1 3 3 1 3 2 1

cycle-activationphase.Startingfrom their respec- ~ 9 1 4 3 3 2 3 6 5

tive first edge,the two cyclesare exploredstep by 5 10 4 2 3 3 2 3 4 6
6 1 2 1 3 3 2 3 5 4

step,producingnew hypothesesof associationbe- ~ ~ 1 3 3 3 3 3 9 8
tweencorrespondingedgesin the two cycles. The 8 11 3 4 3 3 3 3 7 9

internal cycles (i.e. the cycleswhich haveneither 9 4 4 1 3 3 3 3 8 7

edgesbelonging to the external cycle, nor edges 10 5 2 4 3 3 4 3 12 11
whosereversalbelongs to the external cycle) are 11 8 4 3 3 3 4 3 10 12

12 2 3 2 3 3 4 3 11 10
explored following a clockwise motion. The ex -_____________________________________________
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FIND: IN:

42
40.1Q 38 32 31 1

lAo811j1\~ ~16,1T19245
MATCHES FOUND:

ii’
Fig. 3. Inscriptionsof thegraphof fig. 1 in thenetwork.

i) Cluster for FAILURE/ SUCCESSactions (4 j) Clusterfor REPORTactions (7 rules)
rules) Theserulessuperintendthe output operations.

Theserules are activatedwhenan error condi- For each successfulattempt of recognition, the
tion has occured, or when the recognition has whole set of the generatedassociationsis savedin
beensuccessfullycompleted.They provide for de- file REPORT.DAT.If not acceptablepatternsare
leting all the working memoryelementsduring the submittedto the system, diagnosticmessages,in-
attemptjust completed.Then, creatinga task for cluding the labels of the vertices and edgesthat
the action POP,they preparethe systemto a new causeproblems,are written in the file.
exploration,beginning from a different edge.
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k) Clusterfor NOT-ACCEPTABLEactions(5 rules) ations between edgesand cyclesof the two graphs
This cluster contains the rules that recognize madeby the OPS5system. A graphicdisplay of

the input configurationsthat, at the presenttime, the only matchfoundis also shown in the figure.
the systemdoesnotaccept. A furtherexampleis presentedin fig. 3, reporting

on the inscription of the graph of fig. 1 in the
samenetworkasin fig. 2. Nine matchesare found,

5. Descriptionof the input data each one of thoseshown in the figure actually
representing three matchesdue to the symmetryof

Input data are read from two files. NET-
the subpattern.

WORK.ABS containsthe graphrepresentationof
the network, while SUBPATT.ABS containsthat
of the subpatternto be searchedout in the net- References
work. Files are arrangedas free format data se- [1] F. Hayes Roth, D. Waterman and D. Lenat, Building

quences.Datapointsareseparatedby an arbitrary ExpertSystems(Addison-Wesley,Reading,MA, 1983).

numberof blanks.Table1 showshow dataare to [21D.M. McKeown Jr., W.A. Harvey Jr. and J. McDermott,

be orderedin the input files. The meaningof the IEEE Trans. Patt. Anal. Mach. Intell. PAMI-8 (1985)570.

symbolsis given in table2. In table 3 anexample [3) F. Harary, GraphTheory (Addison-Wesley,Reading,MA,
1972).

of input file is presented,correspondingto the [4) J.E. Hopcroft and R.E. Taijan,ACM Cominun.30 (1987)

graphrepresentationof fig. 1. 198.

[5] i.E. Hopcroft and R.E. Taijan, J. Comput. Syst. Sci. 7
(1973) 323.

6. Test p~ [6] R. Odorico, Universityof Bologna report, in preparation.
[71Digital Equip. Co., OPS5for VAX User’sGuide(AA-BH99

Fig. 2 shows the subpatternand the network A-TE) (1984).

used for the test run. Cycles are labelled with [8] CL. Forgy, OPS5User’s Manual,Digital Equip. Co. (1984).
[9) L. Brownstone,R. Farrel and E. Kant, ProgrammingEx-

underlinedbold numbers,vertices with outlined
pert Systemsin OPS5 (Addison-Wesley, Reading, MA,

ones, edgeswith plain types.Thesenumbersare 1985).
referredin the testrun output to reportthe associ-
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TEST RUN OUTPUT (input as in fig. 2)

~TCH NO. 1

CYCLE NO. 2 OF TIE SUBPATT~NWITH CYCLE NO. 15 OF THE NETWORK
CYCLE NO. 4 OF THE SUBPArrI~~NWITH CYCLE NO. 7 OF THE NETWORK
CYCLE NO. 5 OF THE SUBPATT~NWITH CYCLE NO. 9 OF TIE NETWORK
CYCLE NO. 6 OF THE SUBPAT’T~NWITH CYCLE NO. 16 OF THE NETWORK
CYCLE NO. 7 OF THE SUEPATTERNWITH CYCLE NO. 14 OF THE NETWORK
CYCLE NO. 3 OF THE SL1BPATI’ERN WITH CYCLE NO. 13 OF THE NETWORK
EDGE NO. 10 OF THE SUBPATTERN WITH EDGE NO. 61 OF THE NETWORK
EDGE NO. 15 OF TIE SUBPA’ITEPN WITH EDGE NO. 28 OF TIE NETWORK
EDGE NO. 16 OF THE SUBPAITERN WITH EDGE NO. 29 OF THE NETWORK
EDGE NO. 18 OF TIE SUBPATTERN WITH EDGE NO. 34 OF THE NETWORK
EDGE NO. 9 OF TIE SUBPAT’I’ERN WITH EDGE NO. 60 OF THE NETWORK
EDGE NO. 19 OF TIE SIJEPATTERN WITH EDGE NO. 35 OF TIE NE’]Wl)PK
EDGE NO. 20 OF TIE SUEPATTERN WITH EDGE ND. 36 OF THE NETWORK
EDGE NO. 22 OF TIE SUBPATTERN WITH EDGE ND. 63 OF TIE NETWOPSK
EDGE NO. 8 OF TIE SUBPATTERN WITH ~ ND. 59 OF THE NETWORK
EDGE NO. 23 OF TIE SUBPATTEPN WITH EDGE NO. 64 OF THE NETWORK
EDGE NC. 24 OF TIE SUBPATTERN WITH EDGE ND. 65 OF THE NETWORK
EDGE NO. 26 OF THE SUBPATTERN WITH EDGE NO. 56 OF TIE NETWORK
EDGE ND. 27 OF TIE SUEPATTERN WITH EDGE ND. 57 OF THE NETWORK
EDGE NO. 13 OF THE SUBPP~TrERNWITH EDGE NO. 51 OF TIE NETWORK
EDGE NO. 14 OF THE SUBPATTERN WITH EDGE ND. 52 OF THE NETWORK
EDGE NO. 7 OF TIE SUBPAT’l’ERN WITH EDGE ND. 58 OF TIE NETWORK


