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Abstract

We provide a model of optimization of transportation networks (e.g. ur-
ban traffic lines, subway or railway networks) in a geografical area (e.g. a
city) with given density of population and that of services and/or workplaces,
the latter being the destinations of everyday movements of the former. The
model is formulated in terms of Federer-Fleming theory of currents, and allows
to get both the position and the necessary capacity of the optimal network.
Existence and some qualitative properties of solutions to the respective op-
timization problem are studied. Also, in an important particular case it is
shown that the model proposed is equivalent to another known model of opti-
mization of optimal transportation network, the latter not using the language
of currents.

1 Introduction

Let ϕ+, ϕ− stand for finite Borel measures with compact support in R
n and of equal

total mass ϕ+(Rn) = ϕ−(Rn), the former representing the density of population,
the latter the density of workplaces or services in some geographical area (e.g.
a city). The scope of this paper is to provide a reasonable model of choosing
a “transportation network” (e.g the set of subway, or, generally speaking, urban
traffic lines) in a city characterised by the distributions ϕ±. The network to be
chosen has to facilitate the transportation of the population to the services. The
model we consider is based primarily on the Monge-Kantorovich theory of optimal
mass transport, but is expressed in terms of Federer-Fleming theory of currents.
Apart from the fact that a language of currents, as we will show later, is extremely
natural for such urban planning problems, it also allows to formulate the models
which take into consideration the degree to which the pattern of behaviour of the
population is “individualistic”. Such models allow as well to find naturally not only
the position of the network to be constructed, but also the network capacity which
is intrinsic in the model. Below we discuss in a more detailed way the formulations
of the models studied in this paper.

1.1 Transport problems

The classical Monge-Kantorovich optimal transportation problems consists in find-
ing the the “optimal” way of transporting ϕ+ to ϕ−. One of the many equivalent
formulations of the latter reads as follows [7, 1]: find a finite Borel measure µopt
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Figure 1: Solutions to Monge-Kantorovich transport problem with ϕ+ := δx1
+ δx2

and ϕ− := 2δy in the case (a) α = 1 and (b) α < 1.

(called transport density) and a Borel measurable unit vectorfield νopt in R
n (called

field of transportation directions) which minimizes the total mass µ(Rn) among all
the couples (µ, ν) as above satisfying the Monge-Kantorovich transport equation

div µν = ϕ+ − ϕ−

in the sense of distributions.
One might easily reformulate this problem using the language of Federer-Fleming

theory of currents. In this case we identify ϕ± with zero-dimensional flat chains.
The respective formulation would read: find a flat chain Topt minimizing the total
mass M(T ) among all the one-dimensional real flat chains T satisfying

∂T = ϕ+ − ϕ−. (1)

Clearly, once one finds Topt = τTopt
∧ µTopt

, i.e. τTopt
is the orientation of Topt while

µTopt
is the underlying measure, one gets then µopt = µTopt

and νopt = τTopt
, and,

vice versa, if one knows (µopt , νopt ), then one gets Topt = νopt ∧ µopt .
The above Monge-Kantorvich problem formulated in terms of currents admits

the further far reaching generalization which is obtained by minimizing a generic
α-mass M

α (for some given α ∈ [0, 1]) of the current T instead of M. Namely, such
a general formulation reads as follows: find a flat chain Topt minimizing the α-mass
M

α(T ) among all the one-dimensional real flat chains T of finite mass satisfying (1).
The background idea of this generalization is given by the following example. Let
ϕ+ := δx1

+ δx2
be the sum of two Dirac masses and ϕ− := 2δy be just one Dirac

mass where the points x1, x2 and y are positioned as in Figure 1. Then the solution
of the classical problem (i.e. with α = 1) is given by the one-dimensional real
polyhedral chain provided in Figure 1 (a), i.e. the transportation occurs along the
segments connecting the source points x1 and x2 with the destination y. However,
the solution for the problem with α < 1 looks like that given in Figure 1 (b).
In other words, the role of parameter α is that of making it more convenient for
the people living in the source points to make together part of their trip to the
destination instead of moving “individually”. If one interprets the solution Topt as
an optimal transportation network which provides the movement of ϕ+ to ϕ−, then
clearly it contains the information both on the directions of the movement and on
the capacity of the network in each point.

In discrete settings such models were introduced and studied for communication
networks in [13], for pipelines [5] and drainage networks in [14]. They are quite
natural in fluid mechanics (and therefore also in the traffic flow models based on
the latter) when modelling the flow of liquids in tubes subject to Poiseuille’s law
which implies the increase of resistence as the tube becomes thinner [10, 4, 3]. In
continuous settings such models were introduced in [21].
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1.2 Optimal transportation networks

We now propose a more general model for choosing the optimal transportation
network. In fact, suppose that one has to provide a set of fast transportation routes
(i.e. a subway and/or a set of urban transportation lines) in a given city. We further
call such routes the transportation network to be constructed. The flow of people
moving along these routes will be modelled by a one-dimensional real flat chain S,
while the flow of people moving without the use of such routes will be modelled by a
one-dimensional real flat chain T . It is reasonable to suppose that the cost of using
transportation network (for example the time spent for the travel) be proportional
to M

β(S) with coefficient B ≥ 0 and with some given β ∈ [0, 1], while the cost of
movement of the population without using the network be proportional to M

α(T )
with coefficient A ≥ 0 and with some given α ∈ [0, 1]. Then the number

W (T, S) := AM
α(T ) +BM

β(S)

represents the overall cost of everyday movement of the population. Clearly, the
parameters α and β model the degree to which the behaviour of the population
is “individualistic” (i.e. when both are equal to one one may assume that such
a behaviour is completely individualistic, while the less they are, the more it is
convenient for the people to make part of their itinerary together). It is further
reasonable to assume that the cost of construction of the transportation network
depend only on M

δ(S) (in simplest applications one would have even δ = 0, i.e. the
cost of construction depends only on the length of the network) according to some
given monotone nondecreasing function H : R

+ → R
+. Therefore, the number

F(T, S) := W (T, S) +H(Mδ(S)) (2)

represents the total expenses of everyday movement of the population together with
the cost of building the transportation network. One assumes also that the total
flow of the population T + S transports ϕ+ to ϕ−, that is, the relationship

∂(T + S) = ϕ+ − ϕ− (3)

holds. The following quite natural minimization problem describes the optimal
choice of the transportation network.

Problem 1. Find a couple of one-dimensional real flat chains (Topt , Sopt) mini-
mizing F among all the couples of real one-dimensional flat chains (T, S) of finite
mass, satisfying (3).

Note that in the particular case B ≥ A Problem 1 reduces to the version of the
Monge-Kantorovich problem studied in [21] and mentioned in paragraph 1.1. Some
of the qualitative properties of some particular solutions to such a transportation
problem (namely those which can be obtained as limits of solutions to appropriate
approximating discrete problems) have been studied in [23, 22].

In this paper we study the existence (Theorem 8.1) as well as qualitative prop-
erties of solutions of Problem 1 like acyclicity (Theorem 10.1), rectifiability (Theo-
rem 10.2) and properties of the support (Theorem 10.4). In particular, we provide
the conditions under which the respective solutions are rectifiable and have some
subtler regularity properties, namely, when the current Sopt representing the trans-
portation network to be constructed may be represented as a rectifiable current
concentrated on a closed set (which gives the position of the optimal network) and
with an u.s.c. density (representing network capacity) strictly greater than some
nonnegative threshold (Theorem 10.7).

As an illustration of the results obtained, we summarize in the theorem below the
assertions regarding Problem 1 under particular, though rather general conditions
on problem data, which we consider to be most interesting for applications.
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Theorem 1.1. Let A > 0, α ∈ [0, 1), B ≥ 0, H : [0,+∞) → [0,+∞) strictly
increasing, strictly concave and unbounded (i.e. H(l) → +∞ when l → +∞), δ ∈
[0, α). Let also β ∈ [0, α] with A > B if β = α. Finally, suppose ϕ± be finite positive
Borel measures with compact support in R

n and such that ϕ+(Rn) = ϕ−(Rn).
Then Problem 1 admits a solution, i.e. there exists a pair of real one-dimensional

flat chains (Topt , Sopt ) which minimizes the functional

F(T, S) = AM
α(T ) +BM

β(S) +H(Mδ(S))

among all pairs (T, S) of flat chains with finite mass and such that ∂(T+S) = ϕ+−
ϕ−. Moreover every such optimal pair (Topt , Sopt ) enjoys the following properties.

(i) Sopt is a rectifiable current representable as Sopt = θSopt
[[Σopt ]], where Σopt

is a compact and countably (H1, 1)-rectifiable set, and the density θSopt
(x) is

u.s.c. and satisfies infx∈Σopt
θSopt

(x) = θ0 > 0.

(ii) Topt is a rectifiable current disjoint from Sopt in the sense that the measures
µTopt

and µSopt
are mutually singular. One has also that supx∈Rn θTopt

(x) ≤ θ0,
where θTopt

is the density of Topt .

(iii) Topt + Sopt is acyclic.

One should note that some of the above results are quite natural. In fact,
consider for simplicity the case when H(l) = Cl for some constant C > 0. Then
it is easy to note that the Problem 1 reduces then to the version of the Monge-
Kantorovich problem from paragraph 1.1, but with the mass M g instead of the
mass M

α, where
g(t) := Atα ∧ (Btβ + Ctδ).

In fact, if Ropt is a flat chain solving this problem, then it is rectifiable due to
the general rectifiability theorem from [20], hence Ropt = θ[[Σ]] for some countably
(H1, 1)-rectifiable set Σ, and therefore

M
g(Ropt ) = A

∫

{x∈Σ : θ(x)<d}

θα dH1 +B

∫

{x∈Σ : θ(x)≥d}

θβ dH1+

C

∫

{x∈Σ : θ(x)≥d}

θδ dH1

= AM
α(T ) +BM

β(S) +H(Mδ(S)) = F(T, S),

(4)

where d > 0 is the unique number such that Adα = Bdβ + Cdδ and

T := Roptx{x ∈ Σ : θ(x) < d}, S := Roptx{x ∈ Σ : θ(x) ≥ d}.

Vice versa, if a pair (T, S) “almost” solves Problem 1 (in the sense that F(T, S) is
close to the infimum of F on the class of admissible pairs of flat chains), then one
can show that up to decreasing even more the functional F one may assume both T
and S rectifiable, while denoting R := T +S, one has R = θ[[Σ]] for some countably
(H1, 1)-rectifiable set Σ, and

T = Rx{x ∈ Σ : θ(x) < d}, S = Rx{x ∈ Σ : θ(x) ≥ d}

(of course, technical details omitted for the moment), and hence

M
g(R) = F(T, S).

Thus once the existence of a minimizer Ropt to M
g on the class of real one-

dimensional flat chains R of finite mass satisfying ∂R = ϕ+ − ϕ− is established
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(which can be done, for instance, using the machinery developed in [21] for M
α

instead of M
g), we get the existence of a solution (T, S) to Problem 1 given by (4).

The threshold θ0 from Theorem 1.1 is then given by θ0 := d. Of course, the qual-
itative properties of the solution (e.g. that S may be assumed to be concentrated
on a closed set and have an u.s.c. density) are slightly more delicate even in this
simple case.

We also show that in a particular case when α = β = 1 and δ = 0 the Problem 1
is naturally equivalent to a particular case of problem studied in [8] of optimiz-
ing a transportation network under condition that the prices per unit distance of
travelling with and without the help of the transportation network are constant.

The background idea we use in most of the results is the representation of
normal one-dimensional currents through measures over the appropriately metrized
set of Lipschitz-continuous paths in R

n (called further transports). The idea of using
such a representation when dealing with one-dimensional currents goes back to [17],
although in a different context such measures were already used in [6]. In context of
transportation and urban problems such measures were employed in [9, 8, 4]. The
description of mass transportation through transports happens to be in fact more
precise with respect to that using currents.

2 Notation and preliminaries

2.1 Measures

Unless otherwise explicitly stated, all the measures we will be dealing with in the
sequel are nonnegative Borel measures over R

n. We denote by φ∧ψ the maximum
nonnegative Borel measure µ satisfying µ(e) ≤ ψ(e) ∧ φ(e) for all Borel e ⊂ R

n. If
ϕ is a signed measure, we denote by ϕ± its positive and negative parts respectively.

We will say that a sequence of signed Radon measures φν converges in narrow
sense to a signed Radon measure φ, if

∫

Rn f dφν →
∫

Rn f dφ as ν → ∞ for every
bounded and continuous function f : R

n → R.
Let Θ∗

k(µ, x) and Θk∗(µ, x) stand for upper and lower k-dimensional density of
the measure µ in x ∈ R

n. Namely,

Θ∗
k(µ, x) := lim sup

ρ→0+

µ(Bρ(x))

ωkρk
, Θk∗(µ, x) := lim inf

ρ→0+

µ(Bρ(x))

ωkρk
.

2.2 Currents

For basic notation on currents we refer to [15, 16]. Here we recall rather briefly some
principal facts we will use in the sequel. We will always deal with real currents, i.e.
currents with real coefficients. If T is a current, for every open U ⊂ R

n we set

µT (U) := sup{T (ω) : suppω ⊂ U, ‖ω‖L∞ ≤ 1}.

We set also M(T ) := µT (Rn) and call this quantity the mass of T . It is well
known that when M(T ) < +∞, then µT defines a finite Radon measure and T is
representable as T = τT ∧ µT for some unit simple k-vector field τT , in the sense
that

T (ω) =

∫

Rn

〈τT (x), ω(x)〉 dµT (x)

for every regular differential k-form ω. In this case we set for every θ ∈ L1(Rn;µT )

T ∧ θ(ω) :=

∫

Rn

θ(x)〈τT (x), ω(x)〉 dµT (x),
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and TxA := T ∧ 1A, where 1A stands for the characteristic function of a Borel set
A ⊂ R

n. We say that a sequence of currents Tν converges to a current T in the flat

norm (written Tν
F
⇀ T ) whenever F(Tν − T ) → 0, where

F(T ) := inf{M(A) + M(B) : T = A+ ∂B}.

Clearly, the topology induced by the flat norm is stronger than the weak topology
of currents. We say that T is a normal current , if M(T ) < +∞ and M(∂T ) < +∞,
and, finally, that T is a flat chain, if there is a sequence of normal currents {Tν}
such that Tν

F
⇀ T .

We call T a rectifiable current, if there exists a countably (Hk , k)-rectifiable set
Σ ⊂ R

n, a function θ ∈ L1(Hk
xΣ) (called multiplicity or density of T ) such that

T = τT ∧ θHk
xΣ, while the unit simple k-vector τT : Σ → R

n is an orientation of
Σ, in the sense that for H

k-a.e. x ∈ Σ the vector τT (x) defines the approximate
tangent plane to Σ at x. In this case we write also T = θ[[Σ]] when an orientation on
Σ is prescribed. One can show that if T is a flat chain with finite mass M(T ) < +∞,
then T is a rectifiable current, if and only if for some countably (Hk , k)-rectifiable
set Σ ⊂ R

n one has T = TxΣ, or, in other words, µT = µT xΣ.
A k-dimensional simplicial current is a rectifiable current [[Σ]], where Σ ⊂ R

n

is a k-dimensional simplex (i.e. a convex envelope of k + 1 points, in particular, a
segment, if k = 1). Finally, we say that a current T is a polyhedral chain, if it can be
written as a finite linear combination of simplicial currents supported on simplices
with mutually disjoint interiors. Polyhedral chains (and hence rectifiable currents)
are a dense subset of flat chains with respect to the flat norm.

Given a rectifiable current T = θ[[Σ]] and a concave monotone nondecreasing
function g: R

+ → R
+ satisfying g(0) = 0, we define the g-mass of T by the formula

M
g(T ) :=

∫

Σ

g(θ(x)) dHk(x).

In particular, if g(t) := tα for the given α ∈ [0, 1], then the above expression defines
the α-mass of T , namely,

M
α(T ) :=

∫

Σ

θα(x) dHk(x).

The functional M
g (in particular, M

α) is lower semicontinuous on rectifiable currents
with respect to the flat norm convergence (this fact can be proven by a technique
used in the proof of lemma 3.2.14 from [12]). Hence it can be extended to a lower
semicontinuous functional defined on all flat chains. In the sequel we will write M

instead of M
1 (and call it simply mass) as one is accustomed to.

The following easy consequence of the rectifiability theorem due to White [20,
theorem 8.1] will be used in the sequel.

Theorem 2.1 (White). Let T be a current such that M(T ) < +∞ and M
α(T ) <

+∞ for some α ∈ [0, 1). Then T is rectifiable.

3 Subcurrents of flat chains

In the sequel we will be frequently using the notion of a subcurrent of a given current
as introduced in the definition below.

Definition 3.1. We say that S is a subcurrent of T , and write S ≤ T , where T
and S are k-dimensional currents, whenever

M(T − S) + M(S) ≤ M(T ).
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We now provide a series of remarks concerning the above definition.

Remark 3.2. Since the inequality

M(T − S) + M(S) ≥ M(T )

always holds true, then S is a subcurrent of T , if and only if the equality actually
holds.

Remark 3.3. If S ≤ T and R ≤ S, then R ≤ T . In fact,

M(T ) ≥ M(S) + M(T − S) ≥ M(R) + M(S −R) + M(T − S)

≥ M(R) + M(T −R),

because of the triangle inequality M(T −R) ≤ M(T − S) + M(S −R).

Remark 3.4. Let T be a current with finite mass M(T ) < +∞ and let e ⊂ R
n be a

Borel set. Then Txe ≤ T . In fact,

M(T ) = µT (Rn) = µT (e) + µT (Rn \ e) = M(Txe) + M(T − Txe).

Remark 3.5. Notice that S ≤ T in general does not imply

M
α(T ) = M

α(T − S) + M
α(S)

when α ∈ [0, 1) (take for example T 6= 0, S = T/2). However, if S = Txe for some
Borel set e ⊂ R

n, then the above relationship holds whenever M
α(T ) < +∞ and

M(T ) < +∞. In fact, in this case, T turns out, in view of Theorem 2.1, to be
a rectifiable current T = θ[[Σ]] for some (Hk, k)-rectifiable set Σ ⊂ R

n and some
θ ∈ L1(H1

xΣ). Then

M
α(T ) =

∫

Σ

|θ|α dHk =

∫

Σ\e

|θ|α dHk +

∫

Σ∩e

|θ|α dHk = M
α(T − S) + M

α(S).

Remark 3.6. If T is a current with finite mass M(T ) < +∞, S ≤ T , then for every
Borel set e ⊂ R

n one has Sxe ≤ Txe. In fact, by the triangle inequality

M(Txe) ≤ M((T − S)xe) + M(Sxe)

M(TxR
n \ e) ≤ M((T − S)xR

n \ e) + M(SxR
n \ e)

for every Borel e ⊂ R
n, while summing up the equality holds. Hence the equality

holds for all Borel e ⊂ R
n. In particular, this also implies

µT = µT−S + µS , (5)

and hence µS ≤ µT . On the other hand, if (5) holds, then S ≤ T since

M(S) + M(T − S) = µS(Rn) + µT−S(Rn) = µT (Rn) = M(T ).

The following lemma gives an easy characterization of subcurrents of flat chains
of finite mass.

Lemma 3.7. Let a current T have finite mass M(T ) < +∞, and assume S ≤ T .
Then, the representation T = τT ∧ µT implies S = τT ∧ σµT , µS = σµT for some
Borel function σ : R

n → R satisfying 0 ≤ σ ≤ 1 (in other words, S = T ∧ σ). In
particular, if T is a rectifiable flat chain, then so is S.

Further, if T is a flat chain, then M
α(S) ≤ M

α(T ) for all α ∈ [0, 1]. If, more-
over, M(T − S) 6= 0 and M

α(T ) < +∞, then one has also M
α(S) < M

α(T ) for all
α ∈ (0, 1].
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Proof. By Remark 3.6 one has µS ≤ µT and hence µS = σµT for some Borel function
σ satisfying 0 ≤ σ ≤ 1. Since according to the same remark, µT−S = µT −µS, we get
also µT−S = (1− σ)µT . Representing then S = τS ∧ µS and T −S = τT−S ∧ µT−S ,
we get

τT ∧ µT = T = τS ∧ µS + τT−S ∧ µT−S = (στS + (1 − σ)τT−S) ∧ µT .

Hence, τT = στS + (1 − σ)τT−S , and, minding that both τT , τS and τT−S are unit
vectors, we observe that whenever σ(x) > 0 one has τS(x) = τT (x). In particular
στs = στT and hence τS ∧ µS = τs ∧ σµT = τT ∧ σµT . This concludes the proof of
the first claim.

If T is a rectifiable flat chain, then µT = σH
k
xΣ for some countably (Hk, k)-

rectifiable Σ ⊂ R
n and some θ ∈ L1(Σ; Hk), while τT (x) orients the approximate

tangent plane to Σ at x for H
k-a.e. x ∈ Σ. One has then S = τT ∧ σθHk

xΣ which
means that S is still rectifiable.

Finally, let T be a flat chain of finite mass M(T ) < +∞. Suppose α < 1
(otherwise the conclusion follows trivially from the definition of a subcurrent) and
M

α(T ) < +∞ (otherwise there is nothing to prove). Then by Theorem 2.1, we
know that T is rectifiable, i.e. T = τT ∧ θHk

xΣ with Σ, θ and τT as above. Then

M
α(T ) =

∫

Σ

|θ|α dHk.

But then S = τT ∧ σθHk
xΣ and hence

M
α(S) =

∫

Σ

|σθ|α dHk ≤ M
α(T )

since |σ| ≤ 1. Moreover, if M
α(T ) < +∞, then M

α(S) = M
α(T ) only when σ = 1

H
k-a.e. over Σ, which means T = S and hence M(T − S) = 0.

Remark 3.8. If S ≤ T then S ≤ T+S. In fact, by Lemma 3.7, one has S = τT ∧σµT

and hence T + S = τT ∧ (1 + σ)µT so that µT+S = (1 + σ)µT which means that
T ≤ T + S and hence S ≤ T + S.

Lemma 3.9. Let A and B be subcurrents of T . Then A ≤ A+B and consequently
B ≤ A+B. If, moreover, µA ∧ µB = 0, then A+B ≤ T .

Proof. By Lemma 3.7 we have A = τT ∧σAµT and B = τT ∧σBµT with 0 ≤ σA ≤ 1,
0 ≤ σB ≤ 1. Then A+B = τT ∧ (σA + σB)µT and hence µA+B = µA + µB , which
means A ≤ A+B.

If we also suppose µA ∧ µB = 0, we will have then that σA + σB ≤ 1. Hence
µT−A−B = (1 − σA − σB)µT . Therefore, µA+B + µT−A−B = µT , which means
A+B ≤ T .

Lemma 3.10. Let Tν be a sequence of currents, Sν ≤ Tν , and suppose that both
Sν ⇀ S and Tν ⇀ T weakly as currents as ν → ∞, while M(Tν) → M(T ). Then,
M(T ) < +∞ implies that S ≤ T and M(Sν) → M(S).

Proof. Consider the sequence {Tν −Sν} which converges to T −S in the weak sense
of currents. By the lower semicontinuity of M we know that

M(S) + M(T − S) ≤ lim inf
k→∞

M(Sν) + lim inf
k→∞

M(Tν − Sν)

≤ lim inf
k→∞

[M(Sν) + M(Tν − Sν)]

≤ lim inf
k→∞

M(Tν) = M(T ),

(6)

8



i.e. S ≤ T . Since we also have M(T ) ≤ M(S) + M(T − S), the inequalities in (6)
actually are equalities. Also, since M(T − S) ≤ lim infν M(Tν − Sν) we obtain
M(S) = lim infν M(Sν). This is also true for every subsequence of Sν , hence we
have full convergence of the sequence M(Sν) to M(S) as ν → ∞.

We give now the following definition which will be crucial in the sequel.

Definition 3.11. Let T be a current with M(T ) < +∞. We say that C is a cycle
of a current T , if C ≤ T and ∂C = 0. We say that T is acyclic, if C = 0 is the
only cycle of T .

We are able to prove now the existence of a “maximum cycle” of every current
T with finite mass, i.e. such a cycle that T − C is acyclic.

Proposition 3.12. Every current T with finite mass M(T ) < +∞ contains such a
cycle C that T − C is acyclic.

Proof. Let
ξ = sup{M(C) : C is a cycle of T}.

Clearly ξ < +∞ since M(C) ≤ M(T ) for every cycle C of T . Also ξ ≥ 0 since C = 0
is always a cycle of T .

Step 1. We claim that there exists a cycle C of T such that M(C) = ξ. In fact,
by definition of ξ, there exists a sequence {Cν} of cycles of T such that

M(Cν ) ≥ ξ − 1

ν
.

Clearly M(Cν ) ≤ M(T ) and M(∂Cν) = 0 so, up to a subsequence (not relabeled),
the currents Cν converge to a limit C with ∂C = 0. By Lemma 3.10 (applied with
Tν := T ) the current C itself is a cycle of T and M(C) = limν M(Cν ) = ξ.

Step 2. We only have to prove that T − C is acyclic. Let D be any cycle of
T−C. Since D ≤ T −C and C ≤ T we also have T−C−D ≤ T−C and T−C ≤ T
so we get (Remark 3.3) T − C −D ≤ T and C +D ≤ T . Hence we actually have

M(T )−M(C) = M(T −C) = M(D) +M(T −C −D) = M(D) +M(T )−M(C +D)

i.e. M(C)+M(D) = M(C+D) which reads C ≤ C+D. Since C+D is a cycle of T
we have M(C +D) ≤ ξ and minding that M(C) = ξ we have M(D) = 0 i.e. D = 0.
Since this is true for every cycle D of T −C, we conclude that T −C is acyclic.

Finally, the following easy assertion will be used in the sequel.

Lemma 3.13. Let T be a polyhedral k-dimensional chain and let S ≤ T be its
subcurrent such that ∂S ≤ ∂T . Then S is itself polyhedral.

Proof. One has T =
∑k

i=1 θi[[Σi]], where Σi ∈ R
n are pairwise disjoint k-simplices,

while θi ∈ R. Since S ≤ T , then by Lemma 3.7 one has S = T ∧ σ for some Borel
function σ satisfying 0 ≤ σ ≤ 1. For each i = 1, . . . , k one has that σ is constant
over the each simplex Σi, since otherwise one would not have ∂S ≤ ∂T . Hence,
S =

∑k
i=1 θiσi[[Σi]], where σi is the value of σ over Σi, or, in other words, S is still

polyhedral.

4 Concave functionals on flat chains

We give the following definition which will be crucial in the sequel.

Definition 4.1. We say that the functional T 7→ F (T ) ∈ [0,+∞] defined on k-
dimensional real flat chains with finite mass is

9



(i) concave (resp. strictly concave), if the function f : [−1,+∞) → R defined by

f(t) := F (T + tS)

is concave (resp. strictly concave) whenever F (T ) < +∞, S ≤ T , S 6= 0.

(ii) nondecreasing, if
F (S) ≤ F (T )

whenever S ≤ T , S 6= T . We say that F is strictly increasing, if under the
same hypotheses we get a strict inequality.

Notice that the above definition of concavity of the functional F can be viewed
as the usual concavity of F restricted in the directions given by subcurrents. As an
example notice that M

α will be proven to be concave in this sense, but not in the
usual sense, in fact one clearly has

M
α

(

1

2
T +

1

2
(−T )

)

= M
α(0) = 0 <

1

2
M

α(T ) +
1

2
M

α(−T )

for every T 6= 0.

Remark 4.2. Suppose F is a concave (resp. strictly concave) functional defined on
real flat chains of finite mass. If H : [0,+∞] → [0,+∞] is a concave (resp. strictly
concave) function, then the functional T 7→ H(F (T )) is concave (resp. strictly
concave). In fact, assume F (T ) < +∞, S ≤ T . If the function f : [−1,+∞) → R

defined by the formula f(t) := F (T + tS) is concave (resp. strictly concave) and H
is itself concave (resp. strictly concave) then so is H ◦ f .

Remark 4.3. Clearly, a sum of concave functionals is still concave, and is strictly
concave once at least one of the summands is concave.

The following result shows that the functional M
α is concave for α ∈ [0, 1] and

strictly concave for α ∈ (0, 1).

Lemma 4.4. Let α ∈ [0, 1], let T be a k-dimensional real flat chain satisfy-
ing M(T ) < +∞, Mα(T ) < +∞ and assume S ≤ T . Consider the function
f : [−1,+∞) → R defined by

f(t) := M
α(T + tS).

The following properties hold:

(i) f is concave;

(ii) if S 6= 0 and α ∈ (0, 1), then f is strictly concave;

(iii) if α = 0, then f is constant on (−1,+∞);

(iv) if α = 1, then f is affine;

(v) if S = 0, then f is constant.

Proof. By Lemma 3.7 one has S = σT for some Borel function σ satisfying 0 ≤ σ ≤
1. For t ≥ −1 one has 1 + tσ ≥ 0 and µT+tS = (1 + tσ)µT , so that

M(T + tS) = M((1 + tσ)T ) =

∫

Rn

|1 + tσ| dµT =

∫

Rn

(1 + tσ) dµT = M(T ) + tM(S),

which proves the claim for α = 1. If further, α ∈ [0, 1) and M
α(T ) < +∞, then by

Theorem 2.1, T = τT ∧ θHk
xΣ for some countably (Hk, k)-rectifiable Σ ⊂ R

n and

10



some θ ∈ L1(Hk
xΣ), while τT (x) orients the approximate tangent plane to Σ at x

for H
k-a.e. x ∈ Σ. Then, for t ≥ −1, we get

M
α(T + tS) =

∫

Σ

|(1 + tσ)θ|α dHk =

∫

Σ

(1 + tσ)α|θ|α dHk,

which is concave in t for all α ∈ (0, 1), and is strictly concave in t, if S 6= 0. Finally,
for the case α = 0 we have

f(t) = M
0(T + tS) =

∫

Σ

φ((1 + tσ)θ) dHk =

∫

Σ

φ(1 + tσ)φ(θ) dHk ,

where

φ(s) :=

{

0, s = 0,

1, s > 0,

and hence

f(t) =

{

M
0(T − S), t = −1,

M
0(T ), t > −1,

which is constant for t > −1 and concave for t ≥ −1.

In the following lemmata, it is convenient to represent the functional F in Prob-
lem 1 as F(T, S) := F (T ) +G(S), where

F (T ) := AM
α(T ), G(S) := BM

β(S) +H(Mδ(S)).

We formulate first a very easy auxiliary result regarding concavity of functionals F
and G defined above.

Lemma 4.5. The functional F is concave and nondecreasing. It is strictly concave
when A 6= 0 and α ∈ (0, 1). The functional G is concave and nondecreasing (resp.
strictly concave) whenever either H is concave or δ = 0 (resp. either B 6= 0 and
β ∈ (0, 1), or δ ∈ (0, 1) and H is strictly increasing and concave).

Proof. The assertion regarding F follows from Lemma 4.4 (i),(ii). By the same
Lemma the functional S 7→ BM

β(S) is concave (resp. strictly concave when B 6=
0 and β ∈ (0, 1)). Further, if H is concave (resp. strictly concave and strictly
increasing, while δ ∈ (0, 1)) we get from Lemma 4.4 (i),(ii) and Remark 4.2 (minding
that H is assumed monotone nondecreasing) that the functional S 7→ H(Mδ(S)) is
concave (resp. strictly concave). Finally, if δ = 0, then by Lemma 4.4 (iii) the latter
functional is constant. Putting all these facts together, one proves the assertion on
G.

Lemma 4.6. Let F and G be two concave, nondecreasing functionals on currents,
and let F(T, S) := F (T )+G(S). Let T and S be real one-dimensional flat chains of
finite mass such that F(T, S) < +∞ and either T or S is rectifiable. Then there are
two real one-dimensional flat chains T ′ and S′ of finite mass such that T ′ + S′ =
T + S, µT ′ ∧ µS′ = 0, supp (T ′ + S′) ⊂ suppT ∪ suppS and F(T ′, S′) ≤ F(T, S).

If, moreover, T and S are not disjoint (in the sense that µT ∧µS 6= 0) and either
F or G is strictly concave and strictly increasing, then one has the strict inequality
F(T ′, S′) < F(T, S).

Proof. Suppose first that T is rectifiable, i.e. T = τT ∧ θT H
1
xΣT (mind that ΣT ⊂

R
n is countably (H1, 1)-rectifiable, while τT (x) orients the approximate tangent

plane to Σ at x for H
1-a.e. x ∈ Σ). Let σ := µT ∧ µS . If σ 6= 0 (otherwise

one may just take T ′ := T , S′ := S), then there is a Borel set Σ ⊂ ΣT (hence
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Σ is also countably (H1, 1)-rectifiable) on which σ is concentrated. Observe that
σ(Σ \ ΣS) = 0, because

µS(Σ \ ΣS) ≤ µS(ΣT \ ΣS) = 0,

the latter equality being valid in view of the fact that µS(E \ ΣS) = 0 for every
countably (H1, 1)-rectifiable set E ⊂ R

n. Hence, we may assume without loss of
generality Σ ⊂ ΣS . We have also σ = θH1

xΣ, where θ = θT ∧ θS .
Set now

Σ± := {x ∈ Σ: τS(x) = ±τT (x)}.
Since SxΣS is rectifiable, then so is SxΣ, which implies H

1(Σ \ (Σ+ ∪ Σ−)) = 0.
Hence, minding σ � H

1
xΣ, we get

σ(Σ \ (Σ+ ∪ Σ−)) = 0.

We first focus our attention on Σ− and show that one may assume without loss
of generality that σ(Σ−) = 0. In fact, if σ(Σ−) > 0, the setting R := τT ∧ θH1

xΣ−,
one gets R 6= 0, while, clearly, R ≤ T and −R ≤ S. Set now T̃ := T−R, S̃ := S+R,
and note that T̃ + S̃ = T + S. Further, since T̃ ≤ T , we have F (T̃ ) ≤ F (T ), and
since S̃ ≤ S, we have G(S̃) ≤ G(S) while at least one of the above inequalities is
strict, if either F or G is strictly increasing. Thus we get F(T̃ , S̃) ≤ F(T, S) (with
strict inequality if either F or G is strictly increasing). Hence, if one substitutes T̃
for T and S̃ for S, one will find that, by construction, σ(Σ−) = 0. Therefore, from
now on we assume without loss of generality that σ is concentrated on Σ+, and that
Σ = Σ+.

For each t ∈ [0, 1] define

Tt := T + SxΣ − t(TxΣ + SxΣ), St := S + TxΣ− (1 − t)(TxΣ + SxΣ)

and notice that Tt+St = T+S. Also notice that TxΣ+SxΣ is a subcurrent of both
T +SxΣ and S+TxΣ. Applying Lemma 4.7 (with T +SxΣ instead of T , S+TxΣ
instead of S and TxΣ + SxΣ instead of R), we get that t 7→ F(Tt, St) is concave
(resp. strictly concave if either F or G is so). It follows that t ∈ [0, 1] 7→ F(Tt, St)
attains its minimum (resp. strict minimum) in either t̄ = 0 or t̄ = 1. Let T ′ = Tt̄,
S′ = St̄. Then we have F(T ′, S′) ≤ F(T, S) (resp. F(T ′, S′) < F(T, S) under either
of the conditions (i)–(v) of Lemma 4.7 and when TxΣ + SxΣ 6= 0, the latter being
true when µT ∧ µS > 0). To conclude the proof of the statement for rectifiable T ,
we only have to check that µT ′ ∧ µS′ = 0. This is true by construction: in fact, if
t̄ = 0, then

T ′ = T + SxΣ, S′ = S − SxΣ

which means that µS′ is concentrated on R
n\Σ, while T ′

x(Rn\Σ) = T , S′
x(Rn\Σ) =

S and hence

µT ′ ∧ µS′ ≤ (µT ′x(Rn \Σ)) ∧ (µS′x(Rn \Σ)) = (µT x(Rn \Σ)) ∧ (µSx(Rn \Σ)) = 0.

The case t̄ = 1 is completely analogous, since then

T ′ = T − TxΣ, S′ = S + TxΣ,

and hence µT ′ is concentrated outside of Σ, while T ′
x(Rn\Σ) = T , S′

x(Rn\Σ) = S.
The case when S is rectifiable, while T may be arbitrary, is considered in a

completely symmetric way.
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Lemma 4.7. Let F and G be two concave functionals defined on real flat chains
with finite mass and let F(T, S) := F (T ) +G(S). Suppose that T, S,R be given real
flat chains of finite mass such that R ≤ T and R ≤ S. Then the function

[0, 1] 3 t 7→ F(T − tR, S − (1 − t)R)

is concave. Moreover the same function is strictly concave, if R 6= 0 and either F
or G is strictly concave. In particular, if F is defined as in Problem 1, then the
respective function is concave, if either H is concave, or δ = 0. In this case the
same function is strictly concave, if R 6= 0 and either of the following conditions
hold:

(i) δ = 0, α ∈ (0, 1) and A 6= 0, or

(ii) δ = 0, β ∈ (0, 1) and B 6= 0, or

(iii) H is concave, α ∈ (0, 1) and A 6= 0, or

(iv) H is concave, β ∈ (0, 1) and B 6= 0, or

(v) H is strictly increasing and concave, while δ ∈ (0, 1).

Proof. From Definition 4.1 we know that both the functions

t 7→ F (T − tR), and t 7→ G(S − (1 − t)R)

are concave for t ∈ [0, 1]. It suffices to refer now to Remark 4.3. The case when F

is as in Problem 1 follows then from Lemma 4.5.

5 Auxiliary lemmata

We will need the following auxiliary assertions on convergence of measures and
currents.

Lemma 5.1. Let φ be a signed finite Borel measure with compact support in R
n,

φ(Rn) = 0. Then there exists a sequence of finite weighted sums of Dirac measures
φν such that

φ±ν ⇀ φ±, φν(Rn) = 0.

Proof. Consider two sequences of of finite weighted sums of Dirac measures ψ+
ν ⇀

φ+ and ψ−
ν ⇀ φ− in the ∗-weak sense of measures when ν → ∞ (note that here ψ+

ν

and ψ−
ν do not denote positive and negative parts of some signed measure ψν , but

just some positive measures; in fact, it may happen that ψ+
ν ∧ ψ−

ν 6= 0).
Consider the quantity λν := ψ−

ν (Rn) − ψ+
ν (Rn) and set

ψ̃+
ν := ψ+

ν + λνδ0, ψ̃−
ν := ψ−

ν , if λν ≥ 0,

ψ̃+
ν := ψ+

ν , ψ̃−
ν := ψ−

ν − λνδ0, otherwise.

In this way we have ψ̃+
ν (Rn) = ψ̃−

ν (Rn), while both measures ψ̃±
ν are still non-

negative. Moreover we notice that λν → 0 because ψ±
ν (Rn) → φ±(Rn) as ν → ∞

and φ−(Rn) − φ+(Rn) = φ(Rn) = 0. In particular, λνδ0 ⇀ 0 and hence ψ̃±
ν ⇀ φ±

∗-weakly in the sense of measures as ν → ∞.
We modify now ψ̃±

ν into φ±ν so that φ+
ν ∧ φ−ν = 0. To achieve this result we

define µν := ψ̃+
ν ∧ ψ̃−

ν and
φ±ν := ψ̃±

ν − µν .

Given any ∗-weakly convergent (in the sense of measures) subsequence of {µν}, for
its limit one has µ ≤ φ± because µν ≤ ψ̃±

ν and ψ̃±
ν ⇀ φ± ∗-weakly in the sense
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of measures as ν → ∞. Therefore, minding that φ+ ∧ φ− = 0, one has µ = 0.
Hence, µν ⇀ 0, which implies that φ±ν ⇀ φ± ∗-weakly in the sense of measures as
ν → ∞. On the other hand, by construction, φ+

ν ∧ φ−ν = 0 and hence the measure
φν := φ+

ν − φ−ν has φ±ν as positive and negative parts. Moreover we easily find that

φν(Rn) = φ+
ν (Rn) − φ−ν (Rn) = ψ̃+

ν (Rn) − ψ̃−
ν (Rn) = 0,

concluding the proof.

Lemma 5.2. Let ψν be signed measures on R
n such that ψν ⇀ 0 ∗-weakly in the

sense of measures as ν → ∞, suppψν ⊂ K b R
n, ψν(Rn) = 0 and ψ±

ν (Rn) < +∞.
Then there exists a real flat chain Rν such that ∂Rν = ψν and M(Rν) → 0 as
ν → ∞. Moreover, if ψν is a finite sum of signed Dirac masses, then one may
choose Rν polyhedral.

Proof. Let Rν provide the minimum of T 7→ M(T ) among all the flat chains T
satisfying ∂T = ψν . In other words, Rν solves the classical Monge-Kantorovich
optimal transportation problem of transporting ψ+

ν to ψ−
ν as announced in the

subsection 1.1. Then M(Rν) is a Wasserstein distance between ψ+
ν to ψ−

ν which
metrizes the ∗-weak topology of measures over the set of finite nonnegative Borel
measures over the compact K ⊂ R

n. Hence, M(Rν) → 0 whenever ψν ⇀ 0 ∗-weakly
in the sense of measures as ν → ∞. It is also well-known that if ψν is a finite sum
of signed Dirac masses, then Rν is polyhedral.

Lemma 5.3. Let T be a one-dimensional real normal current. Then there is a
sequence of one-dimensional real polyhedral chains Tν which converges in the flat
norm to T , M(Tν) → M(T ) and also (∂Tν)± ⇀ (∂T )± ∗-weakly in the sense of
measures as ν → ∞. Moreover, if T is acyclic, then one can choose Tν to be acyclic
too.

Proof. Let {φν} be a sequence of finite Borel measures constructed by Lemma 5.1
applied with φ := ∂T . Let also Sν be one-dimensional real polyhedral chains satisfy-

ing Sν
F
⇀ T , M(Sν) → M(T ) as ν → ∞. By Lemma 5.2 applied with ψν := φν−∂Sν

there is a sequence of one-dimensional real polyhedral chains Rν with ∂Rν = ψν

and M(Rν) → 0. Then the current Tν := Sν +Rν satisfy the first part of the lemma

being proven. In fact, Tν
F
⇀ T as ν → ∞ and M(Tν) ≤ M(Sν) + M(Rν). Passing

to the limit we obtain M(Tν) ≤ limν M(Sν) = M(T ) and hence, M(Tν) → M(T ) as
ν → ∞. Also (∂Tν)± = φ± ⇀ (∂T )± as ν → ∞ by construction.

If T is acyclic, we modify Tν in the following way. Let Cν be the cycle of Tν

given by Proposition 3.12 such that T ′
ν := Tν − Cν is acyclic. Up to a subsequence

(not relabeled), Cν
F
⇀ C as ν → ∞. Hence, by Lemma 3.10, M(Cν) → M(C) as

ν → ∞ and C is a cycle of T . Since the only cycle of T is 0 we conclude that

M(Cν) → 0, which means that T ′
ν

F
⇀ T and M(T ′

ν) → M(T ) as ν → ∞. It remains
to observe that ∂T ′

ν = ∂Tν = φν , while by Lemma 3.13 T ′
ν is still polyhedral.

6 Currents versus transports

We call two Lipschitz-continuous curves θ̂1, θ̂2: [0, 1] → R
n equivalent, if there is a

continuous surjective nondecreasing function (called usually “reparameterization”)

φ: [0, 1] → [0, 1] such that θ̂1(t) = θ̂2(φ(t)) for all t ∈ [0, 1]. Let then Θ stand
for the set of equivalence classes of Lipschitz-continuous paths. In this way each
θ ∈ Θ can be clearly identified with some directed rectifiable curve. In the sequel
we will frequently slightly abuse the language, identifying the elements of Θ (i.e.
directed rectifiable curves) with their parameterizations (i.e. Lipschitz-continuous
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paths parameterizing such curves), when it cannot lead to a confusion. We consider
the set Θ to be equipped with the distance

dΘ(θ1, θ2) := inf

{

max
t∈[0,1]

|θ̂1(t) − θ̂2(t)| : θ̂i parameterization of θi, i = 1, 2

}

, (7)

where | · | is the Euclidean norm in R
n. It is easy to see that θν → θ in Θ implies

the Hausdorff convergence of the respective traces, though the converse is clearly
not true. It is further important to mention that clearly every subset of Θ made
by all paths with uniformly bounded length is clearly compact with respect to the
introduced topology. This implies that the whole metric space Θ is σ-compact (i.e.
a countable union of compact sets).

In the sequel we will also use the following notions. We say that σ ∈ Θ is
contained in a given θ ∈ Θ, if for some parameterizations of σ and θ and for some
continuous nondecreasing φ : [0, 1] → [0, 1] one has θ(φ(t)) = σ(t) for all t ∈ [0, 1],
which means that σ represents a “piece” of θ. Finally, we call θ ∈ Θ an arc, if it is
injective.

To each θ ∈ Θ we associate the integral one-dimensional current [[θ]] defined by
the formula

[[θ]](ω) :=

∫ 1

0

〈θ̇(t), ω(θ(t))〉 dt

(note that the latter integral does not depend on the parameterization of θ so it is
well defined on equivalence classes θ ∈ Θ). We also define the parametric length of
θ as

`(θ) :=

∫ 1

0

|θ̇(t)| dt.

Clearly, one has

M([[θ]]) = sup{[[θ]](ω) : ‖ω‖∞ ≤ 1} ≤ `(θ).

The following rather simple assertion is valid.

Lemma 6.1. The map θ ∈ Θ 7→ [[θ]] is a continuous embedding of each subset
of curves from Θ with uniformly bounded lengths into the space of integral one-
dimensional currents endowed with weak topology of currents.

Proof. Let θν ∈ Θ be curves with uniformly bounded length, i.e. `(θν) ≤ C < +∞
for all ν ∈ N. One has to prove that θν → θ ∈ Θ as ν → ∞ implies [[θν ]](ω) → [[θ]](ω)
for every C

∞ 1-form ω. Consider the parameterizations of θν with |θ̇ν | ≤ C for
all t ∈ [0, 1]. Since θν(t) for all t ∈ [0, 1] and for all ν ∈ N are all contained
in some neighborhood of θ, one has that the sequence θν is weakly compact in
W 1,2([0, 1]; Rn). Hence, up to a subsequence (not relabeled) θν ⇀ σ weakly in
W 1,2([0, 1]; Rn) as ν → ∞ for some σ ∈ W 1,2([0, 1]; Rn), which in particular means
that σ = θ, and hence θ̇ν ⇀ θ̇ weakly in L2([0, 1]; Rn) as ν → ∞. Hence,

[[θν ]](ω) =

∫ 1

0

〈θ̇ν(t), ω(θν(t))〉 dt →
∫ 1

0

〈θ̇(t), ω(θ(t))〉 dt = [[θ]](ω)

as ν → ∞.

Given a transport η on Θ we define a functional Tη on 1-forms as follows

Tη(ω) :=

∫

Θ

[[θ]](ω) dη(θ). (8)

The following theorem shows that Tη is a normal current under natural assumptions
on η.
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Theorem 6.2. Let η be a finite Borel measure on Θ satisfying

∫

Θ

M([[θ]]) dη(θ) < +∞.

Then (8) defines a normal one-dimensional current T = Tη on R
n with

∂T = η(1) − η(0), where η(i) := (ti)#η, ti(θ) := θ(i), i = 0, 1.

In particular, if η(1) ∧ η(0) = 0, then

(∂T )+ = η(1), (∂T )− = η(0).

Furthermore, for all Borel sets e ⊂ R
n one has

µT (e) ≤
∫

Θ

M([[θ]]xe) dη(θ). (9)

Proof. We have to prove that T = Tη is continuous on C
∞ 1-forms, has finite mass

and finite boundary mass. According to the definition of mass

M(T ) := sup{T (ω) : |ω(x)| ≤ 1 for all x ∈ R
n}

and hence

M(T ) ≤
∫

Θ

M([[θ]]) dη(θ) < +∞.

Analogously, the relationships

µT (U) = sup{T (ω) : |ω(x)| ≤ 1, suppω ⊂ U for all x ∈ R
n},

M([[θ]]xU) = sup{([[θ]](ω) : |ω(x)| ≤ 1, suppω ⊂ U for all x ∈ R
n},

for every open set U ⊂ R
n imply

µT (e) ≤
∫

Θ

M([[θ]]xe) dη(θ)

for every open set e ⊂ R
n, and hence, for every Borel set e ⊂ R

n. Finally, the
computation of the boundary

∂T (f) = T (df) =

∫

Θ

(∫ 1

0

〈∇f(θ(t)), θ̇(t)〉 dt
)

dη(θ)

=

∫

Θ

(∫ 1

0

d

dt
f ◦ θ dt

)

dη(θ)

=

∫

Θ

[f(θ(1)) − f(θ(0))] dη(θ)

=

∫

Θ

f(t1(θ)) dη(θ) −
∫

Θ

f(t0(θ)) dη(θ)

=

∫

Rn

f(x) d(η(1) − η(0)),

concludes the proof.

It is worth mentioning that the inequality in (9) may be strict, as the following
example shows.
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Example 1. Let ei, i = 1, 2 stand for the unit vectors along axis xi in R
2, and

let Θ1 ⊂ Θ be a set of paths θ in Q := [0, 1] × [0, 1] admitting a parameterization
θ(t) = (t, x2), t ∈ [0, 1], for some x2 ∈ [0, 1]. Define η1 by the formula

η1(e) := H
1(t0(e ∩ Θ1))

for all Borel e ⊂ Θ, where t0(θ) := θ(0). Clearly, Tη1
= e1 ∧ L

2
xQ. Analogously,

letting Θ2 ⊂ Θ be a set of paths θ admitting a parameterization θ(t) = (x1, t),
t ∈ [0, 1], for some x1 ∈ [0, 1], and defining η2 by the formula

η2(e) := H
1(t0(e ∩ Θ2))

for all Borel e ⊂ Θ, we get Tη2
= e2 ∧ L

2
xQ. Now, setting η := η1 + η2, one has

Tη = Tη1
+ Tη2

= (e1 + e2) ∧ L
2
xQ, and hence, M(Tη) =

√
2, while

∫

Θ

M([[θ]]) dη =

∫

Θ1

M([[θ]]) dη1 +

∫

Θ2

M([[θ]]) dη2 = 2 > M(Tη).

We now prove a converse statement, i.e. that given a normal real one-dimensional
current T , there is a transport η satisfying T = Tη.

Theorem 6.3. Given a one-dimensional acyclic real normal current T with com-
pact support, there exists a Borel measure η over Θ such that T = Tη as defined
by (8) and

M(T ) =

∫

Θ

M([[θ]]) dη(θ). (10)

Moreover, one can choose an η so that

η(1) = (∂T )+, η(0) = (∂T )−, (11)

where (∂T )± are the positive and the negative part of the measure ∂T respectively,
while η-a.e. θ ∈ Θ is an arc.

Remark 6.4. In view of Theorem 6.2, the claim (10) is equivalent to a formally
weaker one

M(T ) ≥
∫

Θ

M([[θ]]) dη(θ).

Apart from the claim (11), which is indeed used in the sequel, the above theorem
is in fact contained (though in quite different terminology) in theorem C from [17].
Since the relationship between one-dimensional flat chains of finite mass and trans-
ports is of utmost importance in the sequel, we provide here the complete and
independent proof of the result.

Before proving the above Theorem 6.3 in the general case, we need to prove a
similar assertion valid only for one-dimensional real polyhedral chains, as given by
the following lemma.

Lemma 6.5. Let T be a one-dimensional real polyhedral chain. Then there exists
a Borel measure η over Θ such that T = Tη and

M(T ) =

∫

Θ

M([[θ]]) dη(θ) =

∫

Θ

`(θ) dη(θ) (12)

and η-a.e. θ is supported on suppT . Further, if T is also acyclic, then one can
choose η so as to satisfy

η(1) = (∂T )+, η(0) = (∂T )−. (13)

If one does not require (13), one can choose η so as to have H
1(θ) ≤ diam suppT

for η-a.e. θ ∈ Θ.
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Proof. Every one-dimensional real polyhedral chain T can be written as a finite
sum

T =
∑

ν

θνTν ,

where θν > 0 are real multiplicities, and Tν are currents associated to oriented
segments Tν = [[aν , bν ]] (called further edges of T ) with non overlapping interior.

Step 1. If T is a generic one-dimensional real polyhedral chain, consider the
Lipschitz curves σν defined by σν(t) := (1 − t)aν + tbν for all t ∈ [0, 1], and set

η :=
∑

ν

θνδσν
,

where δσν
is the Dirac measure concentrated on σν ∈ Θ. Clearly, we have

T (ω) =
∑

ν

∫

σν

θν ω · (bν − aν) =
∑

ν

θν [[σν ]](ω) =

∫

Θ

[[σ]](ω) dη(σ), (14)

i.e. T = Tη. By construction one also has M([[σ]]) = `(σ) for η-a.e. σ ∈ Θ, and hence

M(T ) =
∑

ν

|θν | · |bν − aν | =

∫

Θ

`(σ) dη(σ), (15)

while η-a.e. θ ⊂ Θ is a segment, θ ⊂ suppT , and hence H
1(θ) ≤ diam suppT .

Step 2. To consider the case of an acyclic T , we introduce some extra no-
tation. We say that an ordered finite collection of edges (Tν1

, . . . , TνN
), where

Tνi
:= [[aνi

, bνi
]], i = 1, . . . , N , is a path in T , if bνi

= aνi+1
for i = 1, . . . , N − 1.

We say that such a path is closed, if also bνN
= aν1

. Choosing θ0 > 0 to be the
minimum of θν over all ν, we notice that the current

N
∑

i=1

θ0Tνi

is a subcurrent of T . An acyclic T contains therefore no closed paths. Finally, given
a path in T , we can extend it forward, if there exists an edge Tν of T such that
aν = bνN

, and backward, if there exists and edge Tν such that bν = aν1
.

Let T be acyclic. We consider a path with a single edge Tν̄ such that θν̄ = θ0.
We extend this path as much as possible forward and backward. At each extension
step the path is not closed, hence the path is composed by different edges. Since
there is only a finite number of edges in T , this extension process must finish in a
finite number of steps. We obtain in this way a maximal path containing Tν̄ . Let
(Tν1

, . . . , TνN
) be this maximal path and consider the corresponding current

P0 :=

N
∑

i=1

θ0Tνi
.

Clearly, P0 is a subcurrent of T and ∂P0 = [[bνN
]]−[[aν1

]]. Since this path is maximal,
there is no edge Tν with endpoint bν = aν1

, and thus [[aν1
]] is a subcurrent of (∂T )−.

Analogously [[bνN
]] is a subcurrent of (∂T )+. One has

P0(ω) =

∫

Θ

[[σ]](ω) dη0(σ),

where η0 := θ0δσ0
is the Dirac measure with mass θ0 concentrated on the curve

σ0 ∈ Θ, the latter curve representing the polygonal line [a1, b1] ◦ . . . ◦ [aN , bN ]
(starting at a1 and ending at bN). Hence η0(1) = (∂P0)

+ and η0(0) = (∂P0)
−.
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The current T ′ = T − P0 is itself a polyhedral acyclic current with strictly less
edges than T , because the edge Tν̄ is not included in T ′. Repeating the previous
construction with T ′ in place of T we find a subcurrent P1 representing a path in
T ′ and such that

P1(ω) =

∫

Θ

[[σ]](ω) dη1(σ)

with η1(1) = (∂P1)
+ and η1(0) = (∂P1)

−. A finite number of such steps will clearly

exhaust T and yield a decomposition T =
∑k

i=0 Pk such that the corresponding

measure η :=
∑k

i=0 Pk has the required properties.

We are now able to prove the general Theorem 6.3.

Proof. (of Theorem 6.3) We divide the proof in two steps.
Step 1. Given an arbitrary one-dimensional real flat chain T , we consider a

sequence Tν of one-dimensional polyhedral chains which converges to T in the flat
norm and M(Tν) → M(T ) as ν → ∞, hence in particular M(Tν) ≤ M(T ) + 1 for all
sufficiently large ν ∈ N. By Lemma 6.5, for each Tν we find a transport ην satisfying

Tν(ω) =

∫

Θ

[[θ]](ω) dην(θ),

M(T ) =

∫

Θ

M([[θ]]) dην (θ) =

∫

Θ

`(θ) dην(θ)

(16)

for all C
∞ 1-forms ω. Since T is acyclic, we choose Tν according to Lemma 5.3, i.e.

so that in addition (∂Tν)± ⇀ (∂T )± in the ∗-weak sense of measures when ν → ∞.
In this case by Lemma 6.5 one can choose a transport ην satisfying additionally

ην(1) = (∂Tν)+, ην(0) = (∂Tν)−. (17)

In particular, the total masses ην(Θ) are uniformly bounded.
In view of (16) we have the estimate

∫

Θ

`(θ) dην = M(Tν) ≤ M(T ) + 1.

Further, without loss of generality we may assume that the traces of ην -a.e. θ ∈ Θ
are supported on some compact Ω ⊂ R

n. We may invoke therefore Lemma 6.7
below, obtaining that up to a subsequence (not relabeled) ην ⇀ η in the narrow
sense of measures for some finite Borel measure η, and, moreover, that one may
pass to the limit as ν → ∞ in both sides of the first relationship of (16) obtaining
therefore T (ω) = Tη(ω) for each C

∞ 1-form ω, and hence T = Tη. One shows in
addition that (11) is valid by passing to the limit as ν → ∞ in both sides of (17).

Furthermore, note that

M(Tν) =

∫

Θ

M([[θ]]) dην (θ) (18)

by the second relationship of (16). Hence, minding that the functional θ ∈ Θ →
M([[θ]]) is l.s.c., and hence, the integral in the right-hand side of the above relation-
ship is l.s.c. with respect to narrow convergence of ην , by passing to a limit in both
sides of (18) as ν → ∞, we deduce

M(T ) = lim
ν

M(Tν) = lim
ν

∫

Θ

M([[θ]]) dην (θ) ≥
∫

Θ

M([[θ]]) dη(θ),

which provides (10) once one recalls Remark 6.4.
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We also consider for further use the functional M ′ : Θ → R
+ defined by

M ′(η) :=

∫

Θ

`(θ) dη. (19)

It is l.s.c. with respect to the narrow convergence of measures (because the para-
metric length `(·) is l.s.c. in Θ). Hence, minding that for each ην one has by
construction M ′(ην) = M(Tν), we get M ′(η) ≤ M(T ) < +∞.

Step 2. Finally, for T acyclic, we consider an η minimizing M ′ over the set E
of all the transports η′ satisfying T = Tη′ , as well as (10) and (11). To prove the
existence of such an η recall that the latter set of transports is nonempty in view of
Step 1. Consider now a minimizing sequence {ην} ⊂ E for M ′. By the final remark
of Step 1 one has M ′(ην) ≤ C < +∞ for some C > 0. Further, without loss of
generality we may assume that the traces of ην -a.e. θ ∈ Θ are supported on some
compact Ω ⊂ R

n. Hence by Lemma 6.7, the sequence {ην} admits a subsequence
(further, as usual, not relabeled) converging to some transport η in the narrow sense
of measures, while T = Tην

→ Tη in the weak sense of currents as ν → ∞, and thus
T = Tη. Since by the same lemma ην(i) ⇀ η(i), i = 0, 1, in the narrow sense of
measures, then also (11) holds for η, while acting as in Step 1, we get the validity
of (10) for η. Summing up, we get η ∈ E. Minding that M ′ is l.s.c. with respect to
the narrow convergence of measures, we get that η is a minimizer of M ′ over E.

Let f : Θ → Θ and g: Θ → Θ be given by Lemma 6.6. Then Tf#η is a cycle of
T = Tη. Hence, Tf#η = 0. This means [[f(θ)]] = 0 for η-a.e. θ ∈ Θ. We have thus
[[g(θ)]] = [[θ]] for η-a.e. θ ∈ Θ. Hence, Tg#η = Tη = T , and g#η ∈ E, so

M ′(g#η) =

∫

Θ

`(g(θ)) dη(θ) ≤
∫

Θ

`(θ) dη(θ).

Therefore, by the minimality of η for M ′, we get `(g(θ)) = `(θ)−λ(θ) = `(θ), hence
λ(θ) = 0 for η-a.e. θ ∈ Θ. This means that η-a.e. θ ∈ Θ is an arc, which concludes
the proof.

The following technical assertions have been used in the proof of Theorem 6.3.

Lemma 6.6. The following assertions are valid.

(i) There is a map f : Θ → Θ measurable with respect to all transports such
that f(θ) is a loop (i.e. a simple closed curve) of maximum parametric length
contained in θ ∈ Θ, i.e.

`(f(θ)) = sup {`(σ) : σ is a loop contained in θ}

(the latter supremum being attained).

(ii) There is a map g: Θ → Θ measurable with respect to all transports such that
for all θ ∈ Θ one has that θ = g(θ) ∪ f(θ) (as traces), [[θ]] = [[g(θ)]] + [[f(θ)]],
while

`(g(θ)) < `(θ), H
1(g(θ)) < H

1(θ),

unless θ is an arc, and, finally, g(θ) = θ, if and only if θ is an arc.

Proof. We construct a map f : Θ → Θ satisfying claim (i) as follows. For every
θ ∈ Θ and x ∈ θ we let C(θ, x) stand for the set of curves contained in θ starting
and ending at x. In case x 6∈ θ we define C(θ, x) to be a set consisting just of a
single curve θx defined by θx(t) := x for all t ∈ [0, 1], i.e. of a “constant” curve the
trace of which reduces to just one point x. Note that θx ∈ C(θ, x) for all x ∈ R

n.
Defined in this way, the multivalued map

(θ, x) ∈ Θ × R
n 7→ C(θ, x) ⊂ Θ
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is l.s.c. (as a multivalued map), and hence Borel measurable. Therefore, recalling
that ` : Θ → R is l.s.c. one gets the Borel measurability of the single-valued map

λ : θ ∈ Θ 7→ sup
x∈Rn

sup{`(σ) : σ ∈ C(θ, x)} ∈ R.

Clearly, λ(θ) gives the length of a maximal loop contained in θ. Finally, we define

F : θ ∈ Θ 7→
{

σ ∈
⋃

x∈θ

C(θ, x) : `(σ) = λ(θ)

}

⊂ Θ.

By the von Neumann-Aumann measurable selection theorem (theorem III.22 and
III.23 from [11], or, equivalently, corollary 5.5.8 from [18]) one can find a selec-
tion f : θ → Θ of the multivalued map F which is measurable with respect to all
transports η. Clearly, f(θ) is a loop of maximal length contained in θ.

Define now g : Θ → Θ as a union of two curvilinear segments, by setting

g(θ) := [θ(0), f(θ)(0)] ◦ [f(θ)(1), θ(1)].

Clearly, g(θ) is obtained by “cancelling” the loop f(θ) from θ. The properties of
g announced in claim (ii) follow immediately since `(g(θ)) = `(θ) − λ(θ), while
g(θ) = θ, if and only if f(θ) = θx for some x ∈ θ, i.e. when θ is an arc.

Lemma 6.7. Let {ην} be a sequence of nonnegative finite Borel measures over Θ
with uniformly bounded total masses, and denote Tν := Tην

. Assume that for some
one-dimensional real flat chain T with M(T ) < +∞ one has Tν ⇀ T weakly in the
sense of currents, M(Tν) → M(T ) as ν → ∞, and

M ′(ην) :=

∫

Θ

`(θ) dην ≤ C < +∞

for all ν ∈ N, while there is such a compact Ω ⊂ R
n that for each ν ∈ N, the traces

of ην-a.e. θ ∈ Θ are supported in Ω. Then there exists a transport η such that up to
a subsequence (not relabeled), ην ⇀ η (and in particular, ην(i) ⇀ η(i), i = 0, 1) in
the narrow sense of measures. Further, one has T = Tη, if either of the following
two conditions hold:

(i) all ην are concentrated on some compact subset of Θ (independent of ν), or

(ii) T is acyclic and

M(Tν) =

∫

Θ

M([[θ]]) dην (θ)

for all ν ∈ N.

Proof. Since for every c > 0 one has

M ′(ην) =

∫

Θ

`(θ) dην ≥ cην({`(θ) > c}),

we conclude
ην({`(θ) > c}) ≤ C/c.

Recalling now that the set {θ ∈ Θ: `(θ) ≤ c, θ ⊂ Ω} is a compact subset of Θ, we see
that the sequence ην is tight in the sense of measures. Hence, up to a subsequence
(not relabeled), ην ⇀ η as ν → ∞ in the narrow sense of measures for some finite
Borel measure η over Θ. The convergence ην(i) ⇀ η(i), i = 0, 1, as ν → ∞ follows
from the fact that a push-forward operator by means of a continuous function is
continuous with respect to narrow convergence of measures.
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In the case when (i) holds, i.e. all ην are concentrated on some compact subset
of Θ, one immediately gets

Tν(ω) =

∫

Θ

[[θ]](ω) dην(θ) →
∫

Θ

[[θ]](ω) dη(θ) = Tη(ω)

as ν → ∞, and hence T = Tη.
Consider now the case when (ii) holds, and in particular, ην are non necessarily

concentrated on some (unique) compact subset of Θ. We show first that

φ(k) := lim sup
ν

∫

{`(θ)>k}

`(θ) dην(θ) → 0 when k → +∞. (20)

In fact, otherwise there exists a c > 0 such that for a subsequence of ην (not
relabeled) one has

∫

{`(θ)>ν}

`(θ) dην(θ) ≥ c.

Consider then η′ν := ηνx{`(θ) > ν}, and Sν := Tη′

ν
. By Remark 6.9, each Sν is

a subcurrent of Tν , and hence by Lemma 3.10 one gets that up to a subsequence
(again not relabeled) Sν ⇀ S weakly in the sense of currents as ν → ∞, while S is
a subcurrent of T and M(S) ≥ c. On the other hand, since η′ν ⇀ 0,

∂Sν = η′ν(1) − η′ν(0) ⇀ 0

weakly in the sense of measures as ν → ∞, hence ∂S = 0 and, by acyclicity of T ,
one gets S = 0, giving a contradiction. Hence, the claim (20) is proven.

Fix now an arbitrary regular 1-form ω, and for each θ ∈ Θ, k ∈ N set

fk(θ) :=

{

[[θ]](ω), `(θ) ≤ k,

0, otherwise.

One gets

∣

∣

∣

∣

∫

Θ

[[θ]](ω) dην (θ) −
∫

Θ

fk(θ) dην(θ)

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∫

{`(θ)>k}

[[θ]](ω) dην (θ)

∣

∣

∣

∣

∣

≤ ‖ω‖∞
∫

{`(θ)>k}

M([[θ]]) dην (θ) ≤ ‖ω‖∞
∫

{`(θ)>k}

`(θ) dην(θ) = ‖ω‖∞φ(k).

Minding that for each k fixed, by Lemma 6.1 the map fk in Θ, one has

∫

Θ

fk(θ) dην(θ) →
∫

Θ

fk(θ) dη(θ),

as ν → ∞, and we arrive at the estimate
∫

Θ

fk(θ) dη(θ) − ‖ω‖∞φ(k) ≤ lim inf
ν

∫

Θ

[[θ]](ω) dην (θ) ≤ lim sup
ν

∫

Θ

[[θ]](ω) dην (θ)

≤
∫

Θ

fk(θ) dη(θ) + ‖ω‖∞φ(k).

Letting k → +∞ in the above estimate and taking into account (20), we get

Tν(ω) → sup
k

∫

Θ

fk(θ) dη(θ) =

∫

Θ

[[θ]](ω) dη(θ) = Tη(ω)

as ν → ∞, which allows to conclude that T = Tη.
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It is worth remarking that the requirement of acyclicity of the “limit current”
T in (ii) of the above Lemma 6.7 is essential as shown in the example below.

Example 2. Consider the sequence of curves in R
2 admitting the parameterization

θν(t) := (1 + t/ν)(cos(2πνt), sin(2πνt)), t ∈ [0, 1], and define ην := 1
ν δθν

be the
transport concentrated on θν ∈ Θ and having total mass 1/ν. Define also θ̄(t) :=
(cos(2πt), sin(2πt)) and let η := δθ̄ be the transport concentrated on θ̄ with unit
total mass. Clearly ην ⇀ 0 in the narrow sense of measures as ν → ∞ (in fact,

ην(Θ) = 1/ν). On the other hand, Tην

F
⇀ Tη 6= 0 as ν → ∞ . However, this is

not in contradiction with the above Lemma 6.7 because clearly ∂Tη = 0, i.e. Tη is a
cycle.

We concentrate now our attention on the restriction to a given Borel set of the
currents of the form T = Tη.

Proposition 6.8. Let T be a normal one-dimensional current and η be such a
transport that T = Tη and

M(T ) =

∫

Θ

M([[θ]]) dη(θ). (21)

Then µT = µ[[θ]] ⊗ η, i.e.

µT (e) =

∫

Θ

M([[θ]]xe) dη(θ), (22)

and, moreover,

Txe(ω) =

∫

Θ

[[θ]]xe(ω) dη(θ), (23)

for every Borel set e ⊂ R
n, where

[[θ]]xe(ω) =

∫

θ−1(e)

〈θ̇(t), ω(θ(t))〉 dt

(note that the latter integral is independent on the choice of parameterization of θ).

Remark 6.9. The relationship (21) implies also that for every Borel e ⊂ Θ the
current S := Tηxe is a subcurrent of T . In fact, in this case T − S = Tηxec , where
ec := Θ \ e, and thus, by Theorem 6.2

M(S) ≤
∫

Θ

M([[θ]]) dηxe(θ),

M(T − S) ≤
∫

Θ

M([[θ]]) dηxec(θ).

Hence, summing the above inequalities, one gets

M(S) + M(T − S) ≤
∫

Θ

M([[θ]]) dη(θ) = M(T ).

Proof. The claim (22) follows immediately since by Theorem 6.2 one has

µT (e) ≤
∫

Θ

M([[θ]]xe) dη(θ)

for every Borel set e ⊂ R
n, while according to (21) the latter estimate becomes an

equality for e := R
n.
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Since µT = µ[[θ]] ⊗ η, then fν → g in L1(µT ) as ν → ∞, implies fν → g in
L1(µ[[θ]]) for η-a.e. θ ∈ Θ. We use this observation to prove the last claim (23). For
this purpose let {fν} be a sequence of smooth functions which converge to 1e in
L1(µT ) as ν → ∞. Since µT has finite total mass, Txe(ω) := limν T (fν ∧ ω). But
then

T (fν ∧ ω) =

∫

Θ

[[θ]](fν ∧ ω) dη(θ)

=

∫

Θ

(∫

θ

fν(ξ)〈ω(ξ), τθ(ξ)〉 dµ[[θ]](ξ)

)

dη(θ).

As we just observed, for η-a.e. θ one has then
∫

θ

fν(ξ)〈ω(ξ), τθ(ξ)〉dµ[[θ]](ξ) →
∫

θ∩e

〈ω(ξ), τθ(ξ)〉 dµ[[θ]](ξ) =: [[θ]]xe(ω).

as ν → ∞. Moreover,
∣

∣

∣

∣

∫

θ

fν(ξ)〈ω(ξ), τθ(ξ)〉 dµ[[θ]](ξ)

∣

∣

∣

∣

≤ ‖ω‖∞
∣

∣

∣

∣

∫

θ

fν dµ[[θ]]

∣

∣

∣

∣

and for η-a.e. θ one has
∫

θ

fν dµ[[θ]] → µ[[θ]](e)

as ν → ∞. Hence,
∣

∣

∣

∣

∫

θ

fν(ξ)〈ω(ξ), τθ(ξ)〉 dµ[[θ]]

∣

∣

∣

∣

≤ 2‖ω‖∞µ[[θ]](e).

Since
∫

Θ

µ[[θ]](e) dη(θ) ≤
∫

Θ

M([[θ]]) dη(θ) ≤ M(T ),

one also has that the functions

θ 7→
∣

∣

∣

∣

∫

θ

fν〈ω, τθ〉 dµ[[θ]]

∣

∣

∣

∣

is bounded by a function in L1(η). Hence by the Lebesgue convergence theorem,
we obtain the desired result (23).

7 Mass estimates

We first announce the following technical lemma which is practically contained in
the proof of the rectifiability theorem for currents.

Lemma 7.1. Let T be a k-dimensional real flat chain with finite mass M(T ) <∞,
and set

θT (x) := Θ∗
k(µT , x), ΣT := {x ∈ R

n : 0 < θT (x) < +∞} .

Then ΣT is countably (Hk, k)-rectifiable, and for H
k-a.e. x ∈ ΣT one has

Θ∗
k(µT , x) = Θk∗(µT , x),

while
µT xΣ = θT H

k
x(ΣT ∩ Σ)

for every countably (Hk , k)-rectifiable set Σ ⊂ R
n.
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Proof. We first claim
H

k
xΣT � ϕ := µT xΣT .

In fact, if e ⊂ ΣT , then

e =
∞
⋃

j=1

ej , where ej :=

{

x ∈ e : Θ∗
k(µT , x) ≥

1

j

}

,

and thus µT (e) = 0 implies by [2, Theorem 2.56] the estimate

H
k(ej) ≤ jµT (ej) ≤ jµT (e) = 0,

hence, H
k(e) = 0 proving the announced claim.

Assume now that e ⊂ ΣT is purely (Hk , k)-unrectifiable. Then µT (e) = 0 by
theorem 3.1 from [19], and hence H

k(e) = 0, which proves the countable (Hk, k)-
rectifiability of ΣT .

Observe now that ϕ = 1ΣT
µT , and hence

ϕ(Br(x))

µT (Br(x))
→ 1

as r → 0+ for µT -a.e. x ∈ ΣT , and hence also for H
k-a.e. x ∈ ΣT . Minding that

ϕ(Br(x))

ωkrk
=

ϕ(Br(x))

µT (Br(x))
· µT (Br(x))

ωkrk
,

we get
Θ∗

k(ϕ, x) = Θ∗
k(µT , x) and Θk∗(ϕ, x) = Θk∗(µT , x) (24)

for H
k-a.e. x ∈ ΣT .

We now claim
ϕ � H

k
xΣT . (25)

In fact, if e ⊂ ΣT , then

e =
∞
⋃

j=1

ej , where ej := {x ∈ e : Θ∗
k(µT , x) ≤ j}.

Hence, H
k(e) = 0 implies by [2, Theorem 2.56] the estimate

µT (ej) ≤ 2kjHk(ej) ≤ 2kjHk(e) = 0,

and therefore, µT (e) = 0 proving ϕ� H
k
xΣT .

Minding now that (25) implies Θ∗
k(ϕ, x) = Θk∗(ϕ, x) for H

k-a.e. x ∈ ΣT , we get
from (24) that

Θ∗
k(µT , x) = Θk∗(µT , x)

for H
k-a.e. x ∈ ΣT .

Finally, to show the last claim of the statement being proven, it is enough
to prove it for an arbitrary countably (Hk , k)-rectifiable set Σ ⊂ R

n satisfying
H

k(Σ) < +∞. Clearly,

µT (Σ ∩ ΣT ) = ϕ(Σ) =

∫

ΣT

θT dH
k . (26)

We write now

µT (Σ \ ΣT ) = µT (Σ ∩ {Θ∗
k(µT , x) = +∞}) + µT (Σ ∩ {Θ∗

k(µT , x) = 0}).
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But

H
k
(

{Θ∗
k(µT , x) = +∞}

)

= H
k





∞
⋂

j=1

{Θ∗
k(µT , x) ≥ j}





= inf
j

H
k ({Θ∗

k(µT , x) ≥ j}) ≤ inf
j

1

j
µT ({Θ∗

k(µT , x) ≥ j})

≤ inf
j
µT (Rn)/j = 0,

hence, µT {Θ∗
k(µT , x) = +∞})) = 0 by (25). On the other hand,

µT (Σ ∩ {Θ∗
k(µT , x) = 0}) = µT





∞
⋂

j=1

{x ∈ Σ: Θ∗
k(µT , x) ≤ 1/j}





= inf
j
µT ({x ∈ Σ: Θ∗

k(µT , x) ≤ 1/j})

≤ inf
j

2k

j
H

k(Σ) = 0.

Putting the above estimates together, we get µT (Σ ∩ ΣT ) = 0, which together
with (26) concludes the proof of the last claim.

Given a transport η, we define the transiting mass function aη : R
n → R by

setting
aη(x) := η({θ ∈ Θ : x ∈ Θ}).

In other words, aη(x) measures the number of people passing through the point
x ∈ R

n. We may now announce the following result.

Lemma 7.2. Let T be a one-dimensional real flat chain with compact support and
finite mass M(T ) < +∞. Let η be given by Theorem 6.3 and let θT be defined as in
Lemma 7.1. Then

(i) aη is u.s.c.;

(ii) if T is acyclic, then θT (x) = aη(x) for H
1-a.e. x ∈ R

n.

Proof. For each x ∈ R
n define the function 1x : Θ → R by the formula

1x(σ) :=

{

1, if x ∈ σ,

0, otherwise.

Clearly, 1x is u.s.c. To prove (i), it is enough therefore to observe that

aη(x) =

∫

Θ

1x(σ) dη(σ)

and to apply Fatou’s lemma.
To prove (ii), it is enough to show that for an acyclic T one has

(A) for each countably (H1, 1)-rectifiable set Σ ⊂ R
n one has θT (x) = aη(x) for

H
1-a.e. x ∈ Σ;

(B) θT (x) ≥ aη(x)/2 for H
1-a.e. x ∈ R

n.
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In fact, the set ΣT is countably (H1, 1)-rectifiable by Lemma 7.1, and hence θT (x) =
aη(x) for H

1-a.e. x ∈ ΣT by (A). On the other hand, for H
1-a.e. x 6∈ ΣT one has

θT (x) = 0, and hence aη(x) = 0 by (B), which shows (ii).
We thus prove now (A) and (B). To show the validity of (A), recall that due

to Theorem 6.3, minding that η-a.e. σ′ ∈ Θ is an arc, one has for all σ ∈ Θ the
following equalities

µT (σ) =

∫

Θ

M([[σ′]]xσ) dη(σ′) =

∫

Θ

H
1(σ′ ∩ σ) dη(σ′)

=

∫

Θ

(∫

σ

1x(σ′) dH1(x)

)

dη(σ′) =

∫

σ

(∫

Θ

1x(σ′) dη(σ′)

)

dH1(x)

=

∫

σ

aη dH
1.

On the other hand, by Lemma 7.1,

µT (σ) =

∫

σ

θT dH
1,

which proves
∫

σ

θT dH
1 =

∫

σ

aη dH
1

for every Lipschitz curve σ. The latter clearly implies (A).
To prove (B) let a point x ∈ R

n be fixed and let ε > 0. Consider the sets

A(x) := {σ ∈ Θ: x ∈ σ},
Aρ(x) := {σ ∈ A(x) : M([[σ]]xBρ(x)) ≥ ρ},
A′

ρ(x) := A(x) \Aρ(x),

C+
ρ (x) := {σ ∈ Θ: σ(0) ∈ Bρ(x)},

C−
ρ (x) := {σ ∈ Θ: σ(1) ∈ Bρ(x)},
Cρ(x) := C+

ρ (x) ∩ C−
ρ (x).

One has η(C±
ρ (x)) = (t0,1)#η(Bρ(x)) = (∂T )±(Bρ(x)) and hence η(Cρ(x)) ≤

(∂T )+(Bρ(x))∧ (∂T )−(Bρ(x)) → 0 as ρ→ 0+. In particular there exists δ > 0 such
that for every ρ < δ one has η(Cρ(x)) < ε.

Notice that in view of Theorem 6.3, η-a.e. σ ∈ Θ is an arc. Hence for η-a.e.
σ ∈ A(x) if either σ(0) 6∈ Bρ(x) or σ(1) 6∈ Bρ(x) one has M([[σ]]xBρ(x)) ≥ ρ.
This proves that η(A′

ρ(x) \ Cρ(x)) = 0. Hence η(A′
ρ(x)) ≤ ε and, consequently,

η(Aρ(x)) = η(A(x)) − η(A′
ρ(x)) ≥ aη(x) − ε.

To conclude, note that

M(TxBρ(x))

2ρ
=

1

2ρ

∫

Θ

M([[σ]]xBρ(x)) dη(σ)

≥ 1

2ρ

∫

Aρ(x)

M([[σ]]xBρ(x)) dη(σ)

≥ ρ(aη(x) − ε)

2ρ
= (aη(x) − ε)/2,

so that for H
1-a.e. x ∈ R

n one has θT (x) ≥ (aη(x) − ε)/2 and since this is true for
every ε > 0, the conclusion (B) follows.

Theorem 7.3. If T is an acyclic one-dimensional normal current, then

θT (x) ≤ 1

2
M(∂T )

for H
1-a.e. x ∈ R

n.
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Proof. If T is an acyclic normal current, then from Theorem 6.3 one has T = Tη

for some transport η such that η(0) = (∂T )+. Then, minding that ΣT is countably
(H1, 1)-rectifiable by Lemma 7.1, we get from Lemma 7.2(ii) that θT (x) = aη(x)
for H

1-a.e. x ∈ ΣT . But

aη(x) ≤ η(Θ) ≤ η(0)(Rn) =
1

2
M(∂T ),

and thus θT (x) ≤ M(∂T )/2 for H
1-a.e. x ∈ ΣT . On the other hand, H

1-a.e. on
R

n \ ΣT one has θT = 0 (since it has been shown in the proof of Lemma 7.1 that
H

1({θT = +∞}) = 0), which concludes the proof.

The assertion below may be regarded as a version of the Sobolev-Poincaré in-
equality for one-dimensional real flat chains.

Theorem 7.4. Let T be an acyclic one-dimensional real flat chain of finite mass
M(T ) < +∞ and assume that S ≤ T . Then

M
β(S) ≤ 1

2β−α
M

α(S)M(∂T )β−α

for all α ∈ [0, 1], β ∈ [α, 1]. In particular,

M(S) ≤ 1

21−α
M

α(S)M(∂T )1−α

for every α ∈ [0, 1].

Proof. By Theorem 7.3 the claim is easily proven when S is rectifiable and T is
normal. In fact, in this case one may consider ΣS ⊂ ΣT , θS ≤ θT . Therefore

M
β(S) =

∫

ΣS

θβ
S dH

1 = (M(∂T )/2)β

∫

ΣS

(

θS

M(∂T )/2

)β

dH1

≤ (M(∂T )/2)β

∫

ΣS

(

θS

M(∂T )/2

)α

dH1

=
1

2β−α
M

α(S)M(∂T )β−α.

To prove the claim in the general case, it is enough to note that we may assume
α < 1 (otherwise there is nothing to prove), and then the hypothesis M(T ) < +∞
provides M(S) < +∞, and hence, by Theorem 2.1, S is rectifiable. One may suppose
also M(∂T ) < +∞ (otherwise there is still nothing to prove), which guarantees that
T is normal. Hence the validity of the inequality being proven follows.

8 Existence of solutions

To illustrate the developed technique we prove the existence of solutions to the
announced Problem 1 in an important particular case when the function H(·) is
concave.

Theorem 8.1. Let ϕ± be finite nonnegative Borel measures with compact support
in R

n, satisfying ϕ+(Rn) = ϕ−(Rn). Assume also the function H to be concave,
while H(l) → +∞ as l → +∞, A > 0, α < 1, and either α > β ∨ δ, or α = β > δ,
but A > B. Then the functional F attains its minimum value on the set of pairs of
one-dimensional real flat chains of finite mass (T, S), which satisfy (3). In other
words, Problem 1 in this case admits solutions.
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Proof. Assume the existence of such a pair of one-dimensional real flat chains of
finite mass (T0, S0), that ∂(T0 + S0) = ϕ+ − ϕ− and

F(T0, S0) < +∞

(otherwise F ≡ +∞, and hence, there is nothing to prove). Here and below for the
sake of brevity we denote φ := ϕ+ − ϕ−.

We may also assume that H 6≡ +∞ over (0,+∞). In fact, in the opposite case
Problem 1 admits a trivial solution (T, 0), where T is a real flat chain minimizing
M

α among all one-dimensional real flat chains of finite mass satisfying ∂T = φ.
We divide the proof in several steps.
Step 1. We first show the existence of a minimizing sequence {(Tν , Sν)} for the

functional F of pairs of real rectifiable currents, which satisfy condition (1), have
uniformly bounded masses and also satisfy condition µTν

∧ µSν
= 0.

Let {(T ′
ν , S

′
ν)} be an arbitrary minimizing sequence for the functional F, which

satisfy (1). Then F(T ′
ν , S

′
ν) < +∞. In view of the assumption on H we have

M
δ(S′

ν) < +∞, and hence, one may apply Theorem 10.2, which gives rectifiability of
S′

ν . Since M
α(T ′

ν) < +∞, then according to the same theorem also T ′
ν is rectifiable.

In view of Lemma 4.6 we may assume without loss of generality that µT ′

ν
∧µS′

ν
= 0.

In other words, for every ν ∈ N there is such a Borel set Eν ⊂ R
n, that

T ′
ν = T ′

νxEν S′
ν = S′

νx(Rn \Eν).

Accoding to Proposition 3.12 there i such a cycle Cν ≤ T ′
ν + S′

ν , that the current
T ′

ν + S′
ν − Cν is acyclic. Setting

Tν := T ′
ν − CνxEν , Sν := S′

ν − Cνx(Rn \Eν),

we get Tν + Sν = T ′
ν + S′

ν − Cν , and hence,

∂(Tν + Sν) = ∂(T ′
ν + S′

ν) = φ.

On the other hand, from Cν ≤ T ′
ν + S′

ν one gets

CνxEν ≤ (T ′
ν + S′

ν)xEν = T ′
ν .

Due to Remark 3.6, one has Tν ≤ T ′
ν . Analogously, Sν ≤ S′

ν , and hence, applying
Lemma 3.7, we get F(Tν , Sν) ≤ F(T ′

ν , S
′
ν), i.e. {(Tν , Sν)} is still a minimizing se-

quence for the Problem 1. Let Rν := Tν + Sν . In view of acyclicity of Rν we may
apply Theorem 7.4 to get

M(Tν) ≤ 1

21−α
M

α(Tν)M(∂Rν)1−α ≤ 1

21−α
M

α(T ′
ν)|φ|(Rn)1−α, (27)

minding that M
α(Tν) ≤ M

α(T ′
ν) by Lemma 3.7, since Tν ≤ T ′

ν , and that M(∂Rν) =
|φ|(Rn). In the same way we get the estimate

M(Sν) ≤ 1

21−δ
M

δ(S′
ν)|φ|(Rn)1−δ . (28)

On the other hand, since F(Tν , Sν) ≤ F(T0, S0), then for some C ′ > 0 and for all
ν ∈ N the estimates

M
α(T ′

ν) ≤ C ′, M
δ(S′

ν) ≤ C ′

hol, because A > 0 and the functon H is unbounded. Combining the above esti-
mates with (27) and (28), we conclude that both Tν and Sν , and hence also Rν hav
uniformly bounded masses M.
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Step 2. For every d ≥ 0 and every real flat chain R we let

Sd(R) := Rx(ΣR ∩ {θR ≥ d}), Td(R) := R− Sd(R).

If C ∈ [H ′
+(Mδ(S)), H ′

−(Mδ(S))], where H ′
± are the left and the right derivatives

of the function H respectively, and l ≥ 0, we denote also

F [l, C](R) := M
α(Td(R)) +BM

β(Sd(R)) +H(l) + C(Mδ(Sd(R)) − l).

Let d ≥ 0 be such that Atα > Btβ + Ctδ when t ∈ (d,+∞), and Atα < Btβ + Ctδ

when t ∈ (0, d) (here and below we assume (0, d) := ∅, if d = 0). Then clearly

F(Td(R), Sd(R)) = F [Mδ(Sd(R)), C](R), (29)

while
F(Td(R), Sd(R)) ≤ F [l, C](R) (30)

for all l ≥ 0.
Consider a minimizing sequence for the functional F constructed on Step 1. Note

that since φ is concentrated on some ball of R
n then one may consider without loss

of generality all Tν and Sν (and hence also Rν) to be concentrated on the same ball
(otherwise, projecting the latter curents to this ball will not change the boundary
of their sum while not increasing any of the masses M

λ, λ ∈ [0, 1], and hence, not
increasing the value of F). Since the masses M(Rν) are uniformly bounded, while

∂Rν = φ, then up to a subsequence (not relabeled) Rν
F
⇀ R as ν → ∞ in flat norm

to some real one-dimensional flat chain R satisfying ∂R = φ.
Set lν := M

δ(Sν), and choose an arbitrary Cν ∈ [H ′
+(lν), H ′

−(lν)]. Observe that
Cν 6= 0 due to the assumption on H . Without loss of generality we may assume that
up to a subsequence (again not relabeled) lν → l and Cν → C to some l ∈ [0,+∞]
and C ∈ [0,+∞] as ν → ∞. We consider separately two possible situations.

Case l > 0. Then C < +∞.
Note that the numbers lν := M

δ(Sν) are uniformly bounded, since otherwise up
to a subsequence (not relabeled), H(lν) → +∞, and hence, F(Tν , Sν) → +∞ as ν →
∞, contrary to the estimate F(Tν , Sν) ≤ F(T0, S0) < +∞ for all sufficiently large
ν (because the sequence {(Tν , Sν)} is minimizing). Therefore, l < +∞, which also
implies that C > 0 (otherwise H ′

+(l) = 0, which would mean, in view of concavity
of H , that H(t) = H(l) for all t ≥ l, contrary to the assumption on unboundedness
of H). We remark finally that C ∈ [H ′

+(l), H ′
−(l)], since the functions H ′

±, are lower
and upper semicontinuous respectively.

In view of Lemma 10.5 we may assume without loss of generality that

θSν
(x) = θRν

(x) ≥ dν for H
1 − a.e. x ∈ ΣSν

,

θTν
(x) = θRν

(x) < dν for H
1 − a.e. x ∈ ΣTν

,

where the numbers dν > 0 deend only on α, β, δ, A, B and Cν and satisfy the
relationships

Atα < Btβ + Cνt
δ , t ∈ (0, dν),

Atα > Btβ + Cνt
δ , t ∈ (dν ,+∞).

(31)

In other words, in view of rectifiability of Sν one has Sν = Sdν
(Rν), and hence,

Tν = Tdν
(Rν). Thus, by (29), the equality

lim inf
ν

F(Tν , Sν) = lim inf
ν

F(Tdν
(Rν), Sdν

(Rν)) = lim inf
ν

F [lν , Cν ](Rν) (32)

holds.
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In view of rectifiability of Tν , Sν and Rν , and because µTν
∧ µSν

= 0, one can
write

F [lν , Cν ](Rν) =

∫

ΣRν ∩{θRν (x)<dν}

Aθα
Rν

(x) dH1(x)+

∫

ΣRν ∩{θRν (x)≥dν}

(

Bθβ
Rν

(x) + Cνθ
δ
Rν

(x)
)

dH1(x)+

H(lν) − Cν lν

=

∫

ΣRν

gν(θRν
(x)) dH1(x) +H(lν) − Cν lν ,

(33)

where
gν(t) := (Atα) ∧ (Btβ + Cν t

δ),

since fν(t) := Atα −Btβ − Cν t
δ > 0 when t > dν , and fν(t) < 0 when t ∈ (0, dν).

For all ε > 0 and for all sufficiently large ν ∈ N one has

gν(t) ≥ gε(t) := (Atα) ∧ (Btβ + (C − ε)tδ),

for all t ≥ 0. Therefore,

lim inf
ν

F [lν , Cν ](Rν) ≥ lim inf
ν

∫

ΣRν

gε(θRν
(x)) dH1(x) +H(l) − Cl, (34)

Since for ε ∈ [0, C) the function gε: R
+ → R

+ is monotone nondecreasing and
concave, and gε(0) = 0, then the functional

R 7→
∫

ΣR

gε(θR(x)) dH1(x),

defined on rectifiable currents, defines an l.s.c. in the flat norm topology functional
M

gε

on the set of real flat chains according to the formula

M
gε

(R) := inf{lim inf
ν

∫

ΣRν

gε(θRν
(x)) dH1(x)},

where the infimum is taken over all the sequences of real polyhedral chains {Rν}
converging to R in the flat norm. Then

M
gε

(R) =

∫

ΣR

gε(θR(x)) dH1(x),

if R is rectifiable [20]. By definition of M
gε

, one has therefore the inequality

M
gε

(R) ≤ lim inf
ν

∫

ΣRν

gε(θRν
(x)) dH1(x). (35)

Minding (34), we get

lim inf
ν

F [lν , Cν ](Rν) ≥ M
gε

(R) +H(l) − Cl. (36)

From (36) and (32) one gets the inequality

lim inf
ν

F(Tν , Sν) ≥ M
gε

(R) +H(l) − Cl, (37)

which, in particular, implies M
gε

(R) < +∞. Also,

M(R) ≤ lim inf
ν

M(Rν) = lim inf
ν

(M(Tν) + M(Sν)) < +∞,
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since all Tν and Sν have uniformly bounded masses. Therefore, from the general
theorem on rectifiability of flat chains [20], minding the definition of gε and that
α < 1, we get the rectifiability of R. Thus, M

gε

(R) =
∫

ΣR
gε(θR(x)) dH1(x), and

hence, the inequality (37) can be rewritten as

lim inf
ν

F(Tν , Sν) ≥
∫

ΣR

gε(θR(x)) dH1(x) +H(l) − Cl. (38)

Observe that the limit d := limν dν exists and satisfies

Atα < Btβ + Ctδ , t ∈ (0, d),

Atα > Btβ + Ctδ , t ∈ (d,+∞).
(39)

In fact, denoting by s a limit of an arbitrary subsequence dν (not relabeled), and
passing to a limit in (39), we get

Atα < Btβ + Ctδ , t ∈ (0, s),

Atα > Btβ + Ctδ , t ∈ (s,+∞),

and hence s = d. Note also that d > 0 in view of Lemma 10.6.
Denote by dε such a number that gε(t) > 0 when t ∈ (dε,+∞) and gε(t) < 0

when t ∈ (0, dε). Clearly, dε ≤ d. Besides, dε > 0, if ε ∈ [0, C), due to Lemma 10.6,
while, as it has been just proven above, dε → d as ε→ 0+. With the above notation

∫

ΣR

gε(θR(x)) dH1(x) =

AM
α(Tdε

(R)) +BM
β(Sdε

(R)) + (C − ε)Mδ(Sdε
(R)),

(40)

and hence,
∫

ΣR

gε(θR(x)) dH1(x) =

AM
α(Td(R)) +BM

β(Sd(R)) + (C − ε)Mδ(Sd(R))−
AM

α(Rx∆ε) +BM
β(Rx∆ε) + (C − ε)Mδ(Rx∆ε),

(41)

where ∆ε := {x ∈ R
n : dε ≤ θR(x) < d}. Using (38), we get

lim infν F(Tν , Sν) ≥
F [l, C](R) −AM

α(Rx∆ε) +BM
β(Rx∆ε)+

(C − ε)Mδ(Rx∆ε) − εMδ(Sd(R)),
(42)

because

F [l, C](R) = AM
α(Td(R)) +BM

β(Sd(R)) + CM
δ(Sd(R)) +H(l) − Cl.

At last, minding (30), we get from (42) the inequality

lim infν F(Tν , Sν) ≥
F(Td(R), Sd(R)) −AM

α(Rx∆ε) +BM
β(Rx∆ε)+

(C − ε)Mδ(Rx∆ε) − εMδ(Sd(R)) =

F(Td(R), Sd(R)) −
∫

∆ε

(Aθα
R(x) −Bθβ

R(x) − Cθδ
R(x)) dH1(x)+

ε

∫

{θR(x)≥dε}

θδ
R(x) dH1(x) =

F(Td(R), Sd(R)) −
∫

∆ε

(Aθα
R(x) −Bθβ

R(x) − Cθδ
R(x)) dH1(x)+

εMδ(Sdε
(R)).

(43)
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The estimates M
gε

(R) < +∞ and (40) imply

AM
α(Tdε

(R)) < +∞, BM
β(Sdε

(R)) < +∞ and M
δ(Sdε

(R)) < +∞

since C > 0. Therefore, one may pass to a limit in ε → 0+ in (43), arriving at the
inequality

lim inf
ν

F(Tν , Sν) ≥ F(Td(R), Sd(R)),

which shows that the pair (Td(R), Sd(R)) is a minimizer of the functional F.
Case l = 0.
In other words, lν := M

δ(Sν) → 0 as ν → ∞. Since Sν ≤ Rν , ∂Rν = φ,
and all the currents Rν are acyclic by construction, while δ ≤ α according to the
assumptions, then due to Theorem 7.4 M

α(Sν) → 0 as ν → ∞. Thus

lim infν F(Tν , Sν) = lim infν(AM
α(Tν) +BM

β(Sν) +H(Mδ(Sν)))
≥ lim infν(AM

α(Tν) +H(Mδ(Sν)))
= lim infν(AM

α(Rν) +H(Mδ(Sν)) −AM
α(Sν)),

and taking into account that

H(Mδ(Sν)) −AM
α(Sν) = H(lν) −AM

α(Sν) → 0

as ν → ∞, we get

lim infν F(Tν , Sν) ≥ lim infν AM
α(Rν) ≥ AM

α(R)
= F(R, 0).

Therefore, in this case the pair (R, 0) is a minimizer of the functional F, which
concludes the proof.

9 Reduction to known problem formulations

In this section we consider a particular case of Problem 1 with α = β = 1 and δ = 0
and show that such a problem is equivalent to the classical problem of finding an
optimal transportation network formulated without using the language of Federer-
Fleming currents (such a formulation is studied in [8]).

Under the assumptions α = β = 1 and δ = 0 the Problem 1 can be stated in the
following way.

Problem 2. Find a couple of one-dimensional real flat chains (Topt , Sopt) mini-
mizing the functional F defined by the formula

F(T, S) = AM(T ) +BM(S) +H(M0(S)),

among all the couples of real one-dimensional flat chains (T, S) of finite mass,
satisfying (3).

We now define a new functional G over couples (η,Σ), where η is a transport
(i.e. a nonnegative finite Borel measure over Θ) and Σ ⊂ R

n is a Borel set. Namely,
we set

G(η,Σ) :=

∫

Θ

(

AH
1(θ \ Σ) +BH

1(θ ∩ Σ)
)

dη(θ). (44)

The meaning of G(η,Σ) may be explained as follows. Suppose that a single citizen
chooses a path θ ∈ Θ in his everyday movement. Assume Σ to stand for the
transportation network, so that for a citizen choosing the route θ the cost of using
this network would be proportional to H

1(θ ∩ Σ) (i.e. to the length of the part of
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the route made with the help of the network) with coefficient B ≥ 0. For the same
citizen, moving without the use of the network by distance t, is assumed to cost
At for a given A ≥ 0. Therefore the integrand in (44) gives the individual cost of
moving along the route θ. If the transport η describes the collective behaviour of the
population, so that, heuristically, η(θ) gives the number of people choosing the route
θ in their everyday movements, then G(η,Σ) gives the total cost of transportation of
the population to the services or workplaces. Clearly, for η to describe the pattern
of behaviour of the population in the above sense, one has to require

η(0) = ϕ+, η(1) = ϕ−. (45)

Clearly, the population as a whole chooses the way of transportation (i.e. the trans-
port η) so as to minimize G(·,Σ) among all the transports satisfying (45) (called
further admissible transports. In other words, the number

MK(ϕ+, ϕ−,Σ) := inf {G(η,Σ) : η transport satisfying (45)}

gives the cost of everyday movement of the population from their places of residence
to workplaces and/or services.

We describe now another way of obtaining the same cost MK(ϕ+, ϕ−,Σ) which
is more used in the theory of optimal transportation. Namely, rather than using
transports, it is a custom to describe the behaviour of population by so-called
transport plans, i.e. by finite positive Borel measures γ over R

n × R
n, so that,

heuristically, γ(x, y) gives the number of people moving from x to y. Mind that in
this sense a transport plan γ gives much less information on the movement of the
population than the transport η, namely, it says nothing about the routes people
are choosing, but just describes source and destination points of the movement.
Clearly, a transport plan γ has to satisfy the requirement on marginals

π±
#γ = ϕ±, (46)

where π±(x+, x−) := x± (such transport plans will be further called admissible).
Under the assumptions on the cost of movement made above, it is quite reason-

able to suppose that each single citizen moving from x to y would choose the route
θ ∈ Θ minimizing the total cost of movement, and therefore would spend

dΣ(x, y) := inf
{

AH
1(θ \ Σ) +BH

1(θ ∩ Σ): θ ∈ Θ, θ(0) = x, θ(1) = y
}

.

If the behaviour of the population is described by a transport plan γ satisfying (46),
then the total cost of transportation of the population is given by

Ĝ(γ,Σ) :=

∫

Rn×Rn

dΣ(x, y) dγ(x, y). (47)

In [9] it has been shown that the problem of minimizing the cost G(·,Σ) among
all admissible transport plan is in fact equivalent to that of minimizing the cost
Ĝ(·,Σ) among admissible transport plans. The precise meaning of this assertion is
given by the statement below.

Proposition 9.1. For each Borel set Σ ⊂ R
n one has

MK(ϕ+, ϕ−,Σ) = inf
{

Ĝ(γ,Σ) : γ transport plan satisfying (46)
}

.

Further, there is an admissible transport η′ = η′(Σ) and a transport plan γ ′ = γ′(Σ)
(both depending on Σ) such that

MK(ϕ+, ϕ−,Σ) = G(η′,Σ) = Ĝ(γ′,Σ).
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One has that η′-a.e. θ ∈ Θ is a simple arc. Finally, if η′ is such an admissible
transport that MK(ϕ+, ϕ−,Σ) = G(η′,Σ), then one can take γ ′ := (p0 × p1)#η

′.
Vice versa, there is a Borel measurable function q : R

n × R
n → Θ such that if γ′

is such an admissible transport plan that MK(ϕ+, ϕ−,Σ) = Ĝ(γ′,Σ), then one can
take η′ := q#γ

′.

It is important to mention that since dΣ is easily verified to satisfy the triangle
inequality, then it is well-known that

MK(ϕ+, ϕ−,Σ) = MK(ϕ̃+, ϕ̃−,Σ) whenever ϕ+ − ϕ− = ϕ̃+ − ϕ̃−.

Supposing now that the total cost which determines the transportation network
is given by the cost of everyday movement of the population MK(ϕ+, ϕ−,Σ) and of
the cost of constructing the network given by H(H1(Σ)) (i.e. depending only on the
length H

1(Σ) of the network), we get the following natural minimization problem
to find the optimal transportation network Σ.

Problem 3. Find a Borel set Σopt ⊂ R
n minimizing the functional

Σ 7→MK(ϕ+, ϕ−,Σ) +H(H1(Σ))

among all Borel sets Σ ⊂ R
n.

Minding the definition of MK(ϕ+, ϕ−,Σ) and the Proposition 9.1, we see that
each solution Σopt ⊂ R

n to Problem 3 together with the respective optimal transport
ηopt := η′(Σopt ) (resp. the optimal transport plan γopt := γ′(Σopt )) has to solve the
following problem.

Problem 4. Find a couple (ηopt ,Σopt ) (resp. (γopt ,Σopt )) minimizing the func-

tional F (resp. F̂ ) defined by

F (η,Σ) := G(η,Σ) +H(H1(Σ)) (resp. F̂ (γ,Σ) := Ĝ(γ,Σ) +H(H1(Σ))),

among all couples (η,Σ) (resp. (γ,Σ)), where η is an admissible transport (resp. γ
is an admissible transport plan) and Σ ⊂ R

n is a Borel set.

Vice versa, if a couple (ηopt ,Σopt ) (resp. (γopt ,Σopt )) solves the above Problem 4,
then Σopt solves Problem 3. Clearly, a solution (ηopt ,Σopt ) (resp. (γopt ,Σopt)) to
Problem 4 gives both the optimal transportation network Σopt and the optimal
pattern of behaviour of the population ηopt (resp. γopt). Note also that once one
knows ηopt (resp. γopt ), one can find γopt (resp. ηopt ) as indicated in Proposition 9.1.

We now show that the Problem 4 with linear functions A and B is in fact
equivalent to Problem 2 in the sense specified by the statement below. For the sake
of brevity we will limit ourselves to the case A ≥ B. The case A < B is quite
analogous once one observes that under this condition

G(η,Σ) ≥ A

∫

Θ

H
1(θ) dη = G(η, ∅),

while every optimal pair (Topt , Sopt ) solving Problem 2 has Sopt = 0, since

F(T, S) = AM(T ) +BM(S) +H(M0(S)) > AM(T + S) = F(T + S, 0)

whenever S 6= 0.

Theorem 9.2. Let A ≥ B. Then the following assertions hold:
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(i) Suppose (Topt , Sopt ) solves Problem 2, while µTopt
∧ µSopt

= 0 (the existence
of such an optimal pair is ensured by Proposition 10.3). Let η := ηTopt+Sopt

as defined by Theorem 6.3 and let Σ := ΣSopt
. Then Σ solves Problem 3.

Further, the couple (η,Σ) solves Problem 4 with ϕ± − ϕ+ ∧ ϕ− instead of
ϕ±. In particular, if ϕ+ and ϕ− are mutually singular, then (η,Σ) solves
Problem 4.

(ii) Vice versa, let (ηopt ,Σopt ) solve Problem 4. Let R := Tηopt
as defined by

the relationship (8), and let S := RxΣopt , T := R − S. Then (T, S) solves
Problem 2.

(iii) Finally, F (ηopt ,Σopt) = F(Topt , Sopt).

Remark 9.3. It is worth mentioning that once the existence of solutions to Prob-
lem 1 (hence in particular to Problem 2) is proven by Theorem 8.1, then the above
Theorem 9.2 would give immediately the existence of solutions to Problem 3.

Proof. Suppose that η is an admissible transport such that η-a.e. θ ∈ Θ is a simple
arc (note that by Proposition 9.1 this is a case whenever (η,Σ) solves Problem 4)
and Σ ⊂ R

n is a Borel set. Then, letting R := Tη as defined by the relationship 8,
S := RxΣ and T := R−S, we have that the couple of flat chains (T, S) satisfies (3)
in view of Theorem 6.2. Further, by the same theorem,

M(S) = µR(Σ) ≤
∫

Θ

M([[θ]]xΣ) dη(θ) =

∫

Θ

H
1(θ ∩ Σ) dη(θ),

M(T ) = µR(Rn \ Σ) ≤
∫

Θ

M([[θ]]x(Rn \ Σ)) dη(θ) =

∫

Θ

H
1(θ \ Σ) dη(θ),

and hence, AM(T ) + BM(S) ≤ G(η,Σ). On the other hand, M
0(S) ≤ H

1(Σ), and
hence, F(T, S) ≤ F (η,Σ).

Suppose now that the couple of flat chains of finite mass (T, S) satisfies (3), and,
further, that S is rectifiable and that both T , S and T + S are acyclic, while µT

and µS are mutually singular (mind that according to Theorems 10.1 and 10.2, the
solutions to Problem 2 belong exactly to such class of couples of flat chains). Then
η := ηT+S as defined by Theorem 6.3 satisfies

η(0) = (∂(T + S))+ = ϕ+ − ϕ+ ∧ ϕ−,
η(1) = (∂(T + S))− = ϕ− − ϕ+ ∧ ϕ− .

Let Σ := ΣS as defined by Lemma 7.1. Then µS is concentrated on Σ. Hence,
setting R := T + S, one gets S = RxΣ, T = Rx(Rn \ Σ). Letting η be such that
R = Tη as defined by Theorem 6.3, we get from Proposition 6.8 that

M(S) = µR(Σ) =

∫

Θ

H
1(θ ∩ Σ) dη(θ),

M(T ) = µR(Rn \ Σ) =

∫

Θ

H
1(θ \ Σ) dη(θ),

and hence, G(η,Σ) = AM(T ) + BM(S). Further, from definition of Σ one has
M

0(S) = H
1(Σ), and hence F (η,Σ) = F(T, S), which concludes the proof.

10 Qualitative properties of optimal currents

Here and below we always suppose the existence of a couple of real one-dimensional
flat chains (T, S) of finite mass satisfying (3) such that F(T, S) < +∞ (which means
that the minimization Problem 1 is nontrivial). We further also suppose that either
the penalization function H is concave, or δ = 0.
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10.1 Acyclicity

One may announce now the following easy result.

Theorem 10.1. Let (T, S) be a pair of one-dimensional real flat chains of finite
mass. Then there is such a pair of acyclic currents (T ′, S′) that T ′ ≤ T , S′ ≤ S,
F(T ′, S′) ≤ F(T, S) and ∂(T ′ + S′) = ∂(T + S). Moreover,

(i) if A > 0 and T is not acylcic, then F(T ′, S′) < F(T, S);

(ii) if either B > 0, or H is strictly increasing, and S is not acylcic, then
F(T ′, S′) < F(T, S);

(iii) If A > 0, and either B > 0, or H is strictly increasing, while T + S is not
acyclic, then T ′ + S′ acyclic, and F(T ′, S′) < F(T, S).

In particular, if the pair (T, S) solves Problem 1, then A > 0 implies acyclicity if
T , and either B > 0 or strict monotonicity of H imply acyclicity of S, while if both
A > 0, and either B > 0, or H is strictly increasing, then T + S is acyclic.

Proof. If T (resp. S) is acyclic, it is enough to set T ′ := T (resp. S′ := S). Otherwise
in view of Proposition 3.12 it contains such a cycle C 6= 0 that the current T ′ :=
T − C (resp. S′ := S − C) is acyclic. By Lemma 3.7 one has M

λ(T ′) < M
λ(T )

(resp. M
λ(S′) < M

λ(S)) for all λ ∈ (0, 1]. Therefore, miniding that ∂T ′ = ∂T (resp.
∂S′ = ∂S), we get ∂(T ′ + S′) = ∂(T + S), while F(T ′, S′) ≤ F(T, S) (with strict
inequality in cases (i) and (ii)).

We prove now (iii). According to Lemma 4.6 one may assume without loss of
generality that µT ∧ µS = 0, i.e. there is such a Borel set E ⊂ R

n, that

T = TxE S = Sx(Rn \E).

If T + S is not acyclic, then by Proposition 3.12 there is such a cycle C 6= 0,
C ≤ T + S, that the current T + S − C is acyclic. Denoting

T ′ := T − CxE, S′ := S − Cx(Rn \E),

we get T ′ +S′ = T +S−C, and hence, ∂(T ′ +S′) = ∂(T +S). On the other hand,
C ≤ T + S implies

CxE ≤ (T + S)xE = T,

By Remark 3.6 one has T ′ ≤ T . In the same way, S′ ≤ S, and hence, in view of
Lemma 3.7, F(T ′, S′) < F(T, S).

It is worth remarking that with the help of Theorem 7.4 one can easily find the
estimates on masses of solutions to Problem 1.

10.2 Rectifiablity

The following result is an easy consequence of Theorem 2.1.

Theorem 10.2. Let (T, S) be a pair of real one-dimensional flat chains of finite
mass satisfying F(T, S) < +∞. Then the following assertions hold:

(i) if A 6= 0 and α < 1, then T is rectifiable;

(ii) if either B 6= 0 and β < 1 or H is unbounded and δ < 1, then S is rectifiable.

In particular, the above assertions are valid for every optimal pair solving Problem 1.

Proof. We have F(T, S) < +∞. When A 6= 0 one has therefore M
α(T ) < +∞, and

hence (i) follows from Theorem 2.1. Analogously, if B 6= 0, then one has therefore
M

β(S) < +∞, so that rectifiability of S follows from Theorem 2.1 when β < 1.
Finally, if H is unbounded, then M

δ(S) < +∞, and hence rectifiability of S follows
again from Theorem 2.1 when δ < 1.
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10.3 Properties of the support

We first show the existence of minimizing couples (T, S) solving Problem 1 such that
T and S are concentrated on disjoint sets. Here and below solvability of Problem 1
will be always tacitly assumed.

Proposition 10.3. There is a minimizing couple (T, S) solving Problem 1 such
µT∧µS = 0. In particular, H

1(ΣT∩ΣS) = 0. Further, if either of the conditions (i)–
(v) of Lemma 4.7 holds, then the above property is true for every minimizing couple
(T, S) solving Problem 1.

Proof. Follows immediately from Lemma 4.6.

We are able to prove now the following assertion which says that whenever the
penalization H is concave, then there is an optimal pair of flat chains (T, S) solving
Problem 1 as follows: there is a threshold d ≥ 0 such that T is concentrated on the
set {x : θT+S < d}, while S is concentrated on the set {x : θT+S ≥ d}, and in
certain cases every optimal pair satisfies such a condition. In other words, recalling
that S stands for the flow of people using the transportation network, while T
stands for that of people moving by own means, it means that the transportation
network has to be constructed in the set of points where the density θT+S of the
total flow of people is greater than the threshold d.

Theorem 10.4 (Bathtoob principle). Assume that H is concave and unbounded,
and let (T ′, S′) be any solution to Problem 1 having µT ′∧µS′ = 0 (once Problem 1 is
solvable, the existence of such a pair is guaranteed by Proposition 10.3). Then there
exists such an optimal pair (T, S) of flat chains solving Problem 1 that µT ∧µS = 0
and under either of the conditions (i)–(iv) of Lemma 10.6 (with C := H ′

−(Mδ(S′)),
where H ′

− stands for the left derivative of H)

θS(x) = θT+S(x) ≥ d for H
1 − a.e. x ∈ ΣT+S ,

θT (x) = θT+S(x) < d for H
1 − a.e. x ∈ ΣT+S ,

for some constant d ≥ 0 (moreover, d > 0 under either of the conditions (i’)–(iii’)
of Lemma 10.6). In particular, if S is rectifiable, then S is concentrated on the set
{x : θT+S(x) ≥ d} and T is concentrated on the set {x : θT+S(x) < d}. Moreover,
the above properties hold for all optimal pairs (T, S) satisfying µT ∧ µS = 0, if in
addition one assumes that H is strictly concave.

Proof. We first note that one may restrict ourselves to consider the case S ′ 6= 0,
since otherwise it is enough to choose T = T ′, S = S′ and d := M(∂T )/2 in
view of Theorem 7.3. Now the existence of the optimal pair of flat chains solving
Problem 1 follows immediately from Lemma 10.5 (for the assertion in the case of
rectifiable S one has just to mind that in this case one may consider S concentrated
on ΣS ⊂ ΣT+S).

The following assertions have been used in the above proof.

Lemma 10.5. Let (T, S), S 6= 0, be a pair of flat chains of finite mass satisfying
µT ∧ µS = 0, and the function H be concave. Under either of the conditions (i)–
(iv) (resp. (i’)–(iii’)) of Lemma 10.6 there is such a constant d ≥ 0 (resp. d > 0),
depending only on α, β, δ, A, B and C ∈ [H ′

+(Mδ(S)), H ′
−(Mδ(S))], where H ′

±

stand stand for left and right derivatives of H respectively, and such a pair of flat
chains (T ′, S′), that T ′ + S′ = T + S, µT ′ ∧ µS′ = 0, F(T ′, S′) ≤ F(T, S), and

θS′(x) = θT ′+S′(x) ≥ d for H
1 − a.e. x ∈ ΣT ′+S′ ,

θT ′(x) = θT ′+S′(x) < d for H
1 − a.e. x ∈ ΣT ′+S′ .

(48)
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Moreover, if T (resp. S) is rectifiable, then so is T ′ (resp. S′).
Furthermore, if the function H is stricly concave, and either of the proper-

ties (48) does not hold for T , S in place of T ′, S′, then one can find a pair (T ′, S′)
as above with F(T ′, S′) < F(T, S).

Proof. In view of assumption on C we have

H(Mδ(S) + t) ≤ H(Mδ(S)) + Ct for all t ≥ −M
δ(S),

with strict inequality when t 6= 0 and H is strictly concave (mind in the latter case
C 6= 0 in view of the strict concavity of H). Consider the function f : R

+ → R

defined by the formula f(t) := Atα − Btβ − Ctδ . By Lemma 10.6 there is such a
d ≥ 0 that f(t) > 0 when t > d, and f(t) < 0 when t ∈ (0, d). Moreover, d > 0 if
either of conditions (i’)–(iii’) of Lemma 10.6 hold. Consider the sets

Σ+ := {x ∈ ΣT+S : θT (x) ≥ d}, Σ− := {x ∈ ΣT+S : 0 < θS(x) < d}

(with Σ− := ∅, if d = 0). Since the densities θT and θS are Borel functions then Σ±

are Borel sets so that the currents

R+ = TxΣ+, R− = SxΣ−

T ′ = T −R+ +R−, S′ = S −R− +R+,

are well defined, while T ′ + S′ = T + S. Observe that the rectifiablity of T ′ (resp.
S′) follows from that of T (resp. S) since both R+ and R− are rectifiable in view
of Lemma 7.1. We show now that F(T ′, S′) ≤ F(T, S) with strict inequality, if H
is stricly concave, and either of the properties (48) does not hold for T , S in place
of T ′, S′ (all the other announced properties of the pair (T ′, S′) are immediate).
Since R+ ≤ T , R− ≤ S, while µT ∧ µS = 0, then

M
α(T ′) = M

α(T −R+ + R−) = M
α(T ) − M

α(R+) + M
α(R−)

M
β(S′) = M

β(S −R− +R+) = M
β(S) − M

β(R−) + M
β(R+)

M
δ(S′) = M

δ(S −R− +R+) = M
δ(S) − M

δ(R−) + M
δ(R+),

and therefore,

F(T ′, S′) ≤ F(T, S) −AM
α(R+) +AM

α(R−)

−BM
β(R−) +BM

β(R+) − CM
δ(R−) + CM

δ(R+).
(49)

Recalling that by Lemma 7.1 the sets Σ± are countably (H1, 1)-rectifiable, we get

F(T ′, S′) ≤ F(T, S) −
∫

Σ+

(

Aθα
T (x) −Bθβ

T (x) − Cθδ
T (x)

)

dH1(x)+

∫

Σ−

(

Aθα
S(x) −Bθβ

S(x) − Cθδ
S(x)

)

dH1(x)

= F(T, S) −
∫

Σ+

f(θT (x)) dH1(x) +

∫

Σ−

f(θS(x)) dH1(x)

≤ F(T, S).

(50)

Moreover, if the first property of (48) does not hold for T , S in place of T ′, S′, then
∫

Σ−
f(θS(x)) dH1(x) < 0, and hence the second inequality of (50) is strict. Further,

if the second property of (48) does not hold for T , S in place of T ′, S′, then either

H
1({x ∈ ΣT+S : θT (x) > d}) > 0,

39



or else
H

1({x ∈ ΣT+S : θT (x) = d}) > 0.

In the former case
∫

Σ+ f(θT (x)) dH1(x) > 0, and hence again the second inequality
of (50) is strict. In the latter case one still has R+ 6= 0, and we may consider without
loss of generality H

1(Σ−) = 0 (since otherwise the strict inequality F(T ′, S′) <
F(T, S) has already been proven), so that R− = 0. Therefore the inequality in (49)
becomes strict when H is strictly concave (because M

δ(R+) 6= 0), and hence the
first inequality of (50) is strict, which concludes the proof.

Lemma 10.6. Let f : [0,+∞) → R be defined by

f(t) := Atα −Btβ − Ctδ

with α, β, δ ∈ [0, 1] and A,B,C ≥ 0. Suppose also that either of the following
conditions hold:

(i) α > β ∨ δ;

(ii) α = β > δ and A > B;

(iii) α = δ > β and A > C;

(iv) α = β = δ and A > B + C.

Then there is a d ≥ 0 such that

f(t) ≥ 0, if and only if t ≥ d or t = 0.

Moreover, d > 0 under either of the following conditions:

(i’) (i) holds and either B 6= 0 or C 6= 0;

(ii’) (ii) holds and C 6= 0;

(iii’) (iii) holds and B > 0.

Proof. Case (i). Suppose β ≥ δ (the other case being symmetric). Dividing by tδ,
we get

f(t) ≥ 0, if and only if g(s) := Asσ −Bs− C ≥ 0,

where s := tβ−δ, σ := α−δ
β−δ . Noticing that σ > 1 in the case we are considering, we

get that the derivative g′(s) = Aσsσ−1−B is monotone nondecreasing (resp. strictly
increasing, if A > 0). Hence, g is convex (resp. strictly convex), and minding that
g(0) = −C ≤ 0 and g′(0) = −B ≤ 0, we get the existence of some s̄ ≥ 0 such that
g(s) ≥ 0, if and only if s ≥ s̄, while s̄ > 0 if either C ≥ 0 or B ≥ 0. It is enough
then to set d := s̄1/(β−δ).

Case (ii). Dividing by tδ, we get that f(t) ≥ 0, if and only if

(A−B)tα/δ − C ≥ 0,

which means that one may take d := Cδ/α/(A−B).
Case (iii) is completely analogous to case (ii).
Case (iv) Dividing by tδ, we get that f(t) ≥ 0, if and only if

(A−B − C)tα ≥ 0,

which means d = 0.

Now we are able to prove that under natural conditions on problem data, the
the optimal current S can be chosen to be concentrated on a closed set.

40



Theorem 10.7. Suppose that H is concave and unbounded and condition (ii) of
Theorem 10.2 holds. Under either of the conditions (i) or (ii) of Lemma 10.6
there exists an optimal pair (T, S) solving Problem 1 such that S is a rectifiable
current representable as S = θ[[Σ]], where Σ ⊂ R

n is a closed countably (H1, 1)-
rectifiable set and θ ∈ L1(H1

xΣ) is u.s.c., θ(x) ≥ d for H
1-a.e. x ∈ Σ and for some

d > 0. Further, if either of the conditions (i)–(v) of Lemma 4.7 holds, while H
is strictly concave, then the above assertions are true for all optimal pairs (T, S)
solving Problem 1.

Proof. Let the pair (T ′, S′) solve the Problem 1, while µT ′∧µS′ = 0 (once Problem 1
is solvable, the existence of such a pair is guaranteed by Proposition 10.3). We may
assume S′ 6= 0 (otherwise there is nothing to prove, since we may take, for instance,
S′ := S, θ ≡ 1 and Σ := ∅). Note now that since the assumptions (i) or (ii) of
Lemma 10.6 hold, while C := H ′

−(Mδ(S)) > 0 in view of the assumptions on H ,
then by Theorem 10.4 combined with Theorem 10.2 we know that there exists a
d > 0 and an optimal pair (T, S) solving Problem 1 and satisfying µT ∧ µS = 0,
such that S is rectifiable and concentrated over the set ΣS = {x : θT+S(x) ≥ d}.

Let η be given by Theorem 6.3 so that T +S = Tη. By Lemma 7.2(ii), minding
the acyclicity of T + S one has that

H
1({x : θT+S(x) 6= aη(x)}) = 0.

Hence H
1(ΣS4Σ) = 0 where Σ := {x ∈ R

n : aη(x) ≥ d}, while Σ is closed since
aη is u.s.c. by Lemma 7.2(i). We have therefore S = aη[[Σ]], which is as announced
in the statement being proven. To conclude the the proof, it remains to observe
that under either of the conditions (i)–(v) of Lemma 4.7 every optimal pair (T, S)
solving Problem 1 satisfies µT ∧ µS = 0, while if H is strictly concave, then every
such pair will have S concentrated over {x : θT+S(x) ≥ d}, and hence will satisfy
conditions of the statement being proven.

It is worth mentioning that Theorem 10.7 is only valid under concavity assump-
tions on H . In fact, in [8] it has been shown that even when A = 1, B = 0,
but

H(t) :=

{

0, t ≤ l,
+∞, otherwise,

then for some measures ϕ+, ϕ− one could have that Problem 3 admits no solutions
Σ which are closed sets. In view of Theorem 9.2 this means that no solution (T, S)
to Problem 1 with α = β = 1, δ = 0 and A, B and H as above has the property
announced in Theorem 10.7, i.e. that S = θ[[Σ]], where Σ ⊂ R

n is a closed countably
(H1, 1)-rectifiable set, and θ(x) > 0 for H

1-a.e. x ∈ Σ.
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[7] G. Buttazzo and G. Bouchitté. Characterization of optimal shapes and masses
through Monge-Kantorovich equation. J. European Math. Soc., 3:139–168,
2001.

[8] G. Buttazzo, A. Pratelli, S. Solimini, and E. Stepanov. Mass transportation
and urban planning problems. Forthcoming.

[9] G. Buttazzo, A. Pratelli, and E. Stepanov. Optimal pricing policies for public
transportation networks. SIAM J. Optimization, 16(3):826–853, 2006.

[10] V. Caselles and J.-M. Morel. Irrigation. In F. Tomarelli and G. Dal Maso, edi-
tors, Progress in Nonlinear Diff. Equations and their Applications, volume 51,
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