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Abstract: Motivated by the need for an extremely durable and portable 
instrument to quantify volcanic CO2 we have produced a corresponding 
differential absorption lidar (DIAL). It was tested on a volcano (Vulcano, 
Italy), sensing a non-uniform volcanic CO2 signal under turbulent 
atmospheric conditions. The measured CO2 mixing ratio trend agrees 
qualitatively well but quantitatively poorly with a reference CO2 
measurement. The disagreement is not in line with the precision of the 
DIAL determined under conditions that largely exclude atmospheric effects. 
We show evidence that the disagreement is mainly due to atmospheric 
turbulence. We conclude that excluding noise associated with atmospheric 
turbulence, as commonly done in precision analysis of DIAL instruments, 
may largely underestimate the error of measured CO2 concentrations in 
turbulent atmospheric conditions. Implications for volcanic CO2 sensing 
with DIAL are outlined. 
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1. Introduction 

Volcanoes are an important natural source of CO2 in the global geochemical carbon cycle, 
contributing 1-5% relative to anthropogenic amounts [1,2]. To better understand the carbon 
cycle a direct measurement of the CO2 flux from sub-aerial volcanoes is desirable. This is the 
main target of the ongoing European Research Council (ERC) project CO2Volc. Since many 
volcanoes are hazardous and remote an optimal instrument should operate remotely. 

Differential absorption lidar (DIAL) is a remote sensing platform, which has already been 
used in the 1980ies to quantify atmospheric gases [3]. Nowadays, numerous groups 
worldwide are working on the development of DIAL based remote sensing techniques to 
quantify atmospheric CO2, mostly of the background. They are often developed for the use on 
airborne platforms or towards satellite missions [4–7]. Many of the approaches measure light 
scattered back from a hard target, such as the ground, which yields column averaged CO2 
concentrations, a technique called integrated path differential absorption (IPDA). Range 
resolved CO2 concentrations have been retrieved as well with DIAL [8,9]. 

Measuring volcanic CO2 has some particular characteristics, which require a fit for 
purpose design. An advantage is that in order to measure volcanic CO2 the required path 
length would be relatively short, lowering the required average optical power. However, a 
smaller column length along with a rather modest volcanic CO2 signal [2] means less 
molecular absorption, challenging the instrument’s precision. The precision must allow to 
sense a volcanic CO2 signal of around 50 parts per million (ppm) within a 200 m thick plume 
inside a 1000 m path with ca. 30% error. This corresponds to an error of the average CO2 
mixing ratio of a few ppm for a 1000 m path length. As many volcanoes are mountains, the 
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atmospheric conditions at a volcanic site are typically very complex and dynamic. For 
instance, depending on the wind conditions the plume direction may vary by a couple of 
degrees every few seconds. This requires an instrument that can be easily transported, set up 
in a flexible manner and is ready to measure quickly. Whilst some volcanoes allow for a 
ground based horizontal measurement near the crater, others may require a measurement 
vertically downwards through the plume from an aircraft or upwards from a moving car. All 
this stands in need for a very portable, rugged, lightweight yet precise instrument, dedicated 
as a volcanology tool, i.e. easy to use. With these constraints in mind we have designed and 
built a prototype of a compact DIAL based on IPDA. 

Many of the works on DIAL sensing CO2 do not include the influence of atmospheric 
effects in the precision analysis [5,8,9]. In some cases the precision is measured, but 
atmospheric effects are excluded in the test setup [10]. The precision analysis is commonly 
followed by verification where measured CO2 concentrations associated with laser 
propagation through a column are compared to in situ reference measurements [5,9,10]. 
However, for a measurement path containing a non-uniform CO2 concentration and in an 
unstable atmosphere this practice may lead to disagreement with the reference measurement 
[11]. 

In consonance with this we present and discuss evidence that due to turbulent atmospheric 
conditions CO2 concentrations measured by the compact DIAL on a volcano (Vulcano, Italy) 
compare qualitatively but not quantitatively to an in situ measurement. This means that 
excluding atmospheric effects in precision characterization of a DIAL may largely 
underestimate the error of measured CO2 concentration in turbulent atmospheric conditions. 
This has important implications to remote sensing of volcanic CO2 with DIAL. 

2. Basic principles 

The compact DIAL operates at two wavelengths. One of the wavelengths is tuned to the 
maximum of an absorption line of the CO2 molecule (hereafter referred to as ON 
wavelength), the other wavelength is set close to the absorption line, where there is no 
absorption by CO2 (hereafter referred to as OFF wavelength). We chose 1572.992 nm (ON) 
and 1573.160 nm (OFF) since the corresponding water vapor absorption strengths are equal 
and no bias is added to the retrieved CO2 concentration [12]. Moreover, the line strength 
shows very little dependence on temperature [13]. The column averaged CO2 concentration N 
can be expressed as [5] 
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is the differential optical depth. PON and POFF are the received optical powers associated with 
the ON and OFF wavelengths, respectively. PON,ref and POFF,ref are the transmitted optical 
powers for the ON and OFF wavelengths, respectively, used to normalize power fluctuations 
of the transmitter. R is the distance between the instrument and the hard target and defines the 
measurement column. Δσ is the differential molecular absorption cross section of CO2. Note 
that in Eq. (1) we assume a constant air number density along R, which is reasonable for a 
horizontal path. The key measurement parameter is represented by the ratio of the normalized 
signals (power or voltage) in Eq. (2) and is called the grand ratio (GR). 

Equation (1) assumes that PON and POFF only differ due to CO2 absorption. However, 
differences in the instrument related optical depths for the ON and OFF wavelengths due to 
etalon fringes occurring in the optical components, e.g. the detector interface, lead to a 
wavelength depending signal strength. This internal etalon effect causes a slight offset 
(systematic error) of the GR. Moreover, the GR may vary in a non-stationary manner due to 
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changes in temperature, pressure, mechanical vibrations and other factors [14]. Other than 
systematic errors, for the compact DIAL the following statistical noise sources are relevant: 
laser noise, detector related noise (e.g. dark current, shot noise, trans impedance amplifier 
(TIA) noise), solar background noise, noise due to atmospheric turbulence and reflective 
speckle noise. By employing an interference filter, solar background noise is effectively 
reduced. Atmospheric turbulence may represent a significant source of noise for lidar and 
DIAL in the open atmosphere [15–17]. Also called turbulence-induced enhanced 
backscattering, it was first observed in 1977 [18]. Turbulent air currents randomly alter the 
refractive index structure of air along the beam, causing beam wandering and wave front 
distortion, which give rise to an unevenly distributed irradiance, termed scintillation. The 
speckle pattern upon hard target reflection is random, but repeatable for an immobile 
geometry, therefore adding a bias to the GR. Noise due to reflective speckle can be kept small 
provided sufficient spatial or temporal averaging of speckles [19]. Under turbulent conditions 
reflective speckle and atmospheric influences, although uncorrelated [17], generally have a 
combined effect [20]. This is easily understood, since the rough target is illuminated in a 
geometrically random fashion. Moreover, as the DIAL beam propagates back to the receiver 
the speckle pattern is randomly altered, since the turbulent atmosphere can be modeled as a 
series of random phase screens [21]. A treatment of the latter kind is necessary to account for 
that combined effect, but out of the scope of this work. Therefore, in the following speckle 
noise estimations assume a calm atmosphere with zero turbulence. Vice versa, purely 
turbulence related noise is assessed by neglecting speckle. 

3. Instrument realization and characterization 

Figure 1(a) shows a block diagram of the compact DIAL prototype. The laser system 
comprises of two continuous wave (cw) distributed feedback (DFB) fiber seed lasers and an 
Erbium doped fiber amplifier (EDFA) from NKT photonics. The cw approach implies that the 
instrument measures column averaged CO2 concentrations. This suffices as the background 
CO2 concentration is obtained implicitly since for a flux measurement a scan across the 
volcanic plume has to be made, which includes the atmosphere outside the plume. The fiber 
lasers have low weight and small dimensions. The complete prototype weighs ca. 20 kg. If 
necessary it can be transported in two backpacks through rough terrain. Another benefit in 
terms of producing a field portable instrument is the lower level of maintenance required 
compared with instruments using pulsed lasers. 

 

Fig. 1. (a) System configuration of the compact DIAL. (b) Absorption spectrum from the 
reference CO2 cell made with the ON seed laser. The grey curve depicts the transmission 
computed assuming a Lorentzian absorption line shape. 
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The EDFA possesses good heat dissipation and has low electrical power consumption. 
The instrument is powered by a lithium polymer battery and uses ~20 W in idle mode 
(amplifier off) and ~70 W when the amplifier is working at its full optical power of 1.5 W. 
The intensity noise of the laser is low compared with the detector noise and can be neglected. 
Thanks to the narrow line width of the seed laser wavelengths (< 1 ppm of CO2 absorption 
line width) there is practically no associated error in CO2 concentration. For each seed laser, 
software controlled thermal expansion or contraction of the fiber allows to fix the wavelength 
at a set point and permits tuning by ca. +/− 300 pm around the absorption line center, 
allowing to scan the CO2 absorption line. This is used to calibrate the seed laser wavelengths. 
For the ON wavelength, a fraction of the seed laser light is tapped and passes a 100 mm long 
reference absorption cell containing pure CO2 at a pressure of 1 atm [Fig. 1(b)]. 

The manufacturer specifies the wavelength stability to be below 0.04 pm/hour by 
measuring the beat frequency of the wavelength of two identical seed laser modules. We find 
that by repeatedly measuring absorption spectra using an absorption cell the wavelength is 
within a root mean square (RMS) of 0.6 pm, which corresponds to ca. 1% of the absorption 
line width, for at least 30 min. This method is less precise than the beat frequency method. 
Thus, 0.6 pm can be seen as an upper stability limit. For most volcanic plume diameters (20 - 
200 m) and volcanic CO2 concentrations (> 20 ppm) this wavelength stability would lead to 
an error of the volcanic CO2 concentration of less than 1%. 

To measure the hard target distance R we use a military range finder lidar with 50 cm 
accuracy. The wavelength is 1550 nm and hence close to the ON and OFF wavelengths, 
which means the propagation effects are similar. 

A fiber switch with less than 300 ns rise time ensures that only photons of either ON or 
OFF wavelength at a time pass the EDFA. The switch operates at a maximum switching rate 
of 2 kHz, limited by the band pass filter of the detector module. After the fiber amplifier 1% 
of the light power is tapped and measured by a reference InGaAs PIN detector module. The 
reference signal is used to normalize the science signal to correct for fluctuations of the laser 
power. In order to minimize normalization residuals, the reference detector module is the 
same model as the science detector module (Femto OS-200-IN2). 99% of the light is passed 
to the collimator that has a maximized divergence of 1.7 mrad to effectively average speckles. 

To avoid errors due to polarization dependent transmission and target reflectivity, all 
fibers in the transmitter unit, including the lasers, are of the polarization maintaining type. 

The transmitter/telescope arrangement is biaxial, which helps to reduce noise due to 
turbulence-enhanced backscattering [22]. For practical reasons the light from the telescope 
passes the filter slightly off-normally, under ca. 3 degrees, leading to a decrease in central 
wavelength by less than 0.8 nm. The science PIN detector module is directly mounted behind 
the telescope to minimize transmission losses. Good thermal coupling of the detectors, fiber 
sleeves etc. with a common aluminum instrument frame helps reducing thermal gradients and 
thus drift of the GR. To further minimize interference related noise we use anti-reflection 
coated optics and angled fiber connectors wherever feasible. 

The voltages provided by the TIAs of the science and reference detector modules are 
simultaneously sampled by a 24-bit analog to digital converter (ADC) at a rate of 50 
kSamples/s. A Compact Rio (cRIO) controller from National Instruments manages the 
acquired data, including the range finder data, and streams them to the host computer for 
processing via first in, first out (FIFO). At 2 kHz wavelength switching rate 25 samples per 
ON and 25 samples per OFF state are being acquired, hence 50 samples per science and 50 
samples per reference ON/OFF pair. This corresponds to a total integration time of 1 ms. 

In a fiber-closed loop setup, if both seed lasers are emitting at the same wavelength, the 
low digitization noise of the 24-bit ADC allows detector noise limited acquisition with a 
signal to noise ratio (SNR) of the order of 105. Once the wavelengths are set to their default 
values the SNR is limited by drift of the GR related to the internal etalon effect. However, 
after the system has warmed up the bias variation is similar for the science and reference 
signals, resulting in a stable GR. For a 22 m path in the closed laboratory, using a wall as a 
target, the measured GR precision (standard deviation, STD) is 0.00176 (0.015 dB), for at 
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least 15 min (Fig. 2). This is long enough for the envisaged acquisition in the field since each 
measurement is preceded by a calibration test. 

Since we are interested in the relative change due to volcanic CO2, provided it does not 
drift significantly a GR offset as in Fig. 2 does not pose a problem. If the offset is desired, a 
technique we propose is to place a high surface quality retro-reflector close enough to the 
telescope to minimize atmospheric effects, but far enough for a sufficiently large beam 
diameter in order to minimize bias due to speckle noise. A feasible distance for the 
parameters of the compact DIAL is ca. 40 m. Then the GR and its offset can be measured, 
while one has to correct for the CO2 absorption within the 40 m path. Since the path length is 
small the latter can be measured in situ. 

 

Fig. 2. Laboratory calibration test at 22 m target distance with a wavelength switching rate of 2 
kHz. SRON and SROFF depict the normalized ON and OFF science signal, respectively. The 
standard deviation of the GR is 0.00176 or 0.015 dB. The offset of the GR is 0.03. 

To verify the sensitivity of the instrument to CO2 we introduced a known amount of CO2 
along the beam path inside the laboratory. To confine the CO2, a box covering the beam was 
installed at the hard target (wall) at 22 m distance. Only the beam entrance side was open, 
while the exit side was closed by the hard target. The box had a length of 50 cm and a volume 
of 90 metric liters (l). A moderate flush of CO2 introduced ~2 l of pure CO2 from the top of 
the box. Assuming that the CO2 well mixed with the air inside the box this would correspond 
to an absorption of ca. 1%, or a change in GR by ca. 0.01, as shown in Fig. 3(a). 
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Fig. 3. (a) Indoor sensitivity test. The wavelength switching rate was 1 kHz. W depicts weak 
flush (CO2 volume ~2/3 l), M depicts moderate flush (CO2 volume ~2 l). The arrows mark the 
start of the flushes. Each flush took ca. 2 seconds. Wavelengths at default. (b) Repeated test 
with both wavelengths set to OFF. (c) Normalized science signals during an outdoor sensitivity 
test. The wavelength switching rate was 500 Hz. (d) GR (Ratio between SRON and SROFF in 
Fig. 3(c)). 

A weak flush introduced ~2/3 l, which gives rise to an expected GR change by ca. 0.004. 
To further substantiate the result, both seed laser wavelengths were tuned to the OFF 
wavelength so that the expected as well as the observed CO2 absorption was zero [Fig. 3(b)]. 
Figure 3(b) also shows how the GR offset vanishes once both seed laser wavelengths are 
equal. Moreover, the signal exhibits less noise than in Fig. 3(a), since interferometric effects 
are removed and the associated residuals in the normalized science signals (SRON, SROFF) 
are reduced. Figures 3(c) and 3(d) show the normalized science signals and the GR, 
respectively, of an outdoor sensitivity test using the natural background CO2. The hard target 
was a concrete wall at 100 m distance. Assuming a background CO2 concentration of 390 
ppm the expected CO2 absorbance is 1%, corresponding to a change in GR by ca. 0.01. Until 
21 s both seed lasers emitted at the OFF wavelength. After that one of them was tuned to the 
ON wavelength and at 105 s back to OFF. The tuning took ~15 s. Despite the signal 
fluctuation one can see how SRON decreases relative to SROFF by ca. 0.01 once the ON line 
seed laser wavelength is tuned to the center of the CO2 absorption line. 

For a given path length and optical power the GR precision is generally lower in the open 
atmosphere than quantified inside the closed laboratory. Figure 4(a) shows a GR, which for 
the same target distance, integration time and comparable optical power as for the indoor test 
in Fig. 2 fluctuates more than 10 times stronger. The acquisition took place around noon at 
clear sky and a temperature of 30 °C. A barren road was used as the hard target. The 
instrument, including receiver and transmitter, stood ca. 1 m above the ground. Through 
passively measuring the solar background signal we could exclude the latter from being the 
reason for the high GR fluctuation. This leaves turbulence related noise as the most likely 
cause. During daytime, under convective conditions, in the surface layer close to the ground 
there are typically extremes of turbulences [23]. Turbulently moving air was in fact visible 
with the bare eye. This example represents therefore an extreme case. We may obtain a figure 
of the expected noise through computation of the Rytov variance [24]. Using a path length of 
22 m, a wavelength of 1573 nm and a refractive index structure constant for fairly strong 
turbulence Cn

2 = 1 × 10−13 m-2/3 [21] yields a Rytov variance of 1.8 × 10−4. This corresponds 
to a normalized STD of the received science signal intensity of σI = 0.027 [17], which 
approximately translates to the expected noise of the GR and indeed compares to the STD of 
the GR in Fig. 4(a). 

Scintillation associated with atmospheric turbulence alters the signal on a scale of 
milliseconds [20,21]. Due to its statistical nature turbulence related noise may be reduced by 
averaging the data, provided the acquired data are statistically independent [20]. Accordingly, 
averaging the normalized samples of an ON/OFF pair and computing the GR improves the 
precision (standard error) slightly [Fig. 4(b)]. A further improvement, from 0.024 to 0.014, is 
achieved by increasing the number of ON/OFF pairs acquired per measurement and 
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computation of the GR values associated with each ON/OFF pair, followed by computing an 
average GR (ratio before average (RBA) method) [Fig. 4(b)]. Figure 4(c) illustrates how for a 
path length of 95 m the precision improves from 0.0126 (1 pair) to 0.0057 (1000 pairs). 
Figure 4(d) shows how for an 827 m long path the precision raises from 0.0136 (1 pair) to 
0.0066 (2000 pairs). 

Despite the different associated distances the precisions for Figs. 4(c) and 4(d) are 
comparable. Apart from the fact that the maximum integration times and the transmitted 
powers were different (400 mW and 1.5 W, respectively), this can be attributed to diverse 
atmospheric conditions and thus different power spectral densities of the refractive index 
fluctuations. For instance, the average propagation height for Fig. 4(d) was ~5 times higher 
(80 m) than for Fig. 4(c), thus the degree of turbulence was lower [17] and not significantly 
influenced by near surface turbulences. Furthermore, depending on the statistical 
independence of the data, averaging may have been more efficient in Fig. 4(d). Note that for 
all three cases the increase in precision does not follow a square root law, but is lower, which 
may indicate statistical dependence to some degree. 

In spite of averaging the precision of a measurement in the open atmosphere is generally 
lower than in the closed laboratory, where atmospheric effects have been largely excluded. 
The associated uncertainties of the average background CO2 mixing ratios are 1890 ppm, 178 
ppm, and 28 ppm for Figs. 4(b), 4(c) and 4(d), respectively. In contrast, the instrument’s 
precision of 0.00176 measured in the closed laboratory (Fig. 2) suggested corresponding 
uncertainties of only 237 ppm, 55 ppm and 6 ppm, respectively. 

 

Fig. 4. Outdoor calibration tests. The wavelength switching rate was 2 kHz for all. (a) All GR 
values. The target was barren ground at 22 m distance. (b) Effect of averaging of (a). Standard 
error is 0.024 for an integration time of 1 ms (1 pair) and 0.014 for 100 ms (all 100 pairs) per 
point. (c) Weathered concrete hard target at 95 m distance. Standard error is 0.0126 for 1 ms 
and 0.0057 for 1 s integration time per point. (d) The target was a hill covered with bushes at 
827 m distance. Standard error is 0.0136 for 1 ms and 0.0066 for 2 s integration time per point. 
GR values before averaging are displayed in grey. 

4. Instrument test on Vulcano 

Measurements on an actual volcano took place on July 16, 2014 on the island of Vulcano, 
Italy. The final objective is to not only measure CO2 concentrations, but to obtain CO2 fluxes. 
For this purpose the instrument eventually has to scan the plume. However, these pioneering 
tests were focusing on the more fundamental question whether the instrument would be able 
to acquire meaningful data at all in this dynamic and thus challenging environment. 

Vulcano is a small volcanic island about 20 km north off the coast of Sicily and part of the 
Aeolian island arc [Fig. 5(a)]. The height of the volcano is 386 m a.s.l.. The instrument was 
placed at the flank of the crater, ca. 50 m north of the La Fossa crater rim [Fig. 5(b)] and was 
probing one of the fumaroles that were located at the crater slope. The fumaroles emit various 
volcanic gases, including CO2 and water vapor. The latter condenses soon after it enters the 
atmosphere. 
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Fig. 5. (a) Location of Vulcano (red square). (b) Blowup of the island with the volcano in the 
northern part. The red arrow marks the measurement path, pointing towards east-northeast. (c) 
OP-FTIR (1), infrared source (2), compact DIAL (3) and hard target at 158 m distance (4). 
Condensed gas is visible. 

For the given ON wavelength a parasitic volcanic absorbent may be H2S gas, since its 
molecular absorption cross section is comparable to that of CO2 at that spectral region [13]. 
However, for the fumaroles in that area the H2S mixing ratio is so small compared with the 
background CO2 mixing ratio [25] that no significant parasitic absorption due to H2S is 
expected. 

Measurements were carried out around 1 pm during a temperature of 30°C at clear sky. A 
steady wind of around 6 m/s was blowing up the crater flank such that the fumarole plume 
pointed towards the crater mouth and the laser beam crossed the plume at an angle of ca. 80 
degrees. The fumarole diameter was estimated by the mean diameter of the condensed gas 
cloud and measured ~1.5 m from the ground up. The compact DIAL was operating at a 
wavelength switching rate of 1.25 kHz, acquiring 2000 ON/OFF pairs, corresponding to an 
integration time per measurement of 3.2 s, which amounts to 160000 science and 160000 
reference samples. Figure 6(a) displays the complete ensemble of the inverse GR values 
before averaging, revealing a high variability. For reference, an open path Fourier 
spectrometer (OP-FTIR) [26] placed next to the compact DIAL [Fig. 5(c)] was measuring 
column averaged CO2 concentrations. The measurement path length of the OP-FTIR was 26 
m and included the fumarole at the end of the path. The latter was aligned with the path of the 
compact DIAL, which was pointing to a slope located 158 m away from the instrument. To 
enable an unambiguous range measurement the elevation angle of the compact DIAL was 
such that its laser beam crossed the fumarole about 0.5 m above the OP-FTIR line of sight. 
This ensured that most of the time light entering the telescope emanated from the target at 158 
m and not from the condensed fumarole water vapor. 

CO2 concentrations are computed using Eq. (1) and the RBA method. The offset of the 
GR is corrected for by adjusting the minimum CO2 concentrations with the corresponding 
concentrations from the OP-FTIR data. The differential absorption cross section of CO2 is 
derived from Hitran 2012 spectroscopic data [13] using an air temperature of 303 K and a 
pressure of 970 mbar, measured at the meteorological station in Reggio Calabria. CO2 
concentrations are converted to mixing ratios using the dry air density. Figures 6(b) and 6(c) 
show the resulting time series of the path averaged CO2 mixing ratios for the compact DIAL 
and the OP-FTIR, respectively. There is a correlation between the lower frequency 
components of the two time series. Note that the compact DIAL data was acquired with a 
higher temporal resolution (one point each 4 s) than the OP-FTIR data (one point each 11 s). 
While the CO2 concentration obtained from the compact DIAL varies by up to 340% between 
minimum and maximum, the series from the OP-FTIR varies by up to 23% only. This can 
partly be explained by the fact that the two instruments were sensing a non-uniform CO2 
concentration and were not completely co-aligned, thus penetrating the plume at different 
points and under different angles. 
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Fig. 6. Time series data from Vulcano. (a) Complete ensemble of inverse GR from the compact 
DIAL (inverse for enhanced comparability with Fig. 6(b)). (b) Path averaged CO2 mixing 
ratios from compact DIAL. Grey envelope corresponds to ± STD of data in Fig. 6(a). (c) Path 
averaged CO2 mixing ratios from OP-FTIR. Shaded grey depicts statistical error. To make 
them comparable in time, series in Figs. 6(b) and 6(c) have been gridded to a 4 s time interval. 

If stroked by the laser the liquid water aerosol acts as a hard target with a rapidly changing 
reflectivity. Using Mie theory, assuming a droplet number density typical for a tropospheric 
liquid water cloud [27] and an immobile cloud during an ON/OFF period we computed the 
possible bias on the GR to be only 0.003%, corresponding to an error of the mixing ratio of 
0.6 ppm. 

More likely, turbulence-induced enhanced backscattering was the major cause of the poor 
quantitative agreement between the two time series. In particular, 

(i) turbulence increased the non-uniformity of the already non-uniform CO2 
concentration near the fumarole and 

(ii) noise was added by turbulence related effects. 
Point (i) is in line with the finding of [11]. The OP-FTIR measurement path included the 

fumarole, but measured only 17% the length of the compact DIAL path. That means the 
reference measurement was in situ in the sense that it missed to probe 83% of the compact 
DIAL measurement path. 

As stated in (ii), owing to turbulence the precision was significantly smaller than 
estimated under more calm atmospheric conditions. The disagreement between the mixing 
ratios of Figs. 6(b) and 6(c) is on average more than 400 ppm, which means two orders of 
magnitude higher than for the precision of 6 ppm, measured under calm indoor conditions, 
where atmospheric turbulence was almost completely excluded (Fig. 2). The disagreement is 
still an order of magnitude higher than the error measured for the test in Fig. 6d). Unlike for 
this case, however, the measurement conditions on Vulcano favored turbulence-induced 
enhanced backscattering. Near the fumarole the distance between the beam and the ground 
was less than 2 m. Furthermore, the beam propagated under an almost right angle to the wind, 
leading to a high degree of turbulence. In fact, the disagreement is comparable to the error in 
average CO2 mixing ratio of the cases in Figs. 6(b) and 6(c), when translated to the 158 m 
path length on Vulcano. 

The DIAL path length was relatively short. For the compact DIAL and a given target, 
spatial averaging of speckles is less efficient for shorter ranges as the illuminated target area 
and thus the speckle number is smaller. This may cause a considerable speckle noise bias. A 
rough analysis, neglecting any target properties, suggests a corresponding constant bias of ca. 
0.01 in Fig. 6(a) [28], associated with a mixing ratio close to 200 ppm. Under the given 
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turbulent conditions, a speckle bias of this order of magnitude may have been transformed 
into a random fluctuation of the GR. However, this magnitude is before temporal averaging 
the data and thus rather an upper limit estimation. 

Point (ii) could have contributed to the disagreement with the in situ measurement seen by 
[11] under windy conditions. 

The employed separate wavelength emission technique assumes the atmosphere to be 
“frozen” [29] during the acquisition of an ON/OFF pair. Since there was a finite time of 0.8 
ms between subsequent ON and OFF switching states this assumption is only approximately 
valid. Under the given atmospheric conditions, particularly upon occasional reflection off the 
liquid water aerosol, this may have amplified the discrepancy further. 

5. Conclusion 

We have presented a prototype of a compact DIAL for sensing volcanic CO2 under harsh 
conditions, characterized it and demonstrated its operation in the field. We found that for this 
instrument neglecting atmospheric turbulence effects during error characterization may lead 
to an overestimated effective precision, the magnitude of which strongly depends on the 
measurement geometry and atmospheric conditions. For a test on a volcano on the island of 
Vulcano (Italy) the latter was likely causing poor precision of the grand ratio after averaging 
and thus a situation in which the CO2 mixing ratio trend from the compact DIAL compared 
qualitatively well, but quantitatively poorly to corresponding in situ data. The result suggests 
two general interconnected implications, adding new experimental evidence to similar 
findings [11,16]. Firstly, an error analysis that neglects atmospheric effects may significantly 
overestimate the precision of DIAL instruments when used in a turbulent atmosphere. 
Secondly, under the latter conditions the DIAL result may largely disagree with an in situ 
reference measurement. This suggests that an in situ measurement is not an adequate 
reference for a DIAL in a turbulent atmosphere. As volcanic CO2 signals are inherently non-
uniform and often associated with an unstable atmosphere this has important implications for 
further developments of DIAL sensing volcanic CO2. For instance, since the precision of the 
compact DIAL is most likely dominated by turbulence related noise, using a wavelength 
switching approach rather than dual wavelength emission, despite its simplicity, does not 
deem to be an optimum choice. As a consequence, the compact DIAL will be modified to 
allow for simultaneous transmission and measurement of ON and OFF wavelengths. This will 
also reduce noise due to a fast moving hard target or condensed water aerosol, which is 
important for future airborne measurements of volcanic plumes. 
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