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ABSTRACT

Using an atmosphere model of intermediate complexity and a hierarchy of ocean models, the dominant
modes of interannual and decadal variability in the South Atlantic Ocean are studied. The atmosphere
Simplified Parameterizations Primitive Equation Dynamics (SPEEDY) model has T30L7 resolution. The
physical package consists of a set of simplified physical parameterization schemes, based on the same
principles adopted in the schemes of state-of-the-art AGCMs. It is at least an order of magnitude faster,
whereas the quality of the simulated climate compares well with those models. The hierarchy of ocean
models consists of simple mixed layer models with an increasing number of physical processes involved such
as Ekman transport, wind-induced mixing, and wind-driven barotropic transport. Finally, the atmosphere
model is coupled to a regional version of the Miami Isopycnal Coordinate Ocean Model (MICOM) covering
the South Atlantic with a horizontal resolution of 1° and 16 vertical layers.

The coupled modes of mean sea level pressure and sea surface temperature simulated by SPEEDY–
MICOM strongly resemble the modes as analyzed from the NCEP–NCAR reanalysis, indicating that this
model configuration possesses the required physical mechanisms for generating these modes of variability.
Using the ocean model hierarchy the authors were able to show that turbulent heat fluxes, Ekman transport,
and wind-induced mixing contribute to the generation of the dominant modes of coupled SST variability.
The different roles of these terms in generating these modes are analyzed. Variations in the wind-driven
barotropic transport mainly seem to affect the SST variability in the Brazil–Malvinas confluence zone.

The spectra of the mixed layer models appeared to be too red in comparison with the fully coupled
SPEEDY–MICOM model due to the too strong coupling between SST and surface air temperatures
(SATs), resulting from the inability to advect and subduct SST anomalies by the mixed layer models. In
SPEEDY–MICOM anomalies in the southeastern corner of the South Atlantic are subducted and advected
toward the north Brazilian coast on a time scale of about 6 yr.
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1. Introduction

In recent years there has been an increasing effort to
describe and understand decadal-to-interdecadal vari-
ability in the region of the tropical and South Atlantic.

Analyses of South Atlantic sea surface temperature
(SST) and mean sea level pressure (MSLP) by Venegas
et al. (1996, 1997, 1998) indicate the existence of inter-
decadal fluctuations in the coupled atmosphere–ocean
system with a period of around 20 yr. It is suggested
that the dominant physical processes involved in this
interdecadal cycle include the horizontal advection of
heat by the ocean currents and changes in the atmo-
sphere–ocean heat fluxes through local air–sea interac-
tions. Indications of variability on decadal-to-interdec-
adal time scales in SST are also found by Sterl (2001)
and Moron et al. (1998). Analyzing the results of a
multicentury integration of a coupled climate model,
Wainer and Venegas (2002) detected multidecadal vari-
ability in the southern South Atlantic that they related
to variability in the intensity of the Malvinas western
boundary current.

Natural variability over the tropical Atlantic is domi-
nated by two modes of variability: equatorial variability
in the eastern cold tongue region and off-equatorial
variability characterized by an anomalous cross-
equatorial SST gradient (Ruiz-Barradas et al. 2000).
The equatorial variability, also sometimes called the
Atlantic ENSO analog, has mostly been explained by a
“Bjerknes” feedback (Carton et al. 1996). In addition to
this local Atlantic ENSO analog mode, Atlantic SST
variability is also affected by the Pacific ENSO variabil-
ity (Tourre et al. 1999). The cross-equatorial gradient in
SST is often related to the wind–evaporation (WES)
feedback involving an unstable thermodynamic ocean–
atmosphere interaction between wind-induced heat
fluxes and SST (Chang et al. 1997). However, the char-
acterization of these modes as well as the existence of
these feedbacks are still under debate (Xie 1999; Wang
and Carton 2003).

Xie and Tanimoto (1998) suggested that the tropical
and South Atlantic modes of decadal variability are
part of a coherent pan-Atlantic decadal oscillation that
also incorporates the decadal variability of the North
Atlantic Oscillation (NAO). A connection between the
North and South Atlantic was also suggested by Rob-
ertson et al. (2000), Watanabe and Kimoto (1999), and
Okumura et al. (2001), who, in model studies, found the
NAO to be sensitive to SST anomalies over the tropical
and subtropical South Atlantic. Xie (1999) argues that
the preferred time scales of the cross-equatorial SST
gradient, if any, arise from forcing or interaction with
the extratropics. An observed connection between mid-

latitude and tropical Atlantic variability was described
by Rajagolapan et al. (1998). The existence of a con-
nection between North and South Atlantic decadal
variability is, however, still the subject of intense scien-
tific debate (Hoerling et al. 2001).

El Niño is a strong controlling factor for climate fluc-
tuations over the South American continent. However,
during the last decades it has become clear that SST
anomalies in the tropical and South Atlantic Ocean also
have a significant effect. The influence of tropical At-
lantic SST anomalies on the rainfall in Nordeste Brazil
has been firmly established from observational studies
(Hastenrath and Greischar 1993a,b; Carton et al. 1996)
and explained by numerical modeling (Moura and
Shukla 1981; Nobre and Shukla 1996; Gandu and Silva
Dias 1998). In addition, Diaz et al. (1998) demonstrate
that the rainfall in Uruguay and the Brazilian state of
Rio Grande do Sul is linked with SST anomalies in the
southwestern Atlantic Ocean. Analysis of river flows of
southeastern South America by Robertson and
Mechoso (1998) shows, apart from a strong ENSO sig-
nal, decadal variability associated with SST anomalies
in the tropical North Atlantic and in the seas around
Greenland, the latter suggesting a connection with the
process of deepwater formation and the thermohaline
circulation.

Cardoso (2001) recently found significant decadal
variability in the temperature data in the metropolitan
area of São Paulo, which is closely related to the SST in
the South Atlantic Ocean. Gonçalves et al. (2001) also
detected a significant impact of the South Atlantic SST
anomalies on the development of cold surges in the
tropical sector of South America. Positive SST anoma-
lies off the southern coast of Brazil favor the develop-
ment of intense cyclones associated with the cold air
incursion in tropical South America. There are some
indications of a long-term control on the frequency of
these events, which may be associated with the decadal
variability of the South Atlantic SST.

However, the relation between SST anomalies in the
South Atlantic and the South American convergence
zone (SACZ) is still somewhat enigmatic. Modeling
studies with atmospheric general circulation models
(AGCMs) (Robertson et al. 2003; Barreiro et al. 2002)
indicate that South Atlantic SST anomalies do affect
the strength and position of the SACZ. In particular,
positive SST anomalies seem to enhance the intensity
of SACZ. In contrast, an observational study by Rob-
ertson and Mechoso (2000) shows that enhanced inten-
sity of SACZ is accompanied by negative SST anoma-
lies underneath it. In a modeling study, Chaves and
Nobre (2004) show that in case of a strong SACZ the
enhanced cloudiness diminishes the incoming solar ra-
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diation, thereby suggesting that the negative SST
anomalies are the result and not the cause of the en-
hanced SACZ.

From this discussion it emerges that there are strong
indications for the existence of decadal modes of vari-
ability in the climate system over the tropical and South
Atlantic and that they have a significant impact on the
climate over the South American continent. However,
firmly based explanations of the dominant mechanisms
are still lacking, although some suggestions have been
made. This study aims to contribute toward the under-
standing of the dominant mechanisms of decadal vari-
ability in the tropical and South Atlantic.

In particular, we will focus on establishing the air–sea
interaction processes in the South Atlantic area that are
crucial for the explanation of observed patterns of cli-
mate variability on interannual to decadal time scales.
One approach could be the analysis of the output of a
state-of-the-art global coupled model. However, an im-
portant problem with the analysis of these models is
that the conclusions mainly result from statistical infer-
ence. A real physical test would be to switch off the
potential physical processes and analyze the results. Al-
though in principle feasible in state-of-the-art atmo-
sphere–ocean general circulation models (AOGCMs),
it is in practice prohibitive owing to the complexity of
the models and the large amount of required computer
resources. Therefore, in addition to simulations with
state-of-the-art climate models, studies with less com-
plex climate models are needed for detailed investiga-
tion of the dominant processes on decadal time scales
(Houghton et al. 2001). The results and hypotheses of
these studies can than be confronted with results from
state-of-the-art AOGCMs and observational datasets.

In this study, we have investigated the mechanisms
for generating the dominant patterns of coupled dec-
adal variability within the framework of a less complex
model. An atmosphere model of intermediate complex-
ity is coupled to an hierarchy of ocean models ranging
from a simple passive mixed layer model to a state-of-
the-art ocean model. This model setup allows us to per-
form sensitivity studies for investigating the dominant
mechanisms.

Recently, Sterl and Hazeleger (2003, hereafter SH)
have analyzed 52 yr of the National Centers for Envi-
ronmental Prediction–National Center for Atmo-
spheric Research (NCEP–NCAR) reanalysis data (Kal-
nay et al. 1996) and investigated the different contribu-
tions for the generation of the dominant patterns of
coupled variability. They conclude that anomalous la-
tent heat flux and wind-induced mixed layer deepening
are the main processes leading to the observed SST

variability, with a minor role for anomalous Ekman
transport.

We have tested the conclusions of SH and investi-
gated whether we could simulate the observed domi-
nant patterns of coupled variability and evaluated the
contributions of the different terms. Our approach can
be considered as complementary to theirs. The main
advantage is that each process can be studied in isola-
tion and the effect of uncertain parameters can be
evaluated.

Our results confirm basically those of SH, thereby
firmly establishing their results. The main difference is
the role of Ekman transport, which, according to our
results, is also an important mechanism for generating
coupled variability in the South Atlantic. In addition,
we have also investigated the role of the wind-driven
barotropic transport, which seems mainly to affect SST
variability in the Brazil–Malvinas confluence zone.

2. Model structure

a. Atmosphere model

The atmosphere model used in this study is the Sim-
plified Parameterizations Primitive Equation Dynamics
(SPEEDY) model (Molteni 2003). It is an intermediate
complexity model based on a spectral primitive equa-
tion core and a set of simplified parameterization
schemes. The parameterization package has been espe-
cially designed to work in models with just a few ver-
tical levels and is based on the same physical principles
adopted in schemes of state-of-the-art AGCMs. The
parameterized processes include large-scale condensa-
tion, convection, clouds, short- and longwave radiation,
turbulent surface fluxes, and vertical diffusion. The
horizontal resolution is T30 and the model has seven
vertical levels. It is at least an order of magnitude faster
than a state-of-the-art AGCM. The quality of the simu-
lated climate compares well with that of more complex
AGCMs. Some aspects of the systematic errors of
SPEEDY are, in fact, typical of many AGCMs, although
the error amplitude is higher than in those models.

b. Ocean models

The state-of-the-art ocean model used in this study
is the Miami Isopycnal Coordinate Ocean Model
(MICOM: Bleck et al. 1992). The model solves a mo-
mentum equation, a layer thickness equation, and
tracer equations for temperature and salinity using an
isopycnal vertical coordinate and a horizontal C grid on
a Mercator projection. The isopycnal vertical coordi-
nate implies that each layer has a homogeneous poten-
tial density. Only the upper layer has variable density
on which the surface forcing acts. The model is fully
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coupled with the atmosphere model and is forced by
surface wind stress, turbulent heat fluxes, radiative
fluxes, and a freshwater flux. No flux adjustment is
used, and �0 is used as reference density. In the iso-
pycnal layers below the upper-layer salinity is advected
and the temperature is computed using the equation of
state. In the upper layer the temperature is directly
computed from the tracer equation. The basin is con-
fined to the tropical and South Atlantic from 45°S to
20°N. The boundaries are closed and the isopycnal lay-
ers are relaxed toward a density and salinity profile
obtained from Levitus and Boyer (1994) and Levitus et
al. (1994). The same datasets are used for initialization
of the temperature, salinity, and layer thickness distri-
butions. The resolution is 1° in the horizontal direction
and the model has 16 vertical layers.

Outside this basin the boundary condition for the
atmosphere model is a passive mixed layer, which will
be described below. Apart from the reduction in com-
puting time, an advantage of a basin configuration is
that the mechanism of air–sea interaction over the At-
lantic can be isolated from other processes like the in-
fluence of Pacific SST anomalies on the atmospheric
circulation over the Atlantic.

The hierarchy of ocean models used in this study
consists of a mixed layer model with an increasing num-
ber of dynamical processes included:

• horizontal and vertical Ekman transport,
• wind-induced mixing,
• barotropic transport.

1) PASSIVE MIXED LAYER

The first model in the hierarchy is a passive mixed
layer model for which the equation of the mixed layer
temperature T is given by

�T

�t
� �

Q

h�wcp
� Fm. �1�

Here Q is the net surface heat flux leaving the ocean, h
the mixed layer depth, �w the density, cp the specific
heat capacity of seawater, and Fm represents the in-
duced heat transport by the ocean and all other pro-
cesses neglected by (1). To ensure that the climatology
of the mixed layer model stays close to the observed
climatology, we computed Fm using (1) from a 50-yr
atmosphere-only run with prescribed SSTs:

Fm �
�Tclim

�t
�

Qdiag

h�wcp
, �2�

where Tclim is the daily mean observed climatological
SST computed by linear interpolation from the clima-
tological monthly mean SST of Da Silva et al. (1994),

and Qdiag is the daily mean diagnosed net surface heat
flux; Fm computed by (2) varies in space and goes
through an annual cycle.

2) MIXED LAYER DYNAMICS

Including advection and wind-induced mixing, the
equation for the mixed layer becomes

�T

�t
� �

1
h � Q

�wcp
� U · �hT � w�T� � W � Fr, �3�

where U is the horizontal transport in the mixed layer,
�h is the horizontal part of the gradient operator, and w
and �T are the vertical velocity and temperature jump
at the base of the mixed layer; W is the temperature
tendency in the mixed layer due to wind-induced mix-
ing and Fr represents, similar as Fm in (1), all the pro-
cesses neglected by (3). The advection terms we are
considering in this article are Ekman and barotropic
transport; that is, U � Ue � Ub.

The vertically integrated horizontal Ekman velocity
or Ekman transport Ue is given by

Ue � �Ue, Ve� �
1

�w� f2 � r2�
� f�y � r�x, �f�x � r�y�,

�4�

where f is the Coriolis parameter, 	 the wind stress, and
r a linear friction term. For r � 0, the usual form of
Ekman transport is retrieved. Requiring the Ekman
transport to be divergence free yields the vertical or
Ekman pumping velocity:

we � �h · Ue �
1

�w� f2 � r2�

 f�� � ��z � r� · ��. �5�

The barotropic transport in the mixed layer Ub is esti-
mated by solving the Stommel equation for a wind-
driven barotropic flow:

�s�
2� �

�� f

a2 cos�

��

�	
�

k · � � �

�o
, �6�

where  is the barotropic streamfunction, � latitude, �
longitude, a the radius of the earth, k the unit vector in
the vertical, and �s is the linear friction coefficient.
When discretized this equation gives a linear set of
equations A � b, which is solved using a lower upper
(LU) decomposition of A. To obtain the barotropic
transport in the mixed layer (Ub), the barotropic veloc-
ity ub, derived from , is multiplied by the mixed layer
depth h.

The wind-induced mixing term W describes the ver-
tical mixing of thermocline waters into the mixed layer
due to wind stirring. Especially in the Tropics and sub-
tropics with a warm and shallow mixed layer, this is
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potentially an important process. Based on the mixed
layer model of Niiler and Kraus (1977), SH estimates
the effect of wind-induced mixing on SST to be propor-
tional to the cube of the friction velocity divided by the
mixed layer depth,

W � �



h
u3

*, �7�

where u* is the friction velocity, defined by u2

* � 	/�w.
Because we are interested in the effect of anomalous

wind stress �̂ � � � � on the mixed layer temperature
we rewrite (3) as

�T

�t
� �

1
h � Q

�wcp
� Û · �hT � ŵ�T � 
û3

*� � F �r, �8�

where Û and ŵ are the anomalous transports due to the
anomalous wind stress and û3

* � u3

* � u3

*. The clima-
tological wind stress � and u3

* are computed from the
50-yr atmosphere-only run with prescribed SSTs:

F �r � Fr �
1
h

�U · �hT � w�T � 
u3

*�.

By taking the climatological mean of (8) we see that we
can estimate F �r by Fm computed in (2). By doing this
we are neglecting the contributions of Û · �hT̂ and ŵ�T̂
to the mean climate, which are considered to be small.
The validity of this approach was verified by comparing
the climatology of the mixed layer model with the ob-
served SSTs, the differences being in the order of 0.2°C.

3. Results

a. Climatology and variability of SPEEDY forced
with climatological SST

To evaluate the quality of the atmospheric circula-
tion simulated by SPEEDY, we performed a 50-yr in-
tegration with prescribed climatological SSTs. We will
focus here on the circulation over the South Atlantic. A
more extensive evaluation of the climatology of
SPEEDY can be found in Molteni (2003). Figure 1
shows the annual MSLP and the dominant empirical
orthogonal functions (EOFs) of MSLP for 3-month sea-
sonal mean averages from which the annual cycle is
subtracted. For comparison the climatology of the
NCEP–NCAR reanalysis is also shown. The climatol-
ogy of SPEEDY compares well with the NCEP–NCAR
reanalysis, although the intensity of the subtropical
high is somewhat overestimated. Also, the structure
and explained variance of the first two EOFs of MSLP
are in good agreement with the modes obtained by SH
from the NCEP–NCAR reanalysis (Fig. 2 of SH).
These results indicate that SPEEDY can be used as a

reliable tool for simulating the dominant patterns of
variability over the South Atlantic.

The good correspondence between the simulated and
observed EOFs of MSLP, when SPEEDY is forced
with climatological SSTs, is also indicative of the fact
that the structure of the dominant modes of variability
in the atmosphere is mainly due to atmospheric dynam-
ics. This agrees with the accepted knowledge of atmo-
spheric variability outside the Tropics (Corti et al. 1999;
Haarsma and Selten 2001).

b. SPEEDY–MICOM

To check if, indeed, the fully coupled model is able to
simulate the dominant modes of coupled variability, we
integrated SPEEDY–MICOM for 60 yr from which we
used the last 40 yr for the analysis. Figure 2 displays the
first two singular value decomposition (SVD) modes of
MSLP and SST for 3-month seasonal averages from
which the annual cycle is subtracted. The time series of
the principal components (PCs) are normalized with
respect to their standard deviation so that the patterns
indicate the characteristic amplitude of the mode of
variability. The first SVD mode displays for the MSLP
a monopole, which is reminiscent of the first EOF of
the MSLP (Fig. 1), although the pattern is more ex-
tended in the equatorward direction. The dominance of
the first EOF in this pattern is confirmed by the strong
correlation between the time series of the EOF and
SVD pattern of MSLP (0.93). The SST pattern shows a
predominantly southwest–northeast oriented dipole.
This SVD mode shows a strong resemblance in pattern
and explained variance with the first SVD mode of SH
(their Fig. 3), which was computed from NCEP–NCAR
reanalysis data. The SST pattern also compares favor-
ably with the dominant EOF computed by Palastanga
et al. (2002).

The agreement with the second SVD mode of SH
(their Fig. 3) is less. The MSLP dipole pattern of this
mode shows good agreement, but the SST pattern lacks
the tripole structure of the mode computed by SH. The
second SVD mode is, according to SH, related to El
Niño variability. Because outside the Atlantic basin the
ocean in SPEEDY–MICOM is represented by a passive
mixed layer, the model does not simulate an El Niño
type of variability. This might explain the difference
between the simulated second SVD and the observed
one as computed by SH. In addition, it may be noted
that there is also a large difference in the second SVD
mode between SH and Venegas et al. (1997).

As a consequence of the foregoing discussion, we will
in the rest of this paper concentrate on the first SVD
mode, which explains by far most of the variance, in the
order of 33%, compared to 24% for the second SVD
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mode. The explained variance of the first SVD mode is
in accordance with the value obtained by SH (38%).
The ability of SPEEDY–MICOM to simulate the ob-
served dominant mode of variability demonstrates that
this model configuration contains the essential physics
for generating these patterns. Using the hierarchy of
ocean models described in section 2, we will in the re-
mainder of this paper investigate what are the domi-
nant mechanisms for generating these patterns of
coupled variability.

c. Passive mixed layer

In our first experiment, we used a constant mixed
layer depth of 80 m, which is a reasonable mean value
for the South Atlantic Ocean between 50°S and the
equator. The horizontal resolution is the same as the
atmosphere model, that is, 3.75°. The time step of the

passive mixed layer model is 1 day. A 120-yr integration
of the atmosphere model coupled to the passive mixed
layer described by (1) was executed, of which the last
100 yr were analyzed. The differences in the entire
global ocean between the 100-yr-averaged seasonal
mean mixed layer temperatures and the observed cli-
matological seasonal mean SSTs are in the order of
0.5°C, with maximum differences along the sea–ice
margin. The results shown below are for 3-month sea-
sonal means from which the annual cycle is subtracted.

Figure 3 displays for the South Atlantic the first SVD
mode of MSLP and SST. Similar to the SPEEDY–
MICOM simulation, the first SVD shows a dipole pat-
tern for the SST and a monopole for the MSLP. The
pattern correlations with the first SVD of SPEEDY–
MICOM are 0.82 and 0.67 for MSLP and SST, respec-
tively. Also, the amplitude and the explained variance
of these patterns are close to those of the SPEEDY–

FIG. 1. Annual mean MSLP (hPa) and near-surface winds (m s�1) (a) simulated by SPEEDY with prescribed climatological SSTs and
(b) obtained from the NCEP–NCAR reanalysis. (c), (d) The first two EOFs of MSLP simulated by SPEEDY for 3-month seasonal
mean averages from which the annual cycle is subtracted.
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MICOM run. The main heat source for generating the
SST anomalies is the latent heat flux (LHF), whereas
the sensible heat flux (SHF) and radiation terms are
less important. The first SVD between MSLP and LHF
(not shown) displays the same pattern as for MSLP and
SST. Comparison of the MSLP pattern of the SVD with
the climatological MSLP pattern (Fig. 1a) reveals that
variation of this pattern enhances or reduces the clima-
tological trade winds at the equatorward pole of the
SST dipole. At the poleward pole it predominantly in-
duces anomalous meridional advection. From this we
conclude that the equatorward pole of the SST dipole is
caused by enhancement or decrease of the climatologi-
cal trade winds, which consequently enhance or dimin-
ish the latent heat flux, whereas the poleward pole is
caused by anomalous meridional advection of climato-
logical surface air temperatures (SATs).

Notwithstanding the similarity, a closer inspection of
the SVD patterns of MSLP and SST reveals significant

differences with those of SPEEDY–MICOM. The
MSLP pattern is shifted 10° equatorward and shows no
clear resemblance with the first EOF MSLP mode, as
was the case in SPEEDY–MICOM and also noticed by
SH. The correlation between the time series of the EOF
and the SVD pattern of MSLP is less (0.73) than in the
SPEEDY–MICOM run (0.93). In accordance with the
equatorward shift of the MSLP pattern, the SST dipole
is also shifted equatorward. In addition, the zonal ex-
tent of the poleward maximum of the SST dipole is less,
displaying a more circular structure. These differences
clearly demonstrate the active role of the ocean in gen-
erating the SST anomalies and thereby the dominant
patterns of coupled variability.

d. Ekman transport

As a first step to evaluate the role of ocean dynamics,
the anomalous Ekman transport terms were included in

FIG. 2. First two leading modes of a combined SVD analysis of MSLP (hPa) and SST (K) anomalies for the SPEEDY–MICOM run.
The spatial patterns are scaled such that the values correspond to one standard deviation. The modes account for 33% and 24%,
respectively, of the total squared variance.
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the mixed layer model (8): Û � Ûe and ŵ � ŵe, where
Ûe and ŵe are given by (4) and (5), respectively. The
anomalous wind-induced mixing �(�/h)û3

* is set to
zero.

For the numerical evaluation of the advection terms
in (8), this equation is rewritten in flux form and dis-
cretized on an Arakawa-B grid. A leapfrog scheme with
a time step of 1 day is used for the time integration.

For the temperature jump across the mixed layer, �T
in (8), we chose a value of 2 K, which is, as SH argued,
a reasonable value for the South Atlantic. For the lin-
ear friction r in (4) we used a value of r � 2.5 day�1.
This value is small enough to be negligible away from
the equator but large enough to avoid singularity. Simi-
lar as for the passive mixed layer, a 120-yr integration
was performed of which the last 100 yr were analyzed.

The SVD analysis of MSLP and SST revealed for the
first mode a significant difference compared with the
passive mixed layer without Ekman transport. Most no-
tably, the southern pole of the SST dipole pattern
shows a much more elongated structure in agreement
with the fully coupled model and observations. How-
ever, the amplitude of this poleward pole seems to be
overestimated, whereas the amplitude of the equator-
ward pole is reduced and is smaller than simulated by
SPEEDY–MICOM. A regression analysis between the
PC of the MSLP pattern of the SVD analysis onto the
Ekman transport terms in (8) reveals a zonally elon-
gated monopole at 40°S, demonstrating that the effect
of Ekman transport on SST variability is mainly con-
fined to the latitude belt south of 30°S. The largest
contribution to the Ekman transport terms comes from

the anomalous meridional advection of climatological
SST by anomalous meridional Ekman velocity caused
by anomalous zonal winds. Anomalous winds and cli-
matological SST gradients are strongest in the southern
part of the basin, explaining the dominance of the Ek-
man transport term there. Comparison between the
tendency terms in (8) due to horizontal Ekman trans-
port and Ekman pumping revealed that the latter term
in that region is about a factor of 4 smaller.

Although for the entire South Atlantic a mixed layer
depth of 80 m is a reasonable estimate, a more detailed
analysis of the Levitus and Boyer (1994) data as well as
the SPEEDY–MICOM data reveals that south of 40°S
a mixed layer depth of 200 m is a more appropriate
estimate, whereas north of 30°S the mixed layer depth
is close to 50 m. We therefore performed a new experi-
ment with a variable mixed layer depth using these es-
timates. Between 30° and 40°S the mixed layer depth is
linearly interpolated between 50 and 200 m.

The combined SVD analysis of MSLP and SST for
the experiment with the variable mixed layer depth re-
veals that the patterns of MSLP and SST of the first
SVD mode are now approximately located at the right
position and have the right orientation. Also, the am-
plitude and explained variance are now more in agree-
ment with the SPEEDY–MICOM run. The spatial cor-
relations of the MSLP and SST pattern with those of
SPEEDY–MICOM are 0.89 and 0.78, respectively,
showing a marked increase from the passive mixed
layer experiment (0.82 and 0.67). The correlation be-
tween the time series of the EOF and the SVD pattern
has increased from 0.73 to 0.85, implying an increase in

FIG. 3. The leading mode of a combined SVD analysis of MSLP (hPa) and SST (K) anomalies for the SPEEDY-passive mixed layer
run. The spatial patterns are scaled such that the values correspond to one standard deviation. The explained total squared variance
is 32%.
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the explained variance from 53% to 72% with respect
to the passive mixed layer experiment and is now more
close to the value of the SPEEDY–MICOM run (0.93).

Although the Ekman transport term seems to be im-
portant for a realistic simulation of SST variability, one
can ask how much of the improvement of the simulated
SVD pattern, compared to the passive layer experi-
ment, is due to a more realistic estimation of the mixed
layer depth. We therefore repeated the passive mixed
layer experiment with the same estimation of the lati-
tudinally varying mixed layer depth. The SVD analysis
shows that the poleward pole of the SST dipole is now
severely underestimated, as a consequence of the deep
mixed layer, revealing the importance of the Ekman
transport term for the generation of SST variability
south of 30°.

e. Wind-induced mixing

From their analysis of NCEP–NCAR data, SH argue
that wind-induced mixing is crucial for generating the

dominant patterns of coupled variability. The factor �
in (7) is estimated in SH by 20 K s2 m�2. The exact
value of this factor is, as SH pointed out, rather uncer-
tain. The chosen value gives only an estimation of the
order of magnitude.

Because of the unavailability of 6-hourly data, SH
derived u3

* from monthly mean data. This means that in
their computations the effect of wind-induced mixing is
underestimated. Analyzing the difference between the
climatological u3

* resulting from the different ways of
computing, it appeared that by using monthly mean
data in the central South Atlantic u3

* is generally un-
derestimated by a factor of 1.5. In the southern part of
the basin the difference is larger, in the order of a factor
of 4. The deep mixed layer south of 40°S also dimin-
ishes the effect of wind-induced mixing on the mixed
layer temperature. Taking these arguments in consid-
eration, we chose a value of 10 K s2 m�2 for �.

Figure 4 shows the SVD analysis between MSLP and
SST. Comparison with the SVD modes of SPEEDY–

FIG. 4. As in Fig. 2 but for the run with Ekman transport and wind-induced mixing with a variable mixed layer depth. The
explained total squared variances for these modes are 30% and 27%, respectively.
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MICOM reveals that the first mode is now almost per-
fectly simulated. Compared to the mode obtained in
the experiment without wind-induced mixing, most no-
tably for the SST pattern, is the shift of the maximum of
the equatorward pole to the southeast corner of the
basin and the confinement of the poleward pole to the
latitude belt between 30° and 45°S. The tilt of the
MSLP pattern changed from southeast–northwest to
southwest–northeast in according with the SPEEDY–
MICOM simulation. Although we are primarily inter-
ested in the first SVD mode, Fig. 4b shows that the
second SVD mode is also in close agreement with the
second SVD mode of SPEEDY–MICOM (Fig. 2b). It
displays a meridional MSLP dipole in the southeast–
northwest direction and a large SST band along ap-
proximately 35°S, although the SST values are some-
what overestimated. This demonstrates that the pro-
cesses in MICOM responsible for the generation of the
dominant modes of coupled MSLP–SST variability are
well captured by (8), where the anomalous velocities
are due to Ekman transport.

To investigate in more detail the relative contribu-
tion of the wind-induced mixing term and its relation to
the other forcing terms, we computed the regression of
the PC of the MSLP pattern of the SVD analysis of
MSLP and SST onto the different forcing terms. The
results are shown in Fig. 5. The regression pattern for
the wind-induced mixing shows a tripole pattern. This
pattern can be understood by noting that the MSLP
pattern of the SVD analysis is not merely an amplifi-
cation or reduction of the climatological mean (cf. Figs.
4a and 1a), but also implies a shift in the position and
orientation of principally the trade winds. This causes
the northern dipole: the wind-induced mixing is less
where the trade winds are weakened and vice versa.
Between 45° and 50°S the MSLP pattern results in a
change in the strength of the westerlies, which is the
cause of the most poleward pole of the tripole structure
of the wind-induced mixing term.

Comparing the three terms in Fig. 5 we see that for
the equatorward pole the surface flux is the dominant
term except for the southeastern corner, whereas for
the poleward pole all three terms seem to be important
for the correct simulation. There appears to be a partial
cancellation between the Ekman transport and the
wind-induced mixing terms.

f. Barotropic transport

Although the foregoing results indicate that latent
heat flux, Ekman transport, and wind-induced mixing
are the most important terms in generating the domi-
nant patterns of coupled ocean–atmosphere variability,

advection by wind-driven barotropic currents might be
important in specific areas. Especially in regions of
strong boundary currents and large SST gradients baro-
tropic transport might play an important role. In the

FIG. 5. Regression of the PC of MSLP of the first MSLP–SST
SVD mode onto the different terms in the tendency equation: (a)
surface flux, (b) Ekman transport, and (c) wind-induced mixing.
The units are in kelvin (3 month)�1.
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Atlantic basin a region where these conditions exist is
the Brazil–Malvinas confluence zone.

To investigate this, we added in (8) the effect of the
advection by the anomalous barotropic transport circu-
lation computed by (6): Û � Ûe � Ûb. For the linear
friction coefficient �s, we chose a value of 4 � 10�6 s�1.

The annual mean barotropic streamfunction result-
ing from the climatological SPEEDY wind stress com-
puted by (6) for the South Atlantic Ocean is a subtropi-
cal gyre of 12 Sv (Sv � 106 m3 s�1). This is about half
of the intensity of the subtropical gyre simulated by
MICOM in the coupled run. Although the Stommel
equation at this coarse resolution of 3.75° only gives a
first-order estimate of the barotropic wind-driven cur-
rents, it may help us get an indication of the importance
of the anomalous advection by barotropic currents for
the generation of SST anomalies. To compute the up-
per horizontal barotropic transport we have to assume
a scale depth. Using a scale depth of 500 m gave a
reasonable estimate of the barotropic transport com-
pared to MICOM. Figure 6 shows the regression of the
first EOF of MSLP onto the barotropic transport term
in the tendency equation for the SST [(8)]. It reveals
that, indeed, apart from the regions of the Malvinas–
Brazil confluence zone and at the South African coast,
the effect of the anomalous barotropic circulation on
the seasonal mean SST anomalies is small. An SVD
analysis between MSLP and SST shows only minor dif-
ferences with respect to the experiment without the
barotropic term included. The Stommel equation (6)

describes the steady-state solution of the barotropic
wind-driven circulation after the adjustment of barotro-
pic Rossby waves. The analyses are done for seasonal
means, which may be too short for the adjustment pro-
cess. We therefore repeated the calculations using an-
nual mean averaged wind stresses for calculating the
barotropic transport. The results are basically the same.
The recalculation of the regression of the first EOF of
MSLP onto the barotropic transport term in the ten-
dency equation for the SST reveals a figure very similar
to Fig. 6. The main difference is a reduction in ampli-
tude of about 50%, which is to be expected owing to
smaller annual mean wind stress anomalies compared
to seasonal mean anomalies. From this we conclude
that the effect of the wind-driven barotropic currents
on SST variability is only significant in these localized
regions, having the largest impact in the Brazil–
Malvinas confluence zone. In the Brazil–Malvinas con-
fluence zone large SST gradients exist. Small changes in
the in the boundary currents due to anomalous wind
forcing can therefore easily generate large SST anoma-
lies. A sensitivity analysis of SST variability due to the
wind-driven barotropic currents is, however, outside
the scope of this study and requires a much more care-
ful simulation of the wind-driven circulation than the
Stommel equation (6).

4. Budget analysis of SST variability

To obtain a more quantitative picture of the relative
contribution of the different terms to the dominant pat-

FIG. 6. Regression of the PC of the first EOF mode of MSLP onto the barotropic transport
term in the tendency equation (8) for the SST. The units are in kelvin (3 month)�1.
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terns of SST variability, we tried to estimate the con-
tribution of the different terms in (8) to the structure of
the SST pattern of the SVD analysis of MSLP and SST.
Because, as discussed in the foregoing section, the
wind-driven currents only affect SST variability in lo-
calized regions, we will concentrate here on the surface
heat flux, Ekman transport, and wind-induced mixing
terms. We performed a regression analysis of the time
derivative of the principal component of this SST pat-
tern on the different terms in (8). The result is shown in
Fig. 7. The main contribution is from the net surface
heat flux, which is dominated by the latent heat flux.
The contribution from the Ekman transport and the
wind-induced mixing terms is much less. The small
value of the Ekman transport term might be surprising
in light of the results in section 3d. However, the Ek-
man transport term attains its maximum amplitude be-
tween 25° and 30°S where the surface flux changes sign
and is about zero. In addition, as discussed in section
3d, with the inclusion of the Ekman transport terms the

MSLP pattern of the SVD analysis changes in position
and structure with respect to the experiment when only
the surface fluxes are included (section 3c). This means
that the surface flux term in Fig. 7 already bears the
influence of the Ekman transport term.

This analysis is consistent with the results obtained
by SH, who concluded from a similar analysis that the
Ekman transport is of minor importance. Using a
model hierarchy, however, we demonstrated that de-
spite its rather small value the Ekman transport term is
significant in modifying the shape of dominant SVD
patterns.

5. Time evolution

a. Spectral analysis

The spectra of the PCs of SST in the SVD analysis of
MSLP and SST for SPEEDY–MICOM and for the
mixed layer model including Ekman transport and
wind-induced mixing are shown in Fig. 8. Neither of the

FIG. 7. Regression of the SST tendency onto the different terms in the tendency equation: (a) total heat flux, (b) surface flux, (c)
Ekman transport, and (d) wind-induced mixing. The units are in kelvin (3 month)�1.
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two spectra shows a clearly dominant time scale. The
most striking aspect is that the spectrum for SPEEDY
coupled to the mixed layer model is significantly more
red than for SPEEDY–MICOM. For time scales
greater than 5 yr the variance is enhanced by more than
50%. The reddening also occurs for the time series of
SST anomalies at individual grid points. Investigation
of the other mixed layer models used in this study re-
vealed that the reddening occurred all in models.

The reddening of the SST spectra for an atmosphere
model coupled to an ocean mixed layer model com-
pared to a fully coupled atmosphere–ocean model was
discussed by Drijfhout et al. (2001) and explained by
the too strong coupling of SST anomalies to SAT
anomalies in the absence of ocean dynamics. There it
was demonstrated that ocean advection, creating pat-
terns of SST variability that do not match the preferred
modes of SAT variability, is the main cause for the
damping of SST anomalies. Because the mixed layer
models used in this study do not simulate the advection
by the mean currents [(8)], the argument of Drijfhout et
al. is also valid here. There the reddening for the glo-
bally averaged spectra was about 20%, which is less
than the reddening observed in this study. This differ-
ence can be due to the different atmosphere and ocean
models used in this study. Also the reddening estimated
in Drijfhout et al. is a globally averaged value.

The spectra of the PCs of the MSLP patterns of the
SVD analysis are white, without a dominant time scale
for all models. No significant reddening of the MSLP
spectra is observed for SPEEDY coupled to the mixed
layer models.

The absence of a clearly dominant time scale in
SPEEDY–MICOM might be due to the relatively short

time integration (40 yr) used in this study, which ham-
pers the detection of a weak signal. It may also be due
to the absence of the necessary processes for generating
this time scale. For instance, as stated before, in
SPEEDY–MICOM no ENSO variability is simulated
because, outside the South Atlantic basin, the ocean is
represented by a passive mixed layer. Therefore, the
influence of ENSO on interannual and decadal time
scales on the South Atlantic climate (Mo and Häkkinen
2001) cannot be modeled. Also, low-frequency variabil-
ity in the South Atlantic related to changes in the ther-
mohaline circulation driven by changes in the deep-
water formation as suggested by Latif (2001) and other
studies cannot be adequately simulated by the regional
ocean model.

b. Propagation of patterns

The lack of a dominant time scale in the spectra of
the PCs of SST and SVD of the dominant SVD modes
does not suggest the existence of propagating signals
related to periodic behavior. An extended EOF analy-
sis of SST anomalies confirmed this. No statistically
significant propagating patterns could be found.

The equatorward center of the SST dipole of the first
SVD is located in a ventilation area. Lazar et al. (2001)
have shown for an ocean model coupled to an advective
atmosphere mixed layer model (Seager et al. 1995) that
an SST anomaly in that region will be subducted and
moved in the northwesterly direction toward the north
Brazilian coast. Here we investigated whether in a fully
coupled atmosphere–ocean model, like SPEEDY–
MICOM, the subduction and subsequent advection of
SST anomalies can also be detected.

FIG. 8. Spectra of the PCs of the SST patterns of the first SVD of MSLP and SST together with the fitted AR(1) (red noise) process
spectrum and the 95% a priori confidence level for (a) SPEEDY–MICOM and (b) SPEEDY coupled to the mixed layer model with
Ekman transport and wind-induced mixing.
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The subduction process is tied to the annual cycle. At
the end of the austral winter [June–July–August (JJA)],
the mixed layer restratifies, leaving the temperature
anomaly in the layers below the mixed layer. When at
the beginning of the following winter the mixed layer
entrains, part of the temperature anomalies of the pre-
vious winter reemerges in the mixed layer. However, a
significant part of that temperature anomaly has been
subducted and advected away and will not reenter the
mixed layer. Figure 9 shows the 0.5 contour of the cor-
relation of the winter SST anomalies averaged over the
region 25°–20°S, 10°W–0°, which is located in the equa-
torward pole of the SST dipole, with the thickness
anomalies in the � � 26.18 layer in the following sum-
mer (DJF) when the mixed layer is detrained. The sub-
sequent movement of these thickness anomalies in the
� � 26.18 layer is indicated by the displacement of the
0.5 contour of the lag correlation of this thickness
anomaly with thickness anomalies at subsequent years.
It shows that in about 6 yr the anomalies cross the
South Atlantic reaching the coast of north Brazil, in
agreement with the results of Lazar et al. (2001). Be-

cause of the limited length of the integration and the
diffusive spreading of the anomalies, we are not able to
make firm statements about the fate of the anomaly
when it reaches the Brazilian coast. The results from
Lazar et al. (2001) suggest that it is advected northward
by the North Brazilian Undercurrent and finally is
spread along the equator.

In SPEEDY–MICOM, the isopycnal layers � �
25.28, � � 25.77, and � � 26.18 all outcrop in that
region. Analysis of the subduction in the other two �
layers and of temperature anomalies instead of thick-
ness anomalies revealed similar results. This subduction
of SST anomalies enforces the argument of Drijfhout et
al. (2001), explaining the reddening of the SST spectra
in mixed layer models because it acts as an additional
damping of SST anomalies, which is not simulated by
the mixed layer models used in this study.

A similar lag correlation analysis of the SST anoma-
lies averaged over the same region, 25°–20°S, 10°W–0°
with SST anomalies in the rest of the South Atlantic
basin does not reveal significant correlations for lags
longer than 2 yr. After this period the SST anomalies

FIG. 9. The 0.5 contour (solid line) of the correlation of the winter (JJA) SST anomalies averaged over
the region 25°–20°S, 10°W–0°, with the thickness anomalies in the � � 26.18 layer in the following
summer (Dec–Jan–Feb). The 0.5 contours of the lag correlation of summer thickness anomalies in this
region with summer thickness anomalies at subsequent years: year 1 (dashed), year 2 (dotted), year 3
(dashed–dotted), year 4 (long dashed), and year 5 (dashed–dotted–dotted).
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generated by the atmosphere mask the advection by the
ocean currents.

6. Conclusions and discussion

Using an atmosphere model of intermediate com-
plexity coupled to an hierarchy of ocean models, we
have investigated the physical mechanisms responsible
for the dominant patterns of coupled MSLP and SST
variability. The results indicate that the patterns are
due to a combined effect of turbulent surface heat
fluxes, Ekman transport, and wind-induced mixing. The
variation in the wind-driven barotropic transport
mainly affects the SST variability in the Brazil–
Malvinas confluence zone. These results confirm to a
large extend those of SH obtained from NCEP–NCAR
reanalysis data. The main difference is the role of the
Ekman transport terms, which they considered to be of
minor importance.

The spectra of the mixed layer models appeared to
be too red in comparison with the fully coupled
SPEEDY–MICOM model due to the too strong cou-
pling between SST and SAT, resulting from the inabil-
ity to advect and subduct SST anomalies by the mixed
layer models. In SPEEDY–MICOM anomalies in the
southeastern corner of the South Atlantic are sub-
ducted and advected toward the north Brazilian coast
on a time scale of about 6 yr.

Cayan (1992) showed for the North Atlantic and
North Pacific that turbulent heat fluxes are the domi-
nant cause for the observed structures of interannual
and decadal variability. Our results and those of SH for
the South Atlantic indicate that, although the largest
contribution to SST variability also comes from the tur-
bulent heat fluxes, the other contributions cannot be
neglected.

We speculate that the dominant role of turbulent
heat fluxes in the Northern Hemisphere is due to the
existence of large continents, which causes a large an-
nual cycle in SST and surface fluxes. The interannual
SST anomalies in the Northern Hemisphere are mainly
formed during boreal winter, especially at the western
boundaries of the ocean. This region is exposed to
strong variability in cold air outbreaks from the conti-
nent causing large turbulent surface heat fluxes. The
deep buoyancy-driven mixed layer diminishes the effect
of wind-induced mixing and Ekman transport.

Wainer and Venegas (2002) showed for a coupled
climate model that multidecadal variability in the
southern South Atlantic is related to variations in the
Malvinas western boundary current. We found only a
moderate effect of the wind-driven barotropic circula-
tion. The difference can be explained by the different

time scales. Our patterns are dominated by interan-
nual-to-decadal variability, whereas the patterns ana-
lyzed by Wainer and Venegas (2002) are characterized
by multidecadal variability.

Several studies (SH; Mo and Häkkinen 2001) have
indicated the influence of El Niño on the climate of
South America and the South Atlantic. Owing to the
setup of our experiments, in which the Pacific Ocean is
modeled by a passive mixed layer, this effect is omitted
in our experiments. Sterl and Hazeleger (2003) found
that the second SVD mode is significantly correlated
with the Niño-3 index. This relationship might be the
cause of the differences between the second SVD mode
simlulated by the SPEEDY–MICOM model and the
one obtained by SH from the NCEP–NCAR reanalysis,
although of course we cannot discard the possibility
that it is due to some deficiency of the SPEEDY–
MICOM model. In any case, the strong correspondence
between the first two dominant modes of variability of
SPEEDY–MICOM and SPEEDY coupled to the
mixed layer model including Ekman transport and
wind-induced mixing indicates that the mixed layer
model contains the essential physics of MICOM for
simulating the dominant SST anomaly patterns.

The reason for this success is that, outside the Tropics
on interseasonal and interannual time scales, the dom-
inant interaction is the forcing of the ocean by the at-
mosphere. The dominant atmospheric modes on these
time scales are standing modes with a white spectrum.
The dominant EOFs of MSLP for SPEEDY–MICOM
and SPEEDY coupled to the mixed layer models have
the same structure as the EOFs shown in Fig. 1 for
SPEEDY with prescribed climatological SSTs. Analy-
ses of these time series reveal in all cases a white spec-
trum without a dominant time scale. These atmospheric
modes generate an imprint on the ocean mixed layer.

Although most of the atmospheric variability is gen-
erated by internal atmospheric dynamics, it is signifi-
cantly affected by SST variability. The response of the
atmosphere to the SST dipole of the SVD analysis is
investigated by Haarsma et al. (2003). In this study, the
SST dipole of the first SVD shown in Fig. 2 was applied
as a lower boundary for SPEEDY, which outside this
dipole was forced with prescribed climatological SSTs.
The main response of this dipole is a deep baroclinic
response northwest of the equatorward pole of the SST
anomaly dipole and a shallow equivalent barotropic re-
sponse over the poleward pole of the SST anomaly di-
pole. The baroclinic response is strongest during the
austral summer and is similar to the response to tropical
SST anomalies described by Robertson et al. (2003).
The effect of this atmospheric response on the time
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evolution of the coupled variability is the subject of
ongoing research.
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