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ABSTRACT

In this paper it is argued that ensemble prediction systems can be devised in such a way that physical
parameterizations of subgrid-scale motions are utilized in a stochastic manner, rather than in a deterministic
way as is typically done. This can be achieved within the context of current physical parameterization
schemes in weather and climate prediction models. Parameterizations are typically used to predict the
evolution of grid-mean quantities because of unresolved subgrid-scale processes. However, parameteriza-
tions can also provide estimates of higher moments that could be used to constrain the random determi-
nation of the future state of a certain variable. The general equations used to estimate the variance of a
generic variable are briefly discussed, and a simplified algorithm for a stochastic moist convection param-
eterization is proposed as a preliminary attempt. Results from the implementation of this stochastic con-
vection scheme in the Navy Operational Global Atmospheric Prediction System (NOGAPS) ensemble are
presented. It is shown that this method is able to generate substantial tropical perturbations that grow and
“migrate” to the midlatitudes as forecast time progresses while moving from the small scales where the
perturbations are forced to the larger synoptic scales. This stochastic convection method is able to produce
substantial ensemble spread in the Tropics when compared with results from ensembles created from
initial-condition perturbations. Although smaller, there is still a sizeable impact of the stochastic convection
method in terms of ensemble spread in the extratropics. Preliminary simulations with initial-condition and
stochastic convection perturbations together in the same ensemble system show a promising increase in
ensemble spread and a decrease in the number of outliers in the Tropics.

1. Introduction

Traditionally, operational weather and climate pre-
diction has been a purely deterministic exercise. Early
on however, it has been realized that there is an inher-
ent uncertainty in the initial state (i.e., the initial state
of a certain variable should be seen as a probability
distribution and not as a unique value) and that this
uncertainty can severely affect the predictability of the
system (e.g., Thompson 1957; Lorenz 1963; Leith 1974;
Palmer 1995; Smith 2003; Kalnay 2003).

Ensemble forecasting is a practical and successful

way of addressing the predictability problem associated
with the uncertainty in initial conditions (e.g., Leith
1974). During the last 15 years or so, several opera-
tional weather prediction centers have addressed the
issues associated with the uncertainty in the initial con-
ditions by developing ensemble prediction systems
(e.g., Toth and Kalnay 1993; Buizza and Palmer 1998).

Besides initial-condition error, weather and climate
prediction models are also sensitive to errors associated
with the model itself. In particular the uncertainty due
to the parameterizations of subgrid-scale physical pro-
cesses is known to play a crucial role in the predictabil-
ity of a system (e.g., Palmer 2001). It has not been
straightforward, however, to develop theoretically
sound, and also practical, formulations for how to insert
parameterization uncertainty into ensemble develop-
ment. Also, a serious problem with operational en-
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semble methods is that the range of ensemble values for
a particular field of interest often fails to include the
verification value. It is believed that one of the reasons
that this happens is that most ensemble systems do not
handle model uncertainty in a realistic way (if at all).
Some recent research has been developed in order to
tackle this issue by trying to develop formulations that
impose a stochastic term to the physical parameteriza-
tions (e.g., Buizza et al. 1999) or by using different pa-
rameterizations within ensemble prediction systems to
mimic the parameterization error (e.g., Houtekamer et
al. 1996).

It should be mentioned that in different contexts
(other than ensemble prediction) there have been sev-
eral recent studies on the development of stochastic
parameterizations, in particular for moist convection
(e.g., Lin and Neelin 2002, 2003; Majda and Khouider
2002) and for clouds/radiation (e.g., Barker 2002; Pin-
cus et al. 2003; Evans and Wiscombe 2004; Larson et al.
2005). Also, the notion of probability distributions has
been central for boundary layer and turbulence param-
eterization (e.g., Stull 1989; Garratt 1992; Golaz et al.
2002), and cloud parameterization methods based on
probability density functions (PDFs) of moist con-
served thermodynamic variables have been advocated
and implemented in weather and climate prediction
models (e.g., Sommeria and Deardorff 1977; Mellor
1977; Smith 1990; Cuijpers and Bechtold 1995; Bony
and Emanuel 2001; Tompkins 2002; Teixeira and
Hogan 2002; Chaboureau and Bechtold 2002).

The main point of the present paper is to argue that,
in terms of physical parameterizations, ensemble pre-
diction could be viewed as fundamentally different
from deterministic prediction. Ensemble systems can
be devised in such a way that for each ensemble mem-
ber there is no a priori reason to assume that the physi-
cal parameterizations should be providing the evolution
of the grid-mean value of a variable. Each ensemble
member does not have to represent the evolution of the
mean variables and could be providing a probable value
of such a variable. These randomly selected values
should be constrained by the PDFs that are implicitly
associated with a particular physical parameterization.
Although a complete knowledge of such distributions is
impossible, approximations using only the mean and
the variance can often be fairly straightforward to ob-
tain, as is discussed in section 2. In this context, the
approach that is being proposed differs from previous
studies on stochastic parameterizations in the sense that
the PDFs that are used to constrain the random deter-
mination of the future states of a variable are based on
the parameterization schemes themselves.

As a summary, the main rationale behind the meth-

odology being suggested is the following: ensemble pre-
diction systems can be devised in which parameteriza-
tions are utilized in a stochastic manner, based on PDFs
obtained from the parameterizations.

This paper is organized in the following manner: sec-
tion 2 illustrates the methodology behind the approach;
section 3 shows the results obtained with the simple
approach proposed; and section 4 presents some con-
clusions.

2. Methodology

To describe in a simplified setting the way in which
atmospheric models deal with subgrid-scale mixing,
consider that any model equation can be written as
d�/dt � S, where for simplicity it is assumed that S is a
general source term. By using Reynolds decomposition,
where a variable can be divided into its mean and per-
turbation components (� � � � ��), averaging, ne-
glecting the divergence of the subgrid horizontal fluxes
(which is done for weather and climate prediction mod-
els), disregarding density for simplicity of presentation,
and assuming (again for simplicity) that S is either lin-
ear or that the nonlinearities of S can be neglected, an
equation for the mean value is obtained as

d�

dt
� �

�

�z
�w���� � S, �1�

where on the lhs is the Lagrangian tendency of the
mean variable, which includes the fully resolved advec-
tion terms and on the rhs (first term) the divergence of
the subgrid-scale vertical fluxes.

This predicted mean value is always implicitly asso-
ciated with a PDF of the variable within the grid box, of
which the mean is only the first moment. In generic
terms, the problem of parameterization consists of es-
timating the PDF of a variable within a grid box, and in
particular, of finding approximations to the subgrid-
scale vertical flux, the covariance w���.

In atmospheric models, turbulence and dry convec-
tion in the boundary layer are typically parameterized
using the eddy-diffusivity (ED) approach, where the
flux is approximated by the vertical gradient of the
mean variable times a diffusivity coefficient k that is a
function of the turbulent state of the atmosphere [see
Louis et al. (1982) or Troen and Mahrt (1986) for meth-
ods that are typically used operationally in global
weather prediction models]. Currently, for moist con-
vection the subgrid-scale vertical flux is often param-
eterized using a mass-flux (MF) approach, where a grid
box is decomposed into regions of upward motion (up-
drafts), and quiescent or downward motion. In the MF
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parameterization, assuming that the area of convective
updrafts is small relative to the grid size, the flux can be
approximated by the mass flux (a function of the inten-
sity of convection) times the difference between the
updraft and the mean value of a variable (e.g., Arakawa
1969; Tiedtke 1989).

Although in climate and weather prediction models
the mean value of a variable is often the only moment
of the PDF that is predicted, it is possible by using
Reynolds decomposition and averaging, to determine
an equation for the variance of a generic variable �2

� �
���� (e.g., Stull 1989). In simplified form, this variance
equation can be written as

�

�t
��

2 � �2w���
��

�z
�

�

�z
�w������ �

��
2

��

, �2�

where 	� is a dissipation time scale. To fully solve this
prognostic equation, a parameterization of the third
moment has to be developed, which serves as a simple
illustration of the turbulence closure problem. Often,
however, in order to simplify the problem and in the
interest of computational efficiency a steady-state ver-
sion of the variance prognostic equation is used where
the third-order transport term is neglected

��
2 � �2��w���

��

�z
. �3�

With this simplification, it is only necessary to solve a
simple algebraic equation in order to determine the
variance, instead of a partial differential equation. The
problem of estimating the flux can be dealt with by
using either the ED or the MF closures that were dis-
cussed above, or some combination of both (e.g., Sie-
besma and Teixeira 2000; Soares et al. 2004). To obtain
Eq. (2) in such a general and simplified form, a number
of assumptions and simplifications are made, which in-
clude neglecting large-scale advection, density, and any
nonlinear source/sink terms of each of the variables,
and assuming that dissipation can be represented as the
ratio between the variance and a dissipation time scale.

Note that although the first two rhs terms of Eq. (2)
follow directly from the nonlinear transport terms of
the original flow equations, the dissipation term is a
simple parameterization of a term that is relatively un-
known for moist convection. The dissipation time scale
is associated with the physical processes that control the
dissipation of variance of a particular variable and a
general physical theory to determine the time scale for
each of the variables is currently not available. In some
situations the time scale is replaced by the ratio be-
tween a length scale and a velocity scale. This is often
done for the turbulent kinetic energy equation in

boundary layer convection (e.g., Stull 1989). For deep
convection, Chaboureau and Bechtold (2002) use this
approach to estimate the variance of the thermody-
namic variables in their PDF-based convection cloud
parameterization. The dissipation time scale has also
been approximated as a constant in convection studies
(e.g., Randall and Pan 1993; Lenderink and Siebesma
2000) in which analogies with the typical cloud lifetime
are made. Also, care must be taken when trying to
extrapolate results from boundary layer studies to deep
convection where the dissipation term may have a dif-
ferent behavior (e.g., Khairoutdinov and Randall 2002).

The discussion above shows that there are ways of
determining the variance of a certain variable due to
subgrid-scale motions that can be used in the context of
each individual turbulence or convection parameteriza-
tion, as long as it is straightforward to estimate the
subgrid fluxes explicitly.

A possible methodology to utilize physical param-
eterizations in a stochastic manner in the context of
ensemble prediction, based on the knowledge of the
variance provided by the parameterization, is as fol-
lows. Assume that the value of a generic variable after
being updated by a certain physical parameterization
(moist convection in the present study) can be writ-
ten as

� conv
stoch � �conv � �, �4�

where �conv is the mean value of the variable after con-
vection, � stoch

conv is the stochastic value of the same vari-
able after convection, and 
 is a normally distributed
stochastic variable with mean �(
) � 0 and standard
deviation �(
) � ��,conv, where ��,conv is the standard
deviation of the variable due to moist convective pro-
cesses.

It should be noted that the assumption of a normal
distribution for moist convection processes is a simpli-
fication and skewness can be significant in PDFs asso-
ciated with moist convection. Studies using cloud-
resolving models (CRMs) and large-eddy simulation
(LES) models have shown substantial departures from
the mean in shallow and deep moist convection and the
important role of skewness (e.g., Xu and Randall 1996;
Klein et al. 2005; Khairoutdinov and Randall 2006; Sie-
besma et al. 2003).

After discretizing the first term on the rhs of Eq. (4),
the following equation is obtained

� conv
stoch � � � �t���

�t �conv
� �, �5�

where � is the mean value before the moist convection
parameterization.
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In general, the standard deviation could be deter-
mined using versions of Eqs. (2) or (3) for the moist
convection parameterization. In the present paper how-
ever, a simpler approach will be followed in order to
perform a preliminary study of the impact of this gen-
eral methodology on an ensemble prediction system.

Shutts and Palmer (2004) use CRM simulations to
show histograms of deep convection tendencies (tem-
perature tendencies in particular). In a first approxima-
tion, the distributions implied by these histograms re-
semble normal PDFs. As a way to achieve similar re-
sults, it is assumed that the standard deviation of a
generic variable due to moist convection is proportional
to its tendency.

Assuming that the standard deviation is proportional
to the tendency and rearranging leads to

� conv
stoch � �

�t
� �1 � �	����

�t �conv
, �6�

where � is a constant of proportionality and 
 is a nor-
mally distributed stochastic variable with mean �(
) �
0 and standard deviation �(
) � 1. Note that � could be
estimated from CRM studies such as the ones per-
formed by Shutts and Palmer (2004). For example, Fig.
10a in Shutts and Palmer (2004) suggests a value of �
between 1 and 2 for the temperature tendency.

Taking �t → 0 and assuming that we can write

lim
�t→0

� conv
stoch � �

�t
� ���

�t �conv

stoch

leads to

���

�t �conv

stoch

� �1 � �	����

�t �conv
. �7�

There are similarities between this method and the
one proposed in Buizza et al. (1999). In a certain sense
our methodology can be interpreted as an attempt to
provide the theoretical framework from which methods
of the type of Buizza et al. (1999) could be derived. A
major advantage of this is that with a well-founded for-
malism it is possible to devise subsequent developments
(improvements) of such methods (e.g., utilize more re-
alistic distributions; include more complex variance
equations) in a relatively straightforward manner.

However, there are also some fundamental differ-
ences that should be highlighted: (i) the current meth-
odology is based on using the present formalism of the
convection parameterization and on a reinterpretation
of how to utilize a parameterization in the context of an
ensemble prediction system; (ii) the stochastic compo-
nent affects only the moist convection parameterization
and not the entirety of the physics tendencies; (iii) it is

assumed that the PDF is well approximated by a nor-
mal distribution with a variance given by the convection
parameterization; and (iv) in the current method no
horizontal or temporal correlations are applied (see be-
low).

The vertical correlation of the perturbations is
achieved in a simple manner by drawing only a single
random number per column at each time step. The cor-
relation between the different variables is also achieved
in this simple manner, by using the same random num-
ber for all the variables. Note that Eq. (7) with such a
simple assumption for the vertical correlations natu-
rally leads to similar conservation properties for both
the deterministic and stochastic values.

At this stage, it was decided to neglect the horizontal
and temporal correlations for this study. There are
some important reasons for this. The more practical
reason is to maintain the simplicity of the approach in
the sense of not introducing extra unknowns. A more
theoretical reason pertains to the question of what part
of the subgrid variability is this method trying to rep-
resent. Ignoring horizontal correlations is akin to as-
suming that the perturbations that are being repre-
sented by the stochastic convection method are much
smaller than the grid size. In fact, in the rationale be-
hind what was presented in this section on how to relate
the stochastic noise to a PDF that is produced by the
parameterization itself, it is implicitly assumed that this
PDF is representing the physical subgrid variability in a
statistically significant manner, with no sampling issues
related to the scale of the physical variability versus the
grid size. This implies that the physical subgrid variabil-
ity that is being considered by the stochastic convection
method is actually occurring at scales much smaller
than the grid size. As such, it can be argued that the
stochastic method presented in this paper should be
utilized without horizontal correlations.

On the other hand, it is also unclear how to relate
current parameterization schemes with the parameters
that control the temporal and spatial (horizontal) cor-
relations. In fact, the problem that is being studied in
the present paper (how to relate stochastic terms with
the PDF given by the parameterization schemes) is
quite different from the one associated with the deter-
mination of spatial (horizontal) correlations. This latter
one is connected to the scale (as compared with the
horizontal grid size) of physical processes that are
somewhere between being fully resolved and fully pa-
rameterized. In this context, there has been some re-
cent promising work using, for example, concepts asso-
ciated with cellular automaton (e.g., Palmer 2001;
Shutts and Palmer 2004).

It should also be noted that in weather prediction
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models, convection is often associated with systems that
are larger than the typical grid scale (i.e., gridpoint
storms are uncommon). This means that if the stochas-
tic method is associated, as it is suggested in this work,
with estimates of the variance that are directly pro-
duced by the convection scheme, then there are implicit
spatial and temporal correlations present in the values
of the variance that are associated with the mesoscale
convective systems generated by the model. In this
sense, the present stochastic method already possesses
a certain degree of spatial and temporal correlations.
Note, however, that moist convection parameteriza-
tions can suffer from problems associated with a dis-
continuous response to forcing (i.e., “on–off” behav-
ior). This is not necessarily the case for the convection
parameterization used in this study (Emanuel and
Zivkovic-Rothman 1999; Peng et al. 2004), probably
because it uses a prognostic equation for the cloud-base
mass flux.

It should be noted that in the present study this sto-
chastic method is used for the wind and temperature
variables, but is not directly used for the specific hu-
midity. The determination of the stochastic value for
the specific humidity is based on the assumption that
relative humidity should be kept constant during this
process and as such is indirectly based on the stochastic
temperature value. Although, in reality, variability is to
be expected in the relative humidity field, this was done
in order to avoid additional interactions with the cloud
and condensation parameterizations. A problem with
this approach is that the good conservative properties
of Eq. (7) (with the simple vertical correlation) do not
apply to humidity. It is unclear at this stage how serious
a problem this may be and it is not our intention to
argue that this is necessarily the only way to proceed.
Sensitivity studies to this assumption (see below) iden-
tify it as an important component.

3. Results

In this section results are shown that use the stochas-
tic approach discussed above (with � � 1) for the moist
convection parameterization within the Navy Opera-
tional Global Atmospheric Prediction System
(NOGAPS). Sensitivity studies to different values of �
are also discussed at the end of the section. The en-
semble system is used in the following configuration:
32-member ensembles are run for 10 days at a T119L30
resolution, once a day for the month of May 2005. In
some experiments, there are no initial-condition per-
turbations and the ensemble spread is based entirely on
the stochastic convection forcing. In other experiments,
initial perturbations are introduced based on randomly
sampling the analysis error variance estimate produced

by the Naval Research Laboratory (NRL) Atmospheric
Variational Data Assimilation System (NAVDAS;
Daley and Barker 2001) in a method similar to that
described in Errico and Baumhefner (1987).

NOGAPS (Hogan and Rosmond 1991) is a global
spectral model in the horizontal and energy conserving
finite difference (hybrid-sigma coordinate) in the ver-
tical. The model uses vorticity and divergence, virtual
potential temperature, specific humidity, and terrain
pressure as the dynamic variables, with a semi-implicit
treatment of gravity wave propagation. The physical
parameterizations include boundary layer turbulence
(Louis et al. 1982), shallow and deep moist convection
(Emanuel and Zivkovic-Rothman 1999; Peng et al.
2004), convective and stratiform clouds (Teixeira and
Hogan 2002), and solar and longwave radiation (Harsh-
vardhan et al. 1987). NOGAPS is the global weather
prediction model of the U.S. Navy, and drives several
applications such as the Coupled Ocean Atmosphere
Mesoscale Prediction System (COAMPS; Hodur 1997;
Hodur and Doyle 1998) and the Navy aerosol predic-
tion model.

Global maps are shown in Fig. 1 for the ensemble
spread of geopotential height at 500 hPa for six forecast
periods (from 24 to 144 h) averaged for the month of
May 2005. In these experiments, there are no initial-
condition perturbations. Two aspects are particularly
noticeable in this evolution. The ensemble spread at 24
h grows substantially over time reaching values at 144 h
that are over one order of magnitude larger than at 24
h. As expected, because of the typical geographical dis-
tribution of deep moist convection, the perturbations at
24 h occur mostly in the Tropics and subtropics, but as
time evolves the largest values of ensemble spread mi-
grate toward the higher latitudes. Note, however, that
migration must be understood in this case in a general
sense, as this may not necessarily represent direct forc-
ing of the midlatitudes by the Tropics, but may just
reflect the different perturbation growth rates and satu-
ration levels in the midlatitudes and in the Tropics. This
assumption could be tested by utilizing the stochastic
convection method only between certain latitudes.

Similar global maps but for the wind at 250 hPa and
temperature at 850 hPa are shown in Figs. 2 and 3. A
similar behavior as the one discussed for Fig. 1 is
present in these variables, as well as in the wind at 850
hPa (not shown). The initial spread (at hour 24) grows
to be quite large by 144 h and there is a migration of the
highest values of ensemble spread from the Tropics to
the midlatitudes. Within this context, however, the en-
semble spread at late (early) forecast times is more
(less) uniformly distributed for the wind field than for
the temperature field.
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To analyze the migration of the largest values in en-
semble spread from the tropical regions to the higher
latitudes, Fig. 4 shows the total energy difference be-
tween an ensemble member with stochastic convection
and the control simulation with no stochastic convec-
tion, as a function of total wavenumber (out to T119)
for the Tropics (20°S–20°N) and the Northern Hemi-

sphere (NH) midlatitudes (30°–70°N) for several fore-
cast time ranges (from 12 to 240 h), averaged for daily
forecasts from May 2005. For the tropical case, it ap-
pears that the total energy is starting to saturate after a
few days on all but the largest scales. In contrast, for the
midlatitudes, saturation of the small scales occurs later,
while a distinct peak at the synoptic scales develops and

FIG. 1. Global maps of the ensemble spread of geopotential height (m) at 500 hPa for six forecast periods (from 24 to 144 h).
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continues to grow up to 10 days.1 The reader should be
reminded that the stochastic convection perturbations

that are being introduced are uncorrelated in space and
time, and as such represent perturbations that are only
occurring at small spatial and temporal scales and only
when the moist convection parameterization is being
triggered. These plots illustrate the significant transfer
of perturbation energy to larger scales as the forecasts
proceed, especially in the extratropics.

1 There is some aliasing of perturbations onto the largest scales
(lowest wavenumbers) because of the local projection operator
that sets the perturbation field to zero outside the region of in-
terest.

FIG. 2. As in Fig. 1, but for the wind speed (m s�1) at 250 hPa.
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To further investigate the differences in terms of time
evolution of the energy for the Tropics and the midlati-
tudes, Fig. 5 shows the evolution of the differences (be-
tween one ensemble member and the control simula-
tion with no stochastic convection) in total, potential,
and kinetic (rotational and divergent) energies (TE,
PE, RKE, and DKE, respectively) for the entire globe,

the Tropics, and the NH midlatitudes, averaged for the
daily forecasts from May 2005. The potential and ki-
netic energy are computed as in Rosmond (1997). Also
shown are curves with a linear behavior proportional to
time t. The total energy growth appears linear for the
first 2 or 3 days. This initial linear growth is in agree-
ment with recent studies (although in different con-

FIG. 3. As in Fig. 1, but for the temperature (K) at 850 hPa.
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texts) of model error growth from Vannitsem and Toth
(2002), Nicolis (2003), and Teixeira et al. (2007). Dur-
ing the early stages (after 12 h) the perturbation energy
is at similar levels in the RKE PE fields. However, the
growth in the RKE component during the first 48 h is
significantly faster than the growth in the PE compo-
nent. This eventually leads to values of RKE that are
almost one order of magnitude larger than the values of
PE in the Tropics (about one-half of an order of mag-
nitude in the NH midlatitudes) after 10 days. During
the early stages (at 12 h) the perturbation energy is
larger in the Tropics than in the midlatitudes, but it is
clear that the growth rate is much less in the Tropics
(with a quasi-linear behavior) than in the midlatitudes.
This leads to values of TE, RKE, and PE that are much
larger in the midlatitudes, than in the Tropics, after 10
days.

One of the more practical motivations for this study,
as well as for some of the recent studies on stochastic
physics in general, is (as mentioned in the introduction)
the general lack of spread in current ensemble predic-
tion systems. In particular, in the Tropics the problem
seems to be worse than elsewhere in the globe. To in-
vestigate the impact of the approach proposed here on
this issue, a comparison is performed between an en-
semble that uses only the stochastic convection method
and an ensemble that uses only initial-condition pertur-
bations as described in the beginning of this section.

Figure 6 shows the ensemble spread for the mean sea
level pressure (MSLP), the temperature at 850 hPa, and
the wind at 250 hPa for the Tropics and the extratrop-
ics, averaged for the month of May 2005. In the Tropics,
Fig. 6a, the simulations with initial-condition (IC) per-
turbations show an initial decay or slow growth of the

FIG. 4. Total energy difference (J kg�1) between an ensemble member with stochastic
convection and the control simulation with no stochastic convection, as a function of total
wavenumber (out to T119) for several forecast ranges (from 12 to 240 h) for (a) the Tropics
(20°S–20°N) and (b) the NH midlatitudes (30°–70°N), averaged for the month of May 2005.
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ensemble spread for the first 3 forecast days and only
after this does the IC spread start to increase.2 On the
other hand, the simulations with the stochastic convec-
tion (SC) approach show a continuous increase of the
ensemble spread, with the SC spread reaching values
comparable to the IC spread after about 72 h for both
the MSLP and the wind at 250 hPa.

In the extratropics (Fig. 6b), although there is, as
expected, a smaller ensemble spread for the SC method
relative to the IC method, this ensemble spread is still
substantial. For the IC ensemble, the spread is rapidly
increasing in the beginning but starts leveling off after
about 7 forecast days. The SC ensemble spread, al-
though always less than that of the IC simulations, is
still far from saturation even after 10 forecast days.

In addition, simulations were performed to examine
the sensitivity of the results to the formulation of the
stochastic convection perturbations. Because of compu-
tational constraints, these additional experiments were
only run for the first week of May 2005, rather than the
full month. Note that the limited experiment size may

2 This characteristic of initial decay is not common to all types
of IC perturbations.

FIG. 5. Evolution of the differences (J kg�1), between one en-
semble member and the control simulation with no stochastic
convection in total, potential, kinetic rotational, and kinetic di-
vergent energies for (a) the entire globe, (b) the NH midlatitudes,
and (c) the Tropics, averaged for the month of May 2005.

FIG. 6. Evolution of the ensemble spread of the mean sea level
pressure (MSLP, hPa), the temperature at 850 hPa (T_850, K) and
the wind speed at 250 hPa (U_250, m s�1), averaged for the month
of May 2005 for (a) the Tropics and (b) the extratropics. Two
different ensembles are analyzed: one that uses only initial-
condition perturbations and one that uses only stochastic convec-
tion perturbations.
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have an impact on the interpretation of the results in
terms of ensemble performance.

Figure 7 shows the ensemble spread for the 250-hPa
wind speed for the Tropics and NH extratropics. En-
sembles were produced with the same SC formulation
previously described, but in one case � � 0.5 and in
another case � � 1.5. One can see that ensemble spread
is increased (decreased) when � is increased (de-
creased). For example, at 24 h, in the Tropics, the
spread is roughly proportional to �: the spread for � �
1.5 is 1.57 times greater than the spread for � � 1, and
the spread for � � 1 is 2.02 times greater than the
spread for � � 0.5. However, as integration time in-
creases, these ratios decrease, eventually toward 1.

Also included in Fig. 7 are results for a different
stochastic formulation, one in which the relative humid-
ity does not remain constant, but rather the specific
humidity is perturbed in a similar manner as the tem-
perature and wind fields (with � � 1) denoted as SCQ
in Fig. 7. The ensemble spread in this case is smaller
than in the initial formulation, indicating that the per-
turbations introduced to the moisture in order to keep
relative humidity constant result in larger spread than

the direct random perturbations to the specific humid-
ity. It should be noted however that there is the possi-
bility that � could be increased, allowing for a similar
impact in terms of ensemble spread even with direct
perturbations to the specific humidity field.

Preliminary tests with ensembles that contain both
initial-condition perturbations and stochastic convec-
tion (IP � SC) were also performed. One can see in Fig.
7 that the addition of stochastic convection perturba-
tions to an ensemble based on initial-condition pertur-
bations, has a positive impact on the spread in the Trop-
ics (in the sense of increasing the spread), but a minimal
impact in the NH extratropics. Note that there is a small
increase in spread in the Southern Hemisphere (SH)
extratropics (results not shown). The addition of sto-
chastic convection perturbations to the initial perturba-
tions results in the increase of ensemble spread in the
Tropics by between 15% and 30%, depending on fore-
cast lead time, in the 250-hPa wind.

As shown in Fig. 8, the addition of stochastic convec-
tion to the initial-condition perturbations substantially
decreases the number of “outliers” in the Tropics (i.e.,
the number of times the value of the verifying field lies
outside the range of ensemble values). Figure 8 shows
that the number of outliers (normalized by the ex-
pected number of outliers for a flat distribution) in 250-
hPa wind speed in the Tropics decreases by up to about
30%, depending on lead time.

The root-mean-square error (RMSE) of the en-
semble mean 250-hPa zonal wind is shown in Fig. 9. In
the extratropics (Fig. 9a), the addition of stochastic con-
vection to the initial-condition perturbations has a neg-
ligible impact on the ensemble mean RMSE. In the

FIG. 7. Evolution of the ensemble spread of the 250-hPa wind
speed (m s�1), averaged for the first week of May 2005 for (a) the
Tropics and (b) the NH extratropics. Several different ensembles
are analyzed: SC perturbations only, with different values of �;
stochastic convection without the constant relative humidity as-
sumption (labeled SCQ); initial-condition perturbations only; and
initial-condition perturbations plus stochastic convection.

FIG. 8. Evolution of the number of outliers (normalized by the
expected number of outliers for a flat distribution) of 250-hPa
wind speed averaged for the first week of May 2005 in the Tropics
for SC, IP, and IP � SC.
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Tropics (Fig. 9b), however, the addition of stochastic
convection to the initial-condition perturbations has a
visible impact on the error. There is a slight improve-
ment at forecast days 4–6, and a slight degradation at
day 10. These small changes, however, could be due to
sampling errors associated with the limited number of
forecasts included in these statistics.

It is clear that further work is necessary to examine
the impact of using stochastic convection in addition to
initial-condition perturbations, but these preliminary
results encourage further study.

4. Conclusions

In this paper it is argued that parameterization meth-
ods in ensemble prediction do not have to be viewed as
deterministic in the sense of providing a deterministic
tendency of a grid-mean variable. Instead, parameter-
izations in ensemble prediction could be used as sto-

chastic schemes that estimate a probable value of a
certain variable that is constrained by distributions cal-
culated within the context of each individual param-
eterization. A general methodology to incorporate a
stochastic component into a physical parameterization
of subgrid-scale mixing is presented, where in particular
well-known turbulence closure equations to calculate
the variance of a distribution are discussed.

A simplified approach for a stochastic convection pa-
rameterization is tested in the context of the NOGAPS
ensemble prediction system. In this particular approach
it is assumed that the standard deviation of the PDF of
each variable is proportional to the tendency of the
same variable produced by the moist convection pa-
rameterization.

Results with this simplified version show that the sto-
chastic convection perturbations alone result in signifi-
cant ensemble spread of the 500-hPa geopotential
height, the 250- and 850-hPa winds, and the 850-hPa
temperature. At the early stages the largest values of
ensemble spread occur in the Tropics and subtropics,
but then “migrate” toward the higher latitudes where
they are concentrated after about six forecast days. The
average evolution of differences between a control
forecast and a stochastic convection ensemble member,
for the total energy wavenumber spectra, illustrates the
reason for this apparent migration. In contrast to the
quasi-saturation exhibited in the tropical regions, per-
turbation growth in the midlatitudes continues through
the forecast, and begins to accumulate in the synoptic
and near-synoptic scales.

The evolution of similar differences in total, poten-
tial, and kinetic (rotational and divergent) energies
shows an initial linear behavior proportional to time t.
It also shows that while initially (after 12 h) the rota-
tional kinetic energy and the potential energy compo-
nents have similar values, after 10 forecast days the
rotational kinetic energy component dominates the
perturbation energy. This is true for both the Tropics
and the NH midlatitudes.

A comparison for MSLP, 850-hPa temperature, and
250-hPa wind between simulations with an ensemble
that uses only stochastic convection and an ensemble
that uses only initial-condition perturbations, illustrates
well the potential of the stochastic convection ap-
proach. In the tropical regions, the stochastic convec-
tion ensemble produces a significant increase in spread
to values comparable to the initial-condition ensemble
after about 3 forecast days. Although less prominent
than in the Tropics the impact of the stochastic convec-
tion in the extratropics is still relatively large.

Sensitivity studies show that ensemble spread in-
creases with the value of � and that perturbing the

FIG. 9. Evolution of the RMSE of the ensemble mean 250-hPa
zonal wind speed (m s�1), averaged for the first week of May 2005
for SC, IP, and IP � SC for (a) the NH extratropics and (b) the
Tropics.
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specific humidity directly (instead of keeping the rela-
tive humidity constant) has less impact (for the same �)
in terms of ensemble spread. Preliminary tests with an
ensemble composed of initial-condition perturbations
together with stochastic convection are encouraging in
the sense of showing a substantial increase in ensemble
spread and decrease in the number of outliers in the
Tropics.

In this paper an attempt is made to formalize and
argue for a stochastic nature of parameterizations in
ensemble prediction systems. A simplified version of
the general approach proposed here is tested in the
NOGAPS ensemble system. This initial simplified at-
tempt should be viewed as a feasibility study. In the
near future more sophisticated versions will be tested
based on the variance equation [Eq. (2)]. Further work
is also needed to refine the simple vertical correlation
assumed in the method tested here. Because of the na-
ture of moist convection (e.g., skewness is often impor-
tant) it is also plausible that disregarding higher mo-
ments of the PDF (as is being currently done) may well
be an unrealistic simplification. As such, the extension
of the present stochastic approach to more complex
distributions should also be an important focus of fu-
ture research.
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