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Abstract

The paper discusses recent advances in the use of foams in laser–plasma experiments, concerning in particular:~1! the
use of foam in order to get an efficient smoothing of laser energy deposition,~2! the problem of hydrodynamics
of layered foam-payload targets,~3! the use of foam for shock pressure amplification in equation-of-state experiments,
~4! the study of the equation of state of foams in the Megabar regime, and~5! the use of foams for astrophysics relevant
experiments, here in particular shock acceleration experiments.
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1. INTRODUCTION

Recently, low density porous materials, or “foams,” have
found many applications in laser–plasma experiments and
have led to the study and0or the discovery of interesting
physical phenomena. On one side, such applications are
related to the study of basic physical and astrophysical phe-
nomena~Massenet al., 1994; Remingtonet al., 1997; Drake
et al., 1998; Koeniget al., 1998!. On the other side, they are
related to their possible use in the context of inertial con-
finement fusion~ICF; Desselbergeret al., 1995; Dunneet al.,
1995; Hoartyet al., 1997; Bataniet al., 1998!. In this frame-
work, the present article discusses some recent advances in
the use of foams in laser–plasma experiments, concerning in
particular:~1! the use of foam in order to get an efficient
thermal smoothing of laser energy deposition in ICF~Dunne
et al., 1995; Bataniet al., 2000!, ~2! the problem of hydro-
dynamics of layered foam-payload targets~Dunneet al.,
1995; Benuzziet al., 1998b; Nazarovet al., 1998; Batani
et al., 1999, 2000!, ~3! the use of foam for shock pressure
amplification in equation-of-state experiments~Bataniet al.,
2001!, ~4! the study of the equation of state of foams in the
Megabar regime~Holmes, 1991, 1994; Koeniget al., 1999a!,
and~5! the use of foams for astrophysically relevant exper-

iments, here, in particular, for shock acceleration experi-
ments~Koeniget al., 1999b!.

It is important to point out that all these aspects are di-
rectly related to foams which are made of low-Z elements
~i.e., plastic foams! only and which give origin to overcrit-
ical plasmas, or plasmas whose electronic densityne is larger
than the laser critical densitync. The relation

ne 5 rNA Z0A , nc 5 1.1{10210l2 ~1!

fixes a minimum value of the mass densityr if we assume a
complete ionization of the low-Z elements of the foam. For
instance, in the case of the foams used in the experiments
described in this article, this isr # 12 mg0cm3 for l 5
0.53 mm. HereNA is the Avogadro number,l is the laser
wavelength in microns,Z and A are the average atomic
number and weight of the foam, and bothne and nc are
measured in cm23.

Hence, in the following, we will not consider the phenom-
ena related to the direct interaction of laser light with under-
critical foam-plasmas, as well as all the experiments which
involve the use of metallic foams, which have been used, for
instance, to study hot electron penetration in solids.

2. FOAM PRODUCTION

The experiments described here used foams realized with a
technique developed at Dundee University~Falconeret al.,
1994, 1995!, which allows the production of uniform foams
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with submicron pore size. This is very important because in
many experiments, especially those which use agar–agar
foams, the structure of the foam is very nonuniform and
“spaghetti-like.” Very low density foams can be produced in
this way, but they rather consist of filaments separated by
distances which can be much larger than the laser wave-
length itself and even a relevant fraction of the laser focal
spot size. Again, such very low density foams give origin to
undercritical plasmas which may be useful to study the in-
teraction of the laser beam with a very underdense plasma
corona~i.e., outside the scope of the present article! but
even in this case, the particular foam structure may produce
many peculiar aspects of the interactions which can not
obviously be extrapolated to the general case.

In our case, the foams were always part of a layered target
including normal densityAl,Au, or CH layers. In the case of
anAl-foam target, for instance, theAl layer was some 10mm
in thickness: A thin washer was glued on its rear side and
then the targets were filled with a monomer solution con-
taining a photoinitiator, and then polymerizedin situ using
UV light. The in situ polymerization technique produces
foams in the required position in the target without the need
for machining or handling, thereby reducing the risk of dam-
age to the foam. A wide range of densities and loading of
high Z elements is possible using this technique. Foams
densities from 5 to 900 mg0cm3 can be produced by this
technique, depending on the geometry of the target. The
polymerization is a free-radical process and produces foams
that are homogeneous with uniform submicron pore sizes
~see Fig. 1!. The height of the washer glued onto the Al
layer fixes the thickness of the foam layer, since it is filled to
the edge.

The monomer used in the experiments described here was
TMPTA ~trimethylol propane triacrylate, with gross chem-
ical formula C15H20O6!, the solution for polymerization was
Brijt 30~polyoxy-ethylene lauryl~4! ether! and the initiator
was benzoin methyl ether. All of these chemicals were sup-
plied by Aldrich Chemical Company. Brij 30 was chosen as

a solvent for polymerization to eliminate evaporation during
the polymerization step. The small size of the targets makes
the surface-to-volume ratio large, and therefore evaporation
of the liquid in the targets becomes significant. The UV
lamp used for polymerization was an ORIEL Q 60000 lamp,
equipped with a 100-W mercury lamp and a quartz fiber
optic.

The targets were placed on a microscopic stage and filled
with a solution of monomer in Brij 30 using a syringe
equipped with a microneedle~typically 10–20mm tip size!.
The targets were then illuminated with the UV light to poly-
merize the monomer in the Brij 30 solution. The solution
gelled in a few seconds. These targets containing the gel
were precipitated in a nonsolvent such as methanol. Once
the precipitation of the gel was completed, they were dried
with a critical point drying~CPD! apparatus~Polaron 3100!.
Critical point drying is essential for thein situ polymeriza-
tion technique. Any other drying method will damage the
structure of the foam.

3. SMOOTHING

One of the more important reasons to use foams is related to
the question of the smoothing of laser energy deposition in
ICF targets. As it is well known, the problem of uniformity
of energy deposition in direct-drive ICF is of the main im-
portance in order to obtain ignition and high gain. To im-
prove the uniformity of laser illumination, optical smoothing
techniques have been introduced in the last few years, which
include for instance, the use of random phase plates~Kato
et al., 1984!, phase zone plates~Koeniget al., 1994; Steven-
sonet al., 1994; Bettet al., 1995!, kinoform phase plates
~Dixit et al., 1994!, smoothing by spectral dispersion~Sckup-
skyet al., 1989!, or induced spatial incoherence~Lehmberg
& Obenschain, 1983!. Despite the considerable success of
all such techniques, especially when used together, they are,
in principle, unable to deal with the problem of laser non-
uniformity at very early times during the laser–target inter-
action. This has been called “laser imprint” problem~Emery
et al., 1991; Desselbergeret al., 1992! and may have impor-
tant consequences on compression uniformity at later times,
and in particular on the development of Rayleigh–Taylor
instability ~Taylor et al., 1996!, even if optical smoothing
is used.

In this context, the use of low density foams has been
recently proposed as a means of improving uniformity of
energy deposition~Desselbergeret al., 1995; Dunneet al.,
1995!. A low density foam is inserted between the target
itself ~the payload material! and the laser, producing a long
overcritical plasma where laser nonuniformities are homog-
enized by thermal smoothing. As is well known, thermal
smoothing reduces the pressure variationsdP, which are
present at the laser deposition surface~usually the critical
density layer in the plasma!, by a factor

G 5 exp~2akL!, ~2!Fig. 1. TMPTA foam micrograph~bar5 1 mm!.
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wherek is the wave number of the spatial perturbations of
the incident laser beam,a is of the order of 1, varying
according to the different models~Gardner & Bodner, 1981;
Manheimeret al., 1982!, andL is the stand-off distance, that
is, the distance between the laser deposition layer and the
ablation front.

The “foam-buffered ICF” scheme was first realized by
Dunneet al.~1995! in preliminary experiments using a plas-
tic foam with densityr 5 50 mg0cm3 and thicknessd 5
50 mm, illuminated by a laser beam at intensityI # 5{1014

W0cm2. According to their results, a key element for the
success of the smoothing technique is the presence of a thin
gold layer~'250 Å!, a “converter foil,” before the foam
layer. This layer, which rapidly evaporates and burns through,
produces a high flux of soft X rays which drives a radiation-
driven wave in the foam material, thereby ionizing the ma-
terial and producing the overcritical plasma which is needed
for thermal smoothing. The authors qualitatively explain
their results by saying that in the case where the foam is
present, the stand-off distanceL must be replaced by all the
thickness of the foam layer, which has been transformed in
an overcritical plasma layer, so that the factorG is strongly
decreased.

In this context we have realized some experiments in
order to clarify the influence of foam parameters~density,
thickness, etc.! and that of X-radiation on the effectiveness
of smoothing. Also we wanted to control the laser beam
nonuniformities in order to verify what is the scale of the
nonuniformities which are really smoothed with the foam
technique. The schematic setup of our experiment is shown
in Figure 2. Its basic elements are:

1. The use of foams of density from 30 to 200 mg0cm3

to study the smoothing effects as a function of foam
density ~instead the foam thickness was fixed at
'60 mm!.

2. The use of well-known nonuniformities which have
been produced first by using phase zone plates to pro-
duce a smooth and flat beam profile~Koenig et al.,
1994!, and then by inserting opaque grids before the
foam. In this first experiment, only the grid with a
60-mm spacing was used.

3. The use of grids of different materials in order to change
the radiation emission~concerning both the intensity

and the spectral distribution of X rays!. Then, in our
experiment, the grid had the double role of producing
the laser nonuniformities which we wish to smooth
away and the radiation which should create the over-
critical plasma.

A streak camera was used as diagnostic in the experiment
to detect the shock breakout from the layered targets made
of foam on the laser side and an aluminum layer on the rear
side~Fig. 2!. Although aluminum is not a material used in
ICF foam-buffered targets, it allows us to simulate the real-
istic situation of shock transmission from the low density
foam to a denser payload material. The great advantage of
aluminum is that its EOS is well known, for instance, through
the SESAME tables~T4 Group, 1983!, which makes it a
typical reference material in shock experiments.

The experiment was performed using three beams of the
LULI Nd laser ~converted atl 5 0.53 mm, with a total
maximum energyE2v ' 100 J!. The pulse was Gaussian in
time with a full width half maximum~FWHM! of 600 ps.
All beams had a 90-mm diameter and were focused with an
f 5 500 mm lens onto the same focal spot. As already said,
phase zone plates~PZP! were used to eliminate large-scale
spatial intensity modulations and produce a flat-top inten-
sity profile. Since the smoothing effect introduced by the
foam varies with its density, the use of PZP was necessary in
our experiment in order to get the same irradiation condi-
tions for any foam density. Our optical systems~PZP1
focusing lens! produced a total focal spot of 400mm FWHM,
with an'200-mm-wide flat region in the center, correspond-
ing to a laser intensityI '3–5{1013 W0cm2. Such large focal
spots were needed to reduce 2D effects because the total
thickness of the target was'80 mm.

The target was made with an Al layer~13.2mm thick! and
grids with spacing 30mm and step 30mm ~except for the
plastic grids, which had, respectively, 27.5 and 32.5mm!.
Their thickness was 9mm and they were realized in different
materials, that is, gold, copper, and plastic~this last to pro-
duce a small X-ray flux and low radiative effects in the
foam!.

Figure 3 shows streak images obtained with foams of
density 30 and 200 mg0cm3 and Cu grids. We see a time
fiducial on the top-left of each image. In contrast, Figure 4
shows results obtained for 50 mg0cm3 and different grid
materials. They show how smoothing is affected both by the
grid material and the foam density.

Two features seem at first surprising: First a foam density
of 30–50 mg0cm3 seems to produce better smoothing than a
100–200-mg0cm3 foam, although a denser plasma will cer-
tainly be formed in this last case; and second, the smoothing
effect seems better in copper as compared to gold, while
gold is known to have a higher laser-to-X-rays conversion
efficiency.

We think that the first result points out how it is not only
the foam density that plays a role in the smoothing effect,
that is, the fact that the plasma formed is overcritical. AlsoFig. 2. Experimental setup for the measurement of foam smoothing.
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its temperature is very critical and the temperature is in-
versely proportional to the heated mass, that is, to the num-
ber of heated particles or foam density.Ahigher temperature
will increase the electron mean free path and lateral energy
losses, thereby contributing to a more effective thermal
smoothing. This can easily be seen by looking at the formula
for thermal conduction which scales versus temperature as
T 502, and justifies the fact that smoothing is more effective
at 30–50 mg0cm3 than at 100–200 mg0cm3. In this last
case, indeed, we could calculate that the temperatures reached
in the plasma are a factor of 2 to 4 lower than with 30–50
mg0cm3.

The second result is due to the different X-ray spectra of
Cu and Au. Although conversion efficiency is lower in Cu,
its spectrum extends to higher X-ray energies~Eidmann &
Kishimoto, 1986; Mochizukiet al., 1986; Chakeret al.,
1988!. Such “hard” photons may penetrate easily to the Al
layer and preheat it. The observed better smoothing which is
obtained with Cu as compared to Au is, hence, probably the
indirect effect of the stronger preheating induced inAl in the
case of Cu. Target preheating obtained with Cu produces a
change inAl, thereby strongly increasing the thermal smooth-
ing effectiveness in the Al heated layer. It must be recalled,
indeed, that the thermal smoothing effect observed at the
target rear side through shock wave detection does corre-
spond to the whole foam1Al layers. However the situation

with Cu is worse with respect to its applicability to the idea
of foam-buffered ICF. Indeed, it is true that target preheating
must be avoided in ICF since it will move the target material
off the isentrope with a significant loss of compression ef-
ficiency. The effective thermal smoothing in the foam layer
alone is probably about the same with Cu and Au, since in
both cases, plasmas of similar density and temperature are
produced~with a slightly preference towards the use of Au!.

Our results point out the importance of carefully choos-
ing the foam and the converter foil parameters~in particular
foam density and foil material!. Of course it is not immedi-
ately possible to extrapolate our case, in which the grid acts
both for the introduction of nonuniformities and the gener-

Fig. 3. Streak camera images with foams of density 30~a! and 200 mg0
cm3 ~b! and Cu grids. The laser energies were 92 and 94 J.

Fig. 4. Streak camera images forr 5 50 mg0cm3 and different grids: Cu
~a!, Au ~b!, CH ~c!. The laser energy was, respectively, 94, 90, and 79 J.

306 T. Hall et al.



ation of X rays, to the case where a real converter foil is
used. Anyway, all the qualitative aspects connected to the
shape of the X-ray spectrum, observed in our experiment,
remain, of course, valid in the other case.

At the same time, we clearly showed how thermal trans-
port in the overcritical plasma produced in a low density
foam by X-ray irradiation~“radiation driven”! allows a
smoothing of laser-imprints nonuniformities of the order of
100%. This is true even with the very large scale of nonuni-
formities used in our experiment~'60 mm from peak to
peak! and will be obviously easier in the case of smaller
nonuniformities, which are more easily smoothed by ther-
mal transport.

4. HYDRODYNAMICS

Despite the encouraging results on foam smoothing ob-
tained both in Dunneet al.~1995! and in Bataniet al.~2000!,
the smoothing capability of foams is not the only critical
parameter in assessing the real applicability of foam-buffered
targets to ICF. Indeed the introduction of foams should not
create a plasma where laser instabilities are likely to de-
velop, and also the hydrodynamics of such foam-buffered
targets should be studied to verify that no appreciable deg-
radation of the laser–target coupling, that is, of the compres-
sion efficiency of the pellet, occur.

The last problem has been considered in Dunneet al.
~1995!, but the diagnostics used in the experiment allowed
the study of the hydrodynamics of a layered foam-solid
targets at late times only. The authors did show that the time
histories of the target motion with and without a foam layer
were substantially the same, but this is exactly what is to be
expected since the target motion at long times is determined
only by its mass~which does not change much because of
the foam layer! and by the laser ablation pressure, which is
relatively independent of the ablated material as expected
from simple models~Fabbro, 1982; Mora, 1982; Lindl,
1995!.

Moreover, the details of shock propagation in foams and
the transmission of the momentum to the payload material
also need to be studied. Indeed, in ICF, it is very important to
minimise the drive energy by compressing the target along a
low isentrope and reach a high gain. Thus the generation of
too strong a shock, which could preheat the thermonuclear
fuel and make its compression more difficult, must be
avoided, especially in the early stage of the implosion~Em-
ery & Gardner, 1992!.

Hence more precise diagnostics are needed to study how
the target is set in motion and not only its motion at late
times. To this particular end we have studied the influence
of introducing a foam layer on laser-produced shock, study-
ing the shock breakthrough from layered targets made of a
foam layer on the laser side and a stepped aluminum layer
on the rear side. A streak camera was used to detect shock
breakthrough at the base and at the step of the aluminum
target, allowing the shock velocity to be determined. Again,

aluminum is not a realistic payload material for ICF targets,
but it is useful since its EOS is well known. The schematic
experimental setup is shown in Figure 5.

The characteristics of the focusing system and the laser
are as given in the previous section. The stepped Al targets
were produced at the Target Preparation Laboratory in CEA–
Limeil with an electron gun deposition technique~Faral
et al., 1994!. The accurate target fabrication technique al-
lowed sharp step edges to be obtained and a precise deter-
mination of step heights. The aluminum base thickness was
in the range of 10 to 12mm, and the step in the range of 4
to 6 mm.

Figure 6 shows two streak camera images. In both cases,
it is possible to see a time fiducial on the top-right of the
image obtained by sending a portion of the laser beam onto
the streak camera slit with an optical fiber. In Figure 6a, a
stepped aluminum target without foam was used while in
Figure 6b, a foam layer was present on the laser side. All the
other conditions, including laser pulse energy~E2v ' 32 J!,
were the same.

Such pictures show a delayed shock breakthrough, that is,
a longer time between the maximum of the laser pulse~mea-
sured through the time fiducial! and shock arrival when the
foam is present. This corresponds to the time needed for the

Fig. 5. Experimental setup for the measurement of shock amplification.

Fig. 6. Streak images:~a! stepped aluminum target~base 13mm, step
5 mm!, ~b! same target with a foam layer~ r 5 50 mg0cm3! on laser side.
The shock velocity is 18 km0s for ~a! and 31 km0s for ~b!. The flat shock
region is'200mm large. The time delay,Dt, is 410 ps.
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shock to travel through the thick foam. The pictures also
show that the shock velocity inside the aluminum target, and
hence the pressure generated in aluminum, increases. The
values of pressure have been deduced from shock velocity
by using the SESAME tables~T4 Group, 1983!.

Such effects have been found to be a function of the foam
density and thickness as shown in the experimental results
of Figure 7. The points corresponding tor 5 1 are those
obtained with stepped targets without foam. The pressure
generated in this last case~'7 Mbar, on average! corre-
sponds approximately to what can be obtained from scaling
laws~Fabbro, 1982; Mora, 1982; Lindl, 1995! for our laser
and target parameters:

P0 ' 8.6~IL 01014!203l2203~A02Z!103. ~3!

The points forr 5 900 mg0cm3 correspond to targets which
have a layer of polymer at normal density. Here the plastic
thickness is 15mm; indeed the use of a 60-mm layer in this
case would have implied the shock pressure is not main-
tained, our laser pulse duration being too short.

The explanation of our experimental results relies on an
impedance mismatch between foam and aluminum. At the
arrival of the shock wave at the interface, a shock is trans-
mitted in aluminum and another one is reflected into the
foam. The different materials on the two sides have the same
pressure and fluid velocity, this common point being at the
intersection of the aluminum shock polar and the foam polar
for reflected shocks~Zeldovich & Raizer, 1967!. By decreas-
ing the foam density, the impedance mismatch between the
two materials increases and one would expect that the shock
pressure in aluminum would become bigger. We note, how-
ever, in Figure 7 that for foam densitiesr ' 100 mg0cm3,
the behavior is reversed and the pressure decreases. Several
effects contribute to produce this result. First, at the lowest
densities, it is not possible to avoid the direct interaction of
the laser beam with the metal target behind the foam. This is

due to the fast ablation rate of the foam and also to the fact
that the foam itself may be undercritical. Simple analytical
laws predict the ablation rate~Mora, 1982! as

dm0dt 5 4.5{1026I 304l2102t2104, ~4!

where l is in microns, t in nanoseconds,I in watts per
centimeter squared, anddm0dt is in units of g cm22 s21.
Hence the ablation rate~and the shock pressure! are inde-
pendent of the foam density, and the ablation velocity is
inversely proportional to it, giving for our laser parameters
a limit of aboutr $ 15 mg0cm3. Foams with lower density
are completely ablated during the pulse.

Furthermore, a direct laser–metal interaction takes place
with undercritical foams, that is, ifr # 12 mg0cm3 in case
of total ionization. A partial ionisation is not likely, consid-
ering the high temperatures reached in the foam~as shown
in numerical simulations!, but it would mean that an even
higher foam density would be required to reach critical den-
sity. These two effects contribute to gradually lower the
shock pressure to the value measured in simple metal tar-
gets, hence producing a meaningful continuity of physical
results. The residual measured pressure increment for such
low densities is probably due to the partial confinement of
the expanding aluminum plasma by the foam, as observed in
shocks produced from focusing lasers on the surface of
targets immersed in water or under a layer of transparent
material~Fabbroet al., 1990!.

For the denser foams, in the range of 20 to 100 mg0cm3,
the pressure generated at the interface is increased due to
impedance mismatch, but other effects arise which justify
the behavior of shock pressure versus foam density:

1. First, the shock is initially accelerating and, therefore,
it may transmit to the aluminum layer before maxi-
mum pressure has been reached. By using shock rela-
tions for ideal gases, it is possible to show analytically
that in this case, for a fixed foam thickness the pres-
sure generated in aluminum decreases with density.

2. Second, the pressure generated at the interface is not
maintained due to the fast transit times of the reflected
shock followed by the unloading wave. The laser in-
tensity sustains a pressure given by Eq.~3! in the
foam, which is then increased in the aluminum due to
the impedance mismatch. The reflected shock travels
rapidly back through the foam and is then reflected as
an unloading wave at the critical surface. This unload-
ing wave will also travel rapidly through the hot foam
and aluminum and may reach the initial shock in the
aluminum before this breaks out from the rear surface.
This effect results in a decrease in the pressure inside
the metal as a function of time, and so we measure a
shock velocity which is smaller than that which corre-
sponds to the maximum pressure determined by the
impedance mismatch conditions. Moreover, the exper-
iment measures the average velocity inside the step,

Fig. 7. Amplification of pressure obtained in aluminum versus foam den-
sity r in ~mg0cm3!. P0 is the value for simple aluminum targets. Also
shown are the results of MULTI simulations.
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hence giving a lower velocity than at the bottom of the
step.

To simulate our data, we used the hydrocode MULTI
~Ramiset al., 1988!. Simulations clearly show that for den-
sities below 100 mg0cm3, a very high pressure is reached at
the aluminum–foam interface, but it is not maintained, and
begins quickly to decay as the relaxation wave from the
ablation front reaches the slower shock propagating in the
aluminum. The simulation results, shown in Figure 7, are
affected by radiation transfer. Radiative effects are evi-
denced in the simulations, as already described in literature
~Zeldovich & Raizer, 1967; Massenet al., 1994!, but in our
case, the effects are significant but not dominant. By com-
parison with an equivalent mass of normal plastic, the foam
is heated to higher temperatures by the compression and
also, being very low density, is more transparent to radia-
tion. Hence, even though not much XUV radiation is pro-
duced~foams being made of lowZelements only!, preheating
ahead of the shock front is nonnegligible. Moreover, be-
cause of the higher temperatures and higher transparencies
of the foam relative to normal plastic, the interface between
foam and metal will preheat more since radiation propagat-
ing in the foam will be stopped due to the much higher
absorption in the metal. So a slight modification of the
plasma profile is expected at the interface.

It is also evident that while the simulations describe the
overall behavior of experimental data qualitatively well, the
fine details are not explained. In particular, from MULTI,
for the plastic at normal density, we find a value ofP0P0 $
1.75 in agreement with what can be deduced from imped-
ance mismatch relations in the perfect gas approximation

P0P0 5 4rAl 0~MrAl 1Mr!2 ~5!

whererAl 5 2.7 g0cm3 andr 5 0.9. The lack of detailed
agreement may be, in part, connected to the fact that foam
opacities~and foam EOS! are not sufficiently well known.
We have used the Los Alamos opacity data~Cohen & Clark,
1996! and the SESAME EOS for plastic, where we have
taken into account the initial low foam density.

Finally the computer simulations used to interpret our
experimental results show that, at least in the first approxi-
mation, the ablation pressure is independent of foam density
and equal to that in aluminum. This shows again that target
motion at late times, as studied in Dunneet al.~1995! is not
enough to discriminate the effects due to the presence of the
foam.

We conclude that shock propagation in foam is a complex
hydrodynamic phenomenon and that at foam–solid bound-
aries, a key role is played by the pressure increase due to the
impedance mismatch. We have shown how the presence of a
foam layer can strongly increase the pressure reached in an
adjacent metal layer. Our results have important conse-

quences for the design of foam-buffered targets which have
been proposed for ICF to remove the initial imprint by ra-
diative smoothing. Shock enhancement at the foam–solid
boundary will move the target material off the isentrope
with a consequent loss of compression efficiency.

5. SHOCK AMPLIFICATION

The “negative” shock pressure amplification effect de-
scribed in the previous section may be “positively” ex-
ploited for EOS experiments. The study of equation of states
of matter in high pressure conditions~above 10 Mbar! is a
subject of great interest for several fields of modern physics.
In particular, it is important in the context of astrophysics
and inertial confinement fusion research. Some EOS al-
ready exist for this pressure range~T4 Group, 1983!, but,
first, they mainly come from calculations and theoretical
models, with only a few experimental data available to val-
idate them, and furthermore they exist for a restricted num-
ber of materials. Therefore the behavior of many materials
under high pressure is still unknown. In the past, EOS mea-
surements in the tens of megabars domain could be per-
formed only by nuclear explosions. Nowadays, it is possible
to reach very high pressures in laboratories by using pow-
erful pulsed laser-generated shock waves in solid material.
Early experiments have shown the possibility of producing
shock waves with pressures up to 100 Mbar in a laser-
irradiated solid~van Kessel & Sigel, 1974; Trainoret al.,
1978; Veeser & Solem, 1978; Cottetet al., 1984, 1985! and
in a target foil impacted by a laser-accelerated foil~Oben-
schainet al., 1983; Fabbroet al., 1986; Faralet al., 1990!.
Pressures as high as 750 Mbar were achieved by using laser
pulses of 25 kJ~at wavelengthl 5 0.53 mm! and a foil
impact technique~Caubleet al., 1993!. However, in many of
these experiments, the bad quality of shocks prevented them
from being used as a quantitative tool in high pressure
physics.

Planarity and stationarity of the shock fronts, as well as
low preheating of the material ahead of the shock waves, are
essential to obtain accurate measurements of EOS. Recent
experiments~Koeniget al., 1994; Loweret al., 1994; Batani
et al., 1995! have proved the possibility of creating spatially
very uniform shocks in solids either by using direct laser
drive with optically smoothed laser beams or X-ray thermal
radiation~indirect laser drive!.

Once high quality shocks are obtained, it is possible to
perform precise measurements of the shock parameters. In
particular, EOS points can be obtained if two quantities of
the shocked material, related to the Hugoniot–Rankine re-
lations~Zeldovich & Raizer, 1967!, are measured simulta-
neously. In a recent experiment~Collins et al., 1998!, the
simultaneous measurement of two parameters~the shock
velocityD and the fluid velocityU ! has been applied to the
measurement of the EOS of deuterium. The main problem
connected with this method is that it is necessary to use high
energy laser pulses with the aim of maintaining a constant

Advances in laser–plasma experiments using foam 309



ablation pressure for a few nanoseconds and of irradiating
large target areas. Another method for the determination of
EOS points is based on the impedance-matching technique
and consists in measuring the shock velocity simultaneously
~on the same laser shot! in two different materials. This
makes it possible to achieve a relative determination of one
EOS point of one material by taking the EOS of the other
one as a reference. The reliability of this method, used in the
past in nuclear experiments, has been recently proven in
laser-driven shock experiments~Bataniet al., 1995; Koenig
et al., 1995! and applied to EOS measurements for Cu~Be-
nuzziet al., 1996!, and doped plastics~Koeniget al., 1998!.
Such a method has the advantage that high pressures~10–50
Mbar! can be reached with lasers of relatively small size
~'100 J!.

However, the limited energy of the laser, combined with
the request of having almost 1D shocks~and, hence, rela-
tively large focal spots! fixes an upper limit to the pressure
which can be obtained in the material. On the other side, even
if a very big laser system is available, the laser intensity on
target cannot be increased indefinitely. Indeed higher inten-
sities mean a higher plasma temperature and, hence, larger
X-ray generation in the corona. Also, above a certain inten-
sity threshold, laser instabilities like two-plasmon-decay
~TPD! and stimulated Raman scattering~SRS! can take place
in the plasma corona leading to an important production of
hot electrons. Such nonlinear physical phenomena take place
at laser intensities of the order of 10140l2 W0cm2 wherel in
microns is the laser wavelength. Since hard X rays and hot
electrons are the principal causes of preheating of the mate-
rial ahead of the shock wave, it is clear that intensities on
target above this limit must be avoided.

A practical way of reducing X-ray emission is the use of a
low Z ablator~e.g., plastic! before the target material. Luck-
ily enough, this also proves to be a way to increase shock
pressure due to the well-known impedance mismatch effect
at the ablator–target interface~Zeldovich & Raizer, 1967!.
In passing, we notice that the impedance-matching tech-
nique was used largely in the past to intensify laser-driven
shock waves~Obenschainet al., 1983; Fabbroet al., 1986;
Faralet al., 1990!.

Such effect can be maximized by using low density foams
before the laser target, as seen in the previous section. How-
ever shock stationarity is essential in this case which means
that ~1! the shock must be transmitted from foam to the
payload material after it has become stationary, and~2! the
shock must emerge from the rear side before it has been
reached by the relaxation wave. The first condition fixes a
minimum thickness for the foam and the second one a max-
imum thickness. Between these two values, shock station-
arity is assured. Simple analytical models and computer
simulations can predict both the shock pressure increment
and this stationarity range.

This experiment was performed using the Asterix laser
facility at the Max Planck Institut fur Quantenoptik in Garch-
ing ~MPQ!. It delivers a single beam, of diameter 30 cm,

with an energy of 250 J per pulse at a wavelength of 0.44mm.
The temporal behavior of the laser pulse is Gaussian with a
FWHM of 450 ps. The schematic experimental setup is, of
course, the same as that described in the previous section
~see Fig. 5!. The laser beam was focused directly onto the
target with anf 5 564 mm lens. The design of the PZP had
Fresnel lenses of 2.5 cm diameter, which implies that 144
Fresnel lenses are covered by the laser beam. The charac-
teristics of our optical system~PZP1 focusing lens! were
such that we produced a total focal spot of 400mm FWHM,
with a 250-mm-wide flat region in the center, corresponding
to a laser intensityI # 2{1014 W0cm2. Such large focal spots
were needed to reduce 2D effects, because the total thick-
ness of the target could even be of the order of 170mm.

The diagnostic used to detect the shock emergence from
the target rear face consisted of anf 5 100 mm objective
imaging the rear face onto the slit of a streak camera, work-
ing in the visible region. The temporal resolution was better
than 8 ps and the imaging system magnification wasM 510,
allowing a spatial resolution better than 10mm.Aprotection
system was used for the diagnostics light path, to shield the
streak camera from scattered laser light. The main differ-
ence with the experiment performed at LULI was that here
both the foam density and foam thickness were changed
~this last in the range 50 to 150mm!. Also the payload
material was gold instead of aluminum.

Figure 8 shows the obtained experimental results, to-
gether with the theoretical prediction obtained with a simple
analytical model~Batani et al., 2001!. It is evident that,
apart from low thickness corresponding to an initial phase
of shock formation, the pressure increase can effectively be
stationary.

The pressure increase due to impedance mismatch at the
payload–foam interface was measured experimentally and
pressures higher than 60 Mbar were achieved in gold. Sta-

Fig. 8. Experimental results obtained at MPQ for shock amplification:
pressure in megabars~vertical axis! versus foam thickness in microns
~horizontal axis! for foams with density 20 mg0cm3 ~black circles! and
50 mg0cm3 ~white circles!.
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tionarity is achieved on shorter foam thickness for a bigger
density since here shock velocity is lower, but a smaller den-
sity means a larger shock amplification. Increments of a fac-
tor'4 in shock pressure have been demonstrated. Due to the
weak scaling of pressure versus laser intensity~see Eq.~3!!
this would require a factor'10 increment in intensity on tar-
get for which a few kilojoule laser would be necessary. Also
this would imply the use of intensities falling in the non-
linear regime where preheating can become quite dangerous.

There is, however, a limit to the pressure amplification
which can be obtained for a given base material~the refer-
ence material in EOS experiment!. From Eq.~5!, this corre-
sponds to the limitr r 0 or P0P0 5 4.

To reach this maximum, the conditions on foam thickness
previously recalled must be fulfilled and also a laser focal
spot with a radius larger than the total target thickness must
be used in order to avoid 2D effects.

Our results may open the way to the use of foams in EOS
experiments as a relatively easy way of relaxing laser en-
ergy requirements. Hence foams can increase the efficiency
of direct drive EOS experiments~already more efficient
than X-ray indirect drive! allowing very high pressures to be
reached with relatively small laser systems.

6. EQUATION OF STATE

The lack of precise agreement between numerical simula-
tions and experimental results shown in Figure 7 can be, in
part, ascribed to the nonprecise knowledge of the EOS of
foams. Also the design of foam-buffered ICF targets would
require the precise knowledge of their EOS. However, until
very recently, only very few data related to EOS were avail-
able~Holmes, 1991, 1994!. Hence we decided to perform
some EOS measurements of foams using laser-driven shock
waves. These measurements required a target design which
allowed simultaneous determination of shock velocities in a
reference material~aluminum! and in the foam. Data were
obtained for a wide range of densities, from 20 mg0cm3 up
to 1.1 g0cm3.

The experiment was performed at LULI, with the charac-
teristics already detailed in the previous sections. The target
scheme is shown in Figure 9. The layered targets were made
of an aluminum layer on the laser side, coated with 3mm of
plastic in order to reduce hard X-ray preheating effects~Hall
et al., 1997; Benuzziet al., 1998a!. A stepped aluminum
layer was then deposited on the rear side. The aluminum
base thickness was in the range of 9 to 10mm, and the step
in the range of 5 to 6mm. Then a thin washer~'20mm! was
glued on the rear side and was filled with foam.

Foams, ranging in density from 20 to 400 mg0cm3, with
uniform submicron pore sizes, have been used in these ex-
periments. Also, for complete comparison with plastic
EOS models, we used TMPTA plastic at its normal density
~1.1 g0cm3!. The brass ring height determined the final
thickness of the foam, which was precisely measured by
optical microscopy before each shot. A thin aluminum layer

~500 Å! was deposited on one-half of the target rear side in
order to avoid shinethrough of the shock breakout from the
aluminum base and steps. Since the foam is transparent to
visible light, this target scheme allows us to detect, on the
same shot, the shock breakout from the aluminum base and
steps and from the rear surface of the foam.

As usual, the shock breakout from the target was inferred
by detection of the emissivity of the target rear face in the
visible region.

Our experiment is based on the impedance-matching tech-
nique applied to the “double-step targets” sketched in Fig-
ure 9. The washer glued on the rear side, filled in with the
foam, allows us to have two steps with different thicknesses
e1f and e2f . With these two thicknesses, we were able to
check if the shock is stationary during its propagation through
the foam. Using rear-face, time-resolved imaging, we ex-
perimentally determined the velocity of the shock propagat-
ing through the step of aluminumDAl and through the two
foam thicknesses,D1f and D2f , respectively. These shock
velocities correspond to particle velocitiesUAl , U1f , and
U2f , respectively, as seen in Figure 10.

In our case, since foam has a lower density than alumi-
num, an unloading wave is reflected in the aluminum when
the shock goes through the interface between the two mate-
rials. The propagation of this wave is governed by an isen-

Fig. 9. Schematic diagram of the target for the EOS measurements.

Fig. 10. Principle of the EOS measurement: short dashed line~- - -!:
rAl DAl U, longer dashed line~– – –!: rf Df U.
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tropic flow originating from the point~PAl ,UAl !, ~see Fig. 10!,
which is given by~Zeldovich & Raizer, 1967!

U~P! 5 UAl 2 E~2]V0]P' !102dP' ~6!

where the integral is made on the constant entropy path
betweenDAl andD. Since the aluminum EOS is well known
up to 40 Mbar, we could thus determine the isentropic curve
corresponding to the passage at the aluminum–foam inter-
face. Therefore the intersection of this release curve in the
~P, U ! plane with the line of sloperf Df ~ rf andDf being the
foam initial density and shock velocity, respectively! gives a
point ~Pf ,Uf ! on the foam EOS.

Note that the impedance mismatch method, applied in
shock EOS experiments, normally allows us to obtain data
for an unknown material which is denser than the reference
material. Instead, with this technique, first used in Koenig
et al. ~1998!, EOS data can be obtained also for material of
lower densities.

Figure 11 shows a typical streak camera image obtained
in our experiment. The time intervalDt1 corresponds to the
travelling time of the shock through the aluminum step, thus

giving DAl by knowing the step thickness.Dt2 andDt3 are
the transit times of the shock through the large and small
thicknesses of foame1f , e2f , respectively~see Figs. 9 and
11!. HereDt1 is 2616 5 ps, which gives a shock velocity of
216 0.8 km0s. Using the aluminum SESAME EOS table,
this corresponds to a pressurePAl 5 7 6 0.6 Mbar.

As a result of the target design, we have two measure-
ments of the shock velocity in the foam given byDt2 ~9876
7 ps! and Dt3 ~846 69 ps!. The related shock velocities,
corresponding to Figure 11, are 29.661.6 km0s and 28.16
1.6 km0s, respectively. These data imply that the shock
speed is nearly constant in the foam with possibly a slight
increase at the end of the largest thickness~i.e., the assump-
tion of a constant velocity is compatible with our experi-
mental errors!. To assess this argument, we performed
numerical simulations using the 1D radiative hydro-code
MULTI. As shown in Figure 12, a shock is created in the CH
ablator~zone 0!, propagates through the aluminum~zones 1
and 3!, then through the foam~zones 2 and 4!. The interface
between zones 2~unshocked foam! and 4~shocked foam!
follows a straight line, which means that the shock speed is
quasi constant along all the foam thickness.

The results that we have obtained for different foam den-
sities are summarized in Figures 13, 14, and 15. The errors
on the measured shock speeds include the errors on foam
thickness, shock breakout time, and streak camera sweep
speed. All other errors are deduced using the Rankine–
Hugoniot relations.

Our EOS data are compared to those deduced from the
SESAME tables for plastic~No. 7592!. Indeed, this table

Fig. 11. Typical streak image of an EOS target. The target characteristics
are: Al base5 8.9 mm, Al step5 5.5 mm, foam thicknesses5 23.8, and
29.3mm. The laser intensity was 5{1013 W0cm2.

Fig. 12. Evolution of density versus time given by 1D simulations: zone 0:
plastic ablator~1.04 g0cm3!; zone 1: initial aluminum density~2.7 g0cm3!;
zone 2: initial foam density~200 mg0cm3!; zone 3: shocked aluminum;
zone 4: shocked foam.
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has been specially adapted to fit some data points obtained
for a 300-mg0cm3 foam. We also checked that the SESAME
table and calculations made with the Quotidian Equation of
State~QEOS! model~Moreet al., 1988! are very close~less
than our error bars!.

In Figure 13, for example, we compare our results for
20- and 50-mg0cm3 foam, in the~P, U! plane, with the
SESAME tables.As we can see, there is a satisfactory agree-
ment, within the error bars, between our results and the
theoretical curves. However there is a general deviation

between experiment and theory, our data being more often
above the Hugoniot curve, especially for the 50-mg0cm3

case. Several reasons can explain this trend. First, the mod-
els ~SESAME or QEOS! used for comparison may not re-
flect the exact characteristics of our material, in particular
its chemical bonding, which might be important. Second,
there could be a slight preheating of the foam due to the
X rays created in the hot plastic ablator.

However according to recent work~Hall et al., 1997;
Benuzziet al., 1998a!, the expected preheating level of the
aluminum rear side is lower than 0.1 eV due to our moderate
laser intensityI ; 6{100cm13 W0cm2. Since the X rays will
propagate through a less absorbing medium~the foam being
a low Z material!, one can expect that its effective preheat-
ing level is lower than this value. Such typical initial tem-
perature~'0.1 eV! moves the Hugoniot curve a little bit off
the principal one, toward the lower densities, which could
explain part of the difference. Nevertheless, the only EOS
data point published~to our knowledge! for low density
foam ~Holmes, 1991, 1994! is also very far from those
tables, even if the error bars in this case are quite small~less
than 1–2%!.

In conclusion, we have developed original EOS measure-
ments of porous materials with a moderate size laser~E ;
100 J!. Results for five different foam densities and for
plastic at normal density have been obtained for the first
time with a laser in the 0.1–2.5 Mbar regime.

7. SHOCK ACCELERATION

Foams also play an important role in current astrophysical
dedicated experiments. For example, these materials have
been recently used to study the interaction of exploding star

Fig. 13. Comparison between experimental data and SESAME Hugoniots
in the~P, U ! plane. The symbolsd andn are for 20- and 50-mg0cm3 data
points, respectively.

Fig. 14. Comparison between experimental data and SESAME Hugoniots
in the ~P, U ! plane. The symbolsd andn are for 100- and 200-mg0cm3

data points, respectively.

Fig. 15. Comparison between experimental data and SESAME Hugoniots
in the~P, U ! plane. The symbolsd andn are for 400- and 1100-mg0cm3

data points, respectively.
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ejecta with the circumstellar matter to simulate supernovae
remnants formation~Remingtonet al., 1997; Drakeet al.,
1998!. Also, porous materials allow the study of supercriti-
cal radiative shocks, which are of great importance in many
astronomical objects such as exploding stars, and galactic or
accretion discs. This is due to the large heating of the foam
itself induced by compression and to the long mean free path
of radiation in the low density material.

In this context, we studied the process of shock wave
acceleration in a decreasing density profile. Sharp density
gradients can be found in the outer atmosphere of many~if
not all! stellar objects. This can be usually well approxi-
mated by an exponential decrease of the density spanning
several orders of magnitude. Such exponential profiles are
also found in accretion discs onto compact objects, such as
black holes or neutrons stars, but also in galactic discs. If a
shock wave propagates into such a sharply decreasing den-
sity profile, it gets accelerated very efficiently. This strong
acceleration results in higher and higher postshock temper-
atures, in some cases up to the radiative regime. In super-
novae explosions, this strong shock acceleration is supposed
to give birth to a strong XUV burst, as the shock wave
breaks out of the star surface~Falk, 1978; Woolsey, 1993!.
Moreover, such an accelerating configuration is known to
be unstable to transverse perturbations of the shock front
~Chevalier, 1990; Luo & Chevalier, 1994!. This so-called
“corrugation instability,” caused by the decreasing density
profile and the resulting shock acceleration, is believed to
create density perturbations in the postshock flow, which
are the seeds for the Rayleigh–Taylor instability at the in-
terface between the star ejecta and the interstellar medium
~Remingtonet al., 1997; Drakeet al., 1998!.

Creating a continuous, exponentially decreasing density
profile within a laser experiment was beyond the scope of
our initial measurements in which we only addressed the
possibility to simulate a decreasing density profile using
discrete density steps, and to obtain a strong shock acceler-
ation with such a package.

The acceleration measurements were performed using
the same experimental setup and the same kind of targets
used for the foam EOS experiments described in the previ-
ous section. Data on shock acceleration at the aluminum–
foam interface were obtained for a wide range of densities,
from 20 mg0cm3 up to 1.1 g0cm3 and compared to a simple
semianalytical model.

When the shock is transmitted from the denser Al layer to
the lower density foam, the pressure decreases but the shock
is highly accelerated. From our experimental results, we
could infer the shock acceleration, that is, the ratiosUf 0UAl

and Df 0DAl . Note that these parameters were determined
without knowing the foam EOS. These results can then be
compared to the classical problem of a shock hitting a step
down discontinuity~Riemann problem! which admits a semi-
analytical solution for the acceleration in the case of a per-
fect gas EOS. Indeed, in this case, the polar curves for Al
and for the foam are respectively given by

P 5
gAl 1 1

2
rAl U

2

P 5
gf 1 1

2
rf U 2. ~7!

The isentrope, originating from the experimental point
~PAl ,UAl !, can be deduced using the perfect gas relations. It
leads to the following equation:

U 5 UAl 1
2

gAl 2 1
CAlF12 ~P0PAl !

gAl 2 1

2gAl G ~8!

whereCAl andgAl are the sound velocity and the adiabatic
coefficient in the shocked aluminum, respectively. Then the
intersection between the foam Hugoniot curve defined in
Eq. ~7! and the aluminum isentrope defined in Eq.~6! fixes
the acceleration factorg 5 Ug0UAl as the solution of the
equation:

g 5 11 ! 2gAl

gAl 2 1
F12 ~Ag2!

gAl 2 1

2gAl G ~9!

whereA is given by

A 5 rf ~gf 1 1!0~ rAl ~gAl 1 1!!. ~10!

As pointed out in Koeniget al. ~1999c!, the acceleration
factorg is mainly a function of the density ratiorAl 0rf for a
step discontinuity~ rAl 0rf ! greater than 103. In our case,
whererAl 0rf is greater than this value, we expect thatg will
depend weakly on the pressure at the interface.

From streak camera images like that of Figure 11, one can
deduce the shock velocities. The acceleration factorg in that
case was equal to 1.4. All the results that we have obtained
for different foam densities are summarized in Figure 16.
Our experimental data are compared with the semianalytical
model described above.

Our data are well described by the model and fit better
with the same adiabatic coefficients for aluminum and for
the foam~gf 5 gAl 5 503!. However, the errors obtained on
the measured shock velocities, as described before, are big-
ger than the difference between the two theoretical curves.
The maximum acceleration factor obtained, in the case of
the 20 mg0cm3 foam, is'2.1. We found a slight dependence
of the acceleration factor on laser intensity. Indeed, the points
obtained for weak intensities~I # 1013 W0cm2! are all sit-
uated above the calculated acceleration factors. This trend is
in good agreement with an acceleration factor calculated
with the SESAME tables. It reflects the fact that the strong
shock assumption of the model becomes partly nonvalid.

In conclusion, our results shows that the acceleration fac-
torg is almost insensitive to the initial pressure in aluminum
as predicted by a simple model. The technique will allow
further investigations, either with a two-step discontinuity,
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in order to reach a typical acceleration factor of 3, or with a
continuous decreasing density gradient.

8. CONCLUSIONS

The experimental works presented in this article, and many
others cited in the references, shows how the use of low
density foams may be a very useful means of realizing new
experiments in the laser–plasma domain, which are of inter-
est for ICF, EOS, and astrophysics. Fundamental to the suc-
cess of such experiments are the use of uniform foams with
submicron pore size, the use of optical smoothing tech-
niques~PZP!, and the use of space and time-resolved diag-
nostics. Other experiments will follow giving more insight
into these new physical problems.
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