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Abstract

A milestone of Industry 4.0 is the improvement of the design procedures requiring models of complex processes. Models can
be used to simulate the process, being accurate even if complex, and to predict process behaviour for control action, requiring
simplicity and stability. In the last years, machine learning approaches came up alongside of the standard identification techniques
for prediction purposes. In this work we propose two models of an industrial autoclave to describe the evolution of temperature
and pressure. The first model (PhM) involves a physical structure with data-driven adaptation of the parameters, the second one is
a Long Short-Term Memory network (LSTM), trained ensuring Input-to-State stability. Both models obtained good performance:
FIT of 94.26% (91.55%) for the temperature (pressure) with PhM; 84.59% (78.31%) for the temperature (pressure) with the LSTM.
Future developments involve the synthesis of an MPC based on the LSTM to be tested in simulation via PhM.
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1. Introduction

In order to meet the principles of Industry 4.0, the modelling of complex processes is required and, thanks to
the availability of a large amount of data, this goal is now achievable. An interesting case study is represented by the
autoclaves, pressurized chambers used for the sterilization through the control of temperature and pressure, when high
temperatures and pressures other than ambient ones are required. In this work an air-steam sterilizer is considered,
where the sterilization is performed using a mix of air and steam, in order to balance the pressure inside the machine
through air injection while reaching the sterilization temperature target through steam injection. The presence of
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multiple outputs and control variables, interacting with each other, complicates the process making its modelling not
trivial. Moreover, the use of these machines in different fields of applications leads to a large variety of autoclaves
available on the market with different size, toolkits, and components, and so different models are necessary. However,
even if each machine requires a specific physical model, starting from a common basic model representing the main
processes occurring in an autoclave, the new model can be obtained adapting the basic one to the specific case.
Previously, few works in the literature faced this modelling problem: in each case, the proposed model was specific
of the analysed process and could not be easily adapted to others. For example, in [11] an autoclave for curing of
composites, and in [2] one for chemical leaching process were proposed; the heat transfer between the autoclave and
the product was analysed in [14], [8]. A purely physical approach to a similar problem was proposed in [13] showing
a not optimal results for this kind of processes. Despite the affinities with some of these machines, the differences in
the processes considered here require a new model.

In this work, two models of an industrial air-steam sterilizer are proposed. The first one is a physical model, to be
used for simulation, obtained from a previous model of a lab equipment sterilizer proposed in [6]. The second model
exploits neural network techniques, through the training of a particular Recurrent Neural Network (RNN), to obtain a
model for control applications. In the latter case also the stability properties of the system are investigated.

The first model is the result of an hybrid approach, similar to the one proposed in [6], that involves a physical structure
with data-driven adaptation of the parameters. In this way, the parameters take into account the model uncertainties
derived by the physical modelling, while the main structure is based on the physical laws that affect the temperature
and pressure behaviours. This model allows to simulate the effect of possible design changes before applying them.
The second solution is a black-box approach, where a RNN is used to identify the system. This approach requires
a greater amount of data but provides in short time a good model of the machine on which the data were acquired.
Moreover, the stability property of this network can be ensured applying a constrained training process, so the model
can be used inside model-based controllers.

Both solutions have been tested on data provided by Fedegari Group (Albuzzano, Italy), a company specialised in
the production of autoclaves, particularly sensitive to the topic of Industry 4.0. The two models showed satisfactory
results.

The manuscript is organised as follows: in Section 2 the autoclave and the air-steam cycle analysed in this work are
described; in Section 3 the physical model (PhM) is presented in details and in Section 4 the neural network model is
introduced together with its stability property. A brief discussion is presented in Section 5 analysing pro and cons of
each solution and the conclusions are drawn in Section 6.

2. Autoclave description

An autoclave is a pressurized chamber used to sterilize different products, exploiting pressurized steam. In this
work, an industrial autoclave with internal heat exchangers (plates) and a jacket surrounding the chamber, to pre-
heat and cool down the chamber through steam and cold water, is studied. Inside the chamber a fan to distribute
homogeneously air and steam is also present.

2.1. Air-steam cycle

The machine considered in this work can perform sterilization cycles using a mixture of air and steam, typical
for the sterilization of liquid in sealed containers. Under these conditions, when the product is heated up, the liquid
expands, exerting pressure. Consequently the pressure inside the chamber has to balance the liquid one, through
the regulation of air and steam as described in [12]. The cycle is composed by four different phases, shown in Fig.
1, where an example of temperature and pressure profiles is reported. The cycle starts with the preparation of the
autoclave (Ph1) during which the initial conditions are set and checked. Then, the chamber is heated (Ph2) injecting
steam in the chamber with the possibility of activating auxiliary elements (plates and jacket) to speed up the process.
This phase lasts until target temperature and pressure are reached and they are maintained throughout the sterilization
phase (Ph3). At the end of the sterilization, the cooling phase starts. Firstly, there is a pressurization using only
compressed air (Ph4) and then a controlled rate cooling (Ph5) during which the auxiliary elements can be activated to
cool down the chamber.
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Fig. 1: Temperature (left) and pressure (right) profiles during the air-steam cycle.

3. Physical model for simulation

In this Section the physical model (PhM) obtained extending the previous model of a lab equipment sterilizer [6]
is presented.
The sterilization process can be described through the definition of five different processes: i) chamber filling and
emptying; ii) chamber pressure regulation; iii) chamber heating and cooling; iv) plates heating and cooling; v) jacket
heating and cooling. Processes 1)-iii) were already present in [6] and will be integrated here with the effect of plates
and jacket. The outputs of the system are the pressure and the temperature of the chamber. The temperature of the
jacket is also measured and can be a variable of interest, so an additional output has been introduced in the model. A
discrete state is added to take into account different conditions of the chamber, that imply different physical laws for

temperature and pressure.
3.1. Description

The dynamic of the system is described by seven states:

x1(t) = Q,(?) air quantity in the chamber;
X2(t) = Q(¢) steam quantity in the chamber;
x3(t) = P.(f) chamber pressure;
x4(t) = T.(¢) chamber temperature;
x5(t) = T,(2) plates temperature;
x6(1) = Tj(1) jacket temperature;
x7(k) = CC(k) chamber conditions.
The discrete state x7(k) depends on the values of x;(¢) and x;(¢). In fact, temperature and pressure follow different
physical laws, based on the quantities of air and steam inside the chamber. For this reason, the finite state machine
proposed in [6] is still valid. It is used to determine the different chamber condition between:

Vacuum (V): no gas in the chamber (x7(k) = 0);

e Mixed (M): both air and steam in the chamber (x;7(k) = 1);

e Saturated steam (S): only steam in the chamber (x7(k) = 2);

e Air (A): only air in the chamber (x7(k) = 3).

In the air-steam cycle only mixed (x(k), x2(k) > 0) and air (x;(k) > 0, xo(k) = 0) cases are verified.

The chamber, plates and jacket inputs are reported in Table 1. In this work, the presence of valves that can work as
on/off or as modulated valves is considered. In particular, their working mode is regulated by the activations, a, and
a,,, of the analogue signals v and w, respectively. These signals modulate the opening of the valves: when the signals
is active (a, = 1, a,, = 1) the valves are modulated, otherwise they are in the on/off mode and their state is determined
by the activation state a, of the specific valve n. Inputs u;(?), ux(t), us(t), us(¢) and u;,(¢) depend on the signal v,
input ug(f) depends on the signal w, following a non linear relation that is approximated in this work with a sigmoid
function. When they control an input flow (steam, air or cooling water), the valve is completely open when the signal
is high. Vice versa, when they control a drain, the valve is completely open when the signal is low. In this way it is

possible to control two opposite effects with a unique signal.
In the following, when a valve n is modulated, its input is indicated as u,, while when it functions as on/off, its input
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Table 1: Inputs used in the PhM reported as the variable name used in the equations (input), the name of the variable (signal) and a short description.
The variables are grouped in three parts (chamber, plates and jacket) to highlight where the inputs act.

Input Signal Description

ui(r) Qca(t) ingoing compressed air flow
5 uy (1) Q) ingoing steam flow
E uz(1) as(t) fan activation state (0,1)
= u4(t) d (1) drain 1 contact surface
© us(1) d>(1) drain 2 contact surface

ug(t) ds(1) drain 3 activation state
" u7 (1) Oup(®) ingoing steam flow in the plates
[} . . .
= ug(1) Om,0,p(1) ingoing water flow in the plates
A~ ug(1) d4 (1) drain 4 activation state

uio(t) Qi c(?) ingoing steam flow in the jacket
= up1(t) Om,0.(1) ingoing water flow in the jacket
é u12(1) ds(1) drain 5 activation state
= up3(t) dg(1) drain 6 activation state

u14(t) d; (1) drain 7 activation state

is indicated as a,,, referring to the activation of the valve.

If different valves are used to control the ingoing/outgoing flows, it is possible to adapt the model studying the new
component and changing the expression of u,(?).

The final equations of the proposed model are presented in the following. The first two states represent the quantities
of the gases present in the chamber:

510 = (0 = kay s 0030 = PP (1 = e85 aa = kasts @030 = PP (1= mmuslaa

Ho() = () = kg us (V53 (D) = Pa) 3285 Poy - (1= qa(l = u3(1)))gs
= kayus(Y(x3(1) = Po) 545 Pord - (1 = qa(1 = us () = kr (ea(t) = T Ton

where P, (T,;) is an auxiliary logic variable active if the pressure x3 (temperature x,) is above the threshold P, (T,),
while g, and g, detect the presence of air (x;(¢) > 0) and steam (x,(7) > 0), respectively.
The quantities x;, x, depend on the ingoing flow of compressed air, u; (), or steam, u,(¢), and on the outgoing flow
through the chamber drains, u4(f) and us(f). The outgoing flow is proportional to the difference between the pressure
inside the chamber and the atmospheric one, P,, if the pressure inside is greater than it. The machine is equipped
with a fan, u3(#), in order to have an homogeneous distribution of gases inside the chamber. If the fan is active, the
two gases will be expelled proportionally to their quantities in the chamber, otherwise the air will be expelled firstly
because the drains are located on the bottom. A term to take into account the condensation effect of the steam is also
added in Eq. (1).
The third state describes the pressure evolution and depends on the chamber condition. In the Mixed case (x; = 1) the
pressure equation is:

@)

13(0) = + kpu,, 1 (O(x3(t) = Py) + kp,uy (0)(x4(t) = Ty) = kp g, us(O)(x3(1) = Py) = k m(x3(l) - th(x4(l)))

So, it increases due to the injection of compressed air and decreases because of the opening of the drains. A condensa-
tion effect is present due to the injection of air with a lower temperature (atmospheric one, T,) with respect to the tem-
perature of the gas inside the chamber. The fourth term of Eq. (5) represents the one-to-one correspondence between
temperature in Kelvin (7¥) and pressure (Py;) inside the chamber: P(TX(t)) = f(T*(t)) = P (TX(1)) + P.s(TX (1))
where P,,, is given by water vapour pressure law [4]

73.649— 282 14, 1653-1075-T*(1)°
TEW ¢

Pwv(Tf(t)) = £

3

£7:3037 . Tclf(t)
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and P, is proportional to the temperature T* following the law related to the overpressure inside sealed container
with aqueous solution [12]. Note that a similar relation stands in the saturated steam case so that Eq. (2) can be easily
adapted to that new case. In the Air case (x; = 3) we obtain:

£3(0) = + ko i (D)(X3(8) = Pa) = ko, ua(0)(x3(2) = Pa) = kpayus(D)(x3(2) = Po) )
- kp,cool,,,“S(t)(XS(t) - Pa) - kp,cooljall(t)(x3(t) - Pa)

The pressure of the chamber is increased by the injection of compressed air and is decreased by the activation of drain
1, ug(2), or drain 2, us(¢). There is a further decreasing when jacket and/or plates are filled with cooling fluid.

The fourth state represents the temperature inside the chamber, and as the pressure, it depends on the chamber condi-
tions. In the Mixed case (x; = 1) the temperature is:

%40 = + ke (Tor0) 2 ()T stmax — Xa(0)) = ke g, t5(1)(xa (1) = Ts) ®)
— ke a,as(D)(x4(t) — Ty) + ke pi,, a7(H)(x5(2) — x4(1))

So, it increases due to the injection of steam until T, is reached, that is the maximum temperature that can be
reached through steam injection. It is decreased by the opening of drains 1 and 3. An heat exchange between chamber
and plates increases or decreases the temperature, proportionally to the temperature difference of the two elements.
Note that, the parameter k., depends on the initial temperature of the chamber x4(0); in particular, 7 is an auxiliary
logic variable active if the initial temperature is above the threshold 7, = 30°. In the Air case (x; = 3) we obtain:

24(1) = = ke ua(O)(xa(t) = Ty) = keayus(DY(xXa(t) = To) = ke 1 (Y(xa(®) = To) = ke, (as(t) + as(t)(xa(®) = T,) (6
= ke.a,, (as(t) + ag(0)(xa(t) = To) = ke prag()(xa(t) = T)p) = ke jar ()(xa(t) = T,)

where ke, = Kedy> Kedyy = ke, and kep = 0 in the interval [, 7, + 71], and keg,,, = kea,y = 0, kepr = kepi
otherwise, with 7, the time of the activation of the cooling fluid in the plates. The temperature is decreased by drain
1 or 2, the injection of compressed air and the cooling effect of the jacket. The cooling effect of the plates is also
present. At the beginning, it depends on k4, , or k.4, ,, after 7; it depends on k. ,; and tends to the plates temperature,
T,. This happens because after this time interval the cooling fluid of the plates has reached a thermal equilibrium with
the chamber, so its cooling effect is slightly reduced.

The fifth state is the plates temperature: )

jC5(t) =+ kpl,u7a7(t)(Tstmax - X5(l)) - kpl,d4a9(t)(x5(t) - Ta) - kpl,ca7(t)(x5(t) - X4(l))

It is increased by the injection of steam in the plates through u;(f), until the sterilization temperature is reached, and
decreased through the drain 4, uy(f), proportionally to the atmospheric temperature. The temperature of the plates also
depends on the heat exchange with the chamber, proportionally to the temperature difference of the two elements.
The sixth state represents the jacket temperature.

x6(t) =+ kj,c(x4(t) - x6(t)) + kj,uzu2(t)(Tsteam - x6([)) + kj,uloal()(t - TZ)(Tstma)c - x6(t)) (8)
= kjg,a12®)(x6(t) = Ta) — kjasa13()(x6(t) — Ty) — kja,a14(0)(x6() — Ty) — kj prag(t — 71)(x6(t) — T,)
- kj,coolall(t - 72)(x6(t) - Ta) + kj,flall(t)(Tsteam - xﬁ(l)) - kj,dispaIZ(t)()%(t) - Tsteam)

where kj s = k; ; in the interval [7., f. + 7,] and zero otherwise, with 7. the time of the activation of the cooling fluid
in the jacket delayed by a constant «. In the interval [, ; + 73] we have kjg;;p, = k Jdisp While it is zero otherwise, with
1, the time of the activation of the drain 5.

Since the chamber is completely surrounded by the jacket, there is always an heat exchange between them. The
temperature of the jacket increases when steam is injected inside the chamber through u,(f) and when steam is directly
injected through uo(f), until the sterilization temperature is reached, considering a delay 7, due to the waiting time
for the complete filling of the jacket. It decreases through the drains (u;2(f), u13(f), u14(¢)) and when the cooling fluid
is present in the plates, ug(), and in the jacket, u;;(#), considering the delay 7| due to the waiting time for the cooling
of the plates. The parameter k; ;; takes into account the delayed effect of the injection of cooling fluid in the jacket
when the jacket is used for cooling. On the contrary, kj4;5, considers the delayed effect of the drain 5 when the jacket
is used for heating. All the delays reported in this section have been experimentally estimated.

Finally, the output transformation is given by: y(¢) = x3(%), y2(f) = x4(2), y3(¢) = x6(2).
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Table 2: The available datasets are described with the main features that differentiate them: initial temperature (Low/High), auxiliary heating and
cooling (None, Plates, Jacket, Plates&Jacket) and drain (1/2).

Run Init. Temperature Aux Heating Aux Cooling Drain
1 Low None Plates&Jacket 1
2 Low None Plates 1
3 Low Plates Plates&Jacket 1
4 Low Plates Plates 1
5 Low Jacket Plates 2
6 High Plates Plates&Jacket 1
7 High Plates Plates 1
8 High Jacket Plates 2
9 High Jacket Plates&Jacket 2
10 High Plates&Jacket Plates 1

3.2. Parameters estimation

The data used for the parameters estimation have been acquired on an industrial autoclave, kindly offered by

Fedegari Autoclavi SpA, called in the following FHA (Fedegari Horizontal Autoclave). The high complexity of this
machine and the optional use of the auxiliary components for the heating and cooling processes lead to several possible
configurations of the sterilization cycle. In particular, they will be discriminated by: i) the initial temperature (high,
low); ii) the auxiliary heating method (none, plates, jacket, both plates and jacket); iii) the cooling method (plates,
both plates and jacket) and iv) the drain (1 or 2) used during the cooling phase. Of the total 32 possible configurations,
ten datasets were collected on the FHA to cover most of the possible combinations, as shown in Table 2. In particular,
the data collection was focused on obtaining at least all the possible combinations of the heating-cooling methods, in
accordance with the company possibilities. The cycles using jacket and plates both in heating and cooling presented
some problems during data collection and had to be excluded from this analysis.
The optimization procedure proposed in [6] required a collection of repeated datasets for each configuration of the
considered air-steam cycle, that are not currently available for the FHA. So, in this work, the parameters tuning is
performed via a trial and error procedure and the complete parameters optimization presented in [6] is demanded to
a future work when further data collection of repeated tests will be acquired. In particular, a preliminary case-study
is introduced here to validate the contributions of auxiliary heating and cooling components added to the previous
state-space model.

3.3. Results

The tuning of the parameters was performed on half of the datasets present in Table 2, in particular on run 2, 3, 5,
6, 8. Then, the validation is performed on the other half (runs 1, 4, 7, 9, 10). The parameters specifically connected
to the physical valves of the FHA have been set under the supervision of the technical staff of Fedegari company.
In particular, the parameters of the sigmoid functions and the delays connected to the filling of plates and jacket are
71 =13 = 1805, 75 = 120s and a = 60s.
The goodness of fit [9] of the model is measured for temperature and pressure in the chamber. A complementary
validation has been added with respect to [6] for the temperature in the jacket since the measure of this variable is
available in the datasets (while no direct measure is possible for the plates) and it is one of the contributions of this

_ -
Y=Yl

work. The considered performance indexes are the index of fitting FIT = 100(1 ) and the Pearson correlation

I, (0-NE=D)
R N ]
real data and ¥ is the mean of the predicted data. The results of the index calculation are shown in Table 3 (left) for

temperature and pressure in the chamber, and for the temperature in the jacket. The mean of the performance indexes
is reported in the last row of the table; these mean values will be referred as FIT and p.

coeflicient p = where Y is the real values of the signal, ¥ is the predicted ones, Y is the mean of the
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Table 3: PhM results for chamber temperature and pressure and jacket temperature on the left. LSTM results for chamber temperature and pressure
on the right.

PhM \ LST™M

Temperature Pressure Jacket ‘ Temperature Pressure
Run FIT P FIT P FIT I ‘ FIT e FIT P
1 95.08 0.999 91.92 0.997 86.54 0.992 81.90 0.984 73.87 0.966
4 93.51 0.998 90.60 0.998 73.52 0.897 87.44 0.992 82.72 0.989
7 93.00 0.998 89.25 0.999 98.23 0.997 84.42 0.988 78.34 0.985
9 95.34 0.999 93.05 0.998 96.42 0.998 34.38 0.836 16.72 0.830
10 94.34 0.998 92.93 0.998 97.53 0.996 51.88 0.898 54.50 0.936
Ay 94.26 0.998 91.55 0.998 84.59 0.988 78.31 0.980
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Fig. 2: Temperature (top) and pressure (bottom) profiles obtained during the cycle n. 7 (left) and 9 (right): reference values (green and red) are
compared to the simulated ones (dotted purple and dotted blue).

The overall performance is satisfactory, with FIT = 94.26% and p = 0.998 for the temperature and FIT = 91.55%

and p = 0.998 for the pressure. Contrarily to the results obtained in [6], no particular difference has been noticed with
respect to the initial temperature, in fact only k. ,,, required this differentiation. The validation results of the tempera-
ture in the jacket are reported in the same table. The model validation obtained great results with FIT = 90.45% and
p = 0.976. An example is reported in Figure 2 where datasets 7 (left) and 9 (right) are shown. T, and T (top) are the
real temperatures in the chamber and in the jacket, P. (bottom) is the real pressure in the chamber, while T., Tj and
P. are the correspondent predictions.
Even if several physical aspects of the process have been neglected in the modelling procedure, the main behaviours
of temperatures and pressure are satisfactorily represented as proved by high FIT values. With additional data coming
from different machines, a portability study of this model could be carried out. In principle, the model is generic
enough to be easily adapted modifying the ingoing/outgoing flow and the time delays typical of the considered
datasets. Of course, the definition of the physical equation and the identification of the parameters are not trivial
tasks but the quality reached is high enough to use this model as a reliable simulator for control design.
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4. Neural network for control

The current FHA system is equipped with simple controllers, like PID, that do not require a model. Considering
in particular the modulated valves described in Section 3.1, their behaviour can be further improved applying a more
complex control approach such as model-based solutions. In this case, models with a lower complexity with respect
to the one used in simulation are required to perform predictions. In the recent years, the growing diffusion of neural
networks in many scientific fields has provided useful tools also for identification and control. Among the several
neural networks architectures present in literature, Recurrent Neural Networks (RNNs) are considered in this work,
since they have very good performances in terms of prediction but are also able to take into account the stability of
the system as discussed in [10]. In this work a specific type of RNN, the Long Short-Term Memory (LSTM) network,
proposed for the first time by [5], is considered.

4.1. LSTM description and training

The LSTM has a chain-like structure typical of the RNNs. The layer equations shown in the following are the ones
described in [3]:

x" =0 (Weu+ Upf + by) o x + 0g(W; + Uié + b)) o oe(Weu + Ul + be) 9)
§+ = O—g(Wuu + Uoé: +b,) o O-C(x+)
y =C&+b,

where u € R™ is the input, x € R"~ the hidden state, £ € R" the output state and y € R™ the output of the system,
while o, = 1/(1+exp™) and o, = tanh(x) are the activation functions, with o, € [0, 1] and o € [-1, 1]. The weights
W e R™ U e R™ and C € R™?" and the biases b are the parameters to be defined during the training of the
network.
The inputs are assumed bounded, with u € U = [-1,1]™ and this holds since are subjected to normaliza-
tion techniques. Consequently, considering the activation functions bounds, also the output states is bounded, so
T

& e E=[-1,11". Calling y = [xT §T] and considering b, as a constant input, the system (9) can be written as a
non-linear dynamical system:

/\/+ = fLSTM(/\/’ usb(‘) (10)

y =gstmlx)

In [1] the stability properties of LSTM networks are investigated and a sufficient condition to guarantee the Input-to-
State (ISS) stability of the network is provided.

Considering the definition of K, K., and KL functions in [7] and calling y(k, xo, u, b.) the state of the system (10) at
time k with initial state y( and input sequence u = (u(0), u(1), ...), the following definitions and theorems are valid.

Definition 1 ([7]). The system (10) is Input-to-state stable with respect to u € U and b, if there exist functions B € KL
and vy, y» € K such that, for any k € Zs, any initial condition y, any value of b, and any input sequence u € U,

it holds that:
1 hotas ta Wk X0, b2 < Bllxolas k) + yu(llulleo) + ¥ (Ibel) (11)

Definition 2 ([7]). A continuous function V : R" — R, is called an ISS-Lyapunov function for (10) if there exist
functions Y1, Y, € Ko and oy, o € K such that for all y € R¥™, for all b, € R™ and u € R™, it holds that:

Uilxl) < V) < alxl2) (12)
V(fistu(x, u, b)) = V(x) < =n(lvl) + ou(lulz) + op(1bel2)

Theorem 1 ([7]). If system (10) admits a time invariant ISS Lyapunov function such that (12) hold, then it is ISS in
the sense specified in Definition 1.

Theorem 2 ([1]). Given the LSTM network (9), if

(1 + 0g(IIW, Uy bolleo)) 0o (IIWs U bflleo) < 1 (13)
(1 + 0 (IlW, U, bolle)) o (IIW; Ui billeo) [U 1 < 1

then (9) is Input-to-State stable with respect to u € U and to b,.
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Theorem 2 can be used to check the ISS property of the network a posteriori or to define constraints in the training
phase to ensure the ISS property of the network. In this work, the second method was chosen, so the loss function
Jrstum used during the training phase has been modified, including Condition (13) as soft constraints as follows:

1 &,
Jistm = 3L ;(Y(i) = Y(D))* + u(p1A; + prA2) (14)
considering . .
A =0 1f¢l1<1 Ay =0 1f¢2<1 (15)
Ar=(l+e—yy)? ify;>1 Ay=(1+e—yp)? ifyr>1
having fixed
Y1 = (1 + 0 ([Wo Uy bolleo)) o (IIW Uy blleo) (16)

';02 = (1 + O—g(|[Wo Uo b0]|oo)) a-g(l[Wl Ui bl]|00) |Uc|1

where L is the mini-batch size considered at each iteration, ¥ is the prediction, Y the real data, u, pi, p» and € are
parameters to be tuned.

The training has been performed using the Matlab environment, to obtain both temperature and pressure profiles in the
chamber. The jacket temperature is not considered in the LSTM since it is not a variable of interest for the controller.
The network was tuned considering 23 features, 300 hidden states and 600 epochs, considering a mini-batch size of
2. The Adam optimizer was used with initial learn rate @ = 0.001 (with 0.8 drop factor after 70 epochs), decay rate
B1 = 0.9 and squared decay rate 5, = 0.99.

4.2. Results

Considering the 10 datasets listed in Table 2, the training was performed on half of the datasets and tested on
the other half, as done before in Section 3.2 for the PhM. The results are shown in Table 3 (right), considering the
performance indexes described in Section 3.3. Looking at the results, it can be observed that good performances are
obtained for the first three datasets while the results are not satisfactory for datasets 9 and 10. From an analysis of the
datasets characteristics reported in Table 2, it can be noticed that these datasets have some singular characteristics:
dataset 9 uses both plates and jacket for auxiliary cooling with drain 2 and dataset 10 uses both plates and jacket for
auxiliary heating. These particular combinations are present only in these two datasets, so the network is not able to
recognize them during testing. A limitation of the LSTM approach is that the network is not able to deduce an unseen
behaviour such as the PhM, so all the possible combination have to be inserted in the training dataset. A solution may
consist in adding datasets 9 and 10 to the training set but not enough data will be then available for the testing. So,
more datasets would be needed for a better training of the network, but the possibility of collecting these particular
datasets is limited. For the moment, in first analysis, these two datasets are not considered. Hence, looking at the
performances of datasets 1, 4 and 7, reported in Table 3, the overall performance is satisfactory with FIT = 84.586%
and p = 0.988 for the temperature and FIT = 78.312% and p = 0.98 for the pressure. If the controller would have
to manage cycles with features similar to the ones that generated dataset 9 and 10, an update of the network will be
required.

5. Discussion

The goal of this work is the modelling of a complex process like the sterilization performed by an industrial
autoclave, for both the simulation of the physical process and the development of an advanced model-based control
like a Model Predictive Control (MPC). To do this, two ad-hoc models are developed: a physical model based on
the physical knowledge of the process for simulation and a black-box one based on innovative machine learning
techniques to obtain predictions necessary for the application of the advanced control system. Both the models obtain
satisfactory results, considering their own specific target, highlighting at the same time their limitations.

The PhM gives excellent results but, requiring an accurate study of the physical transformations involved in the
process, it’s not trivial and requires a lot of time. It is a powerful tool to be used for simulation but does not fit
well control requirements. On the other hand, the LSTM network provides satisfactory predictions and ensures ISS
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properties. Anyway, as seen before, it is not able to predict behaviours not present in training datasets. Actually, the
development of an MPC controller based on the neural network model is under study; since it is not a trivial task, it is
proposed as future development.

6. Conclusions

In this work, two models for an industrial autoclave have been developed following two different approaches: a
physical model, starting from a simpler one proposed in [6], and a black box model using a recurrent neural network.
The PhM has been built considering new components with respect to [6] that imply several options for the heating and
cooling of the chamber. Seen the high number of parameters involved in each phase, is not possible to select portions
of data where only a limited number of parameters contribute to the state evolution as in the previous work. The opti-
mization problem is characterised by heavy computational load and a possible simplification to reduce it is currently
under study. The results show a FIT of 94.26% for the temperature and of 91.55% for the pressure in the chamber.
For what concerns the new components, the performance of the temperature in the jacket obtained a FIT of 90.45%.
The black-box model was obtained through the training of a particular recurrent neural network, the LSTM ensuring
ISS properties. The results show a FIT of 84,59% for the temperature and of 78,31% for the pressure in the chamber
showing not negligible limitation for the representation of unseen behaviours. In summary, the physical model can be
used to perform simulation and analyse the effect of components change even before the machine building, requiring
time and effort to acquire the specific knowledge of the physical behaviour of the machine. The LSTM can be used for
control applications. On the other hand, it does not reflect the physical composition of the machine and if a component
is changed, a new training phase is required waiting the building of the new machine and the new data acquisition.
Future developments of this work include an optimization procedure of the parameters for the PhM and the develop-
ment of an MPC controller based on the LSTM network.
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