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Abstract

District heating networks are commonly addressed in the literature as one of the most effective solutions for decreasing the 
greenhouse gas emissions from the building sector. These systems require high investments which are returned through the heat
sales. Due to the changed climate conditions and building renovation policies, heat demand in the future could decrease, 
prolonging the investment return period. 
The main scope of this paper is to assess the feasibility of using the heat demand – outdoor temperature function for heat demand 
forecast. The district of Alvalade, located in Lisbon (Portugal), was used as a case study. The district is consisted of 665 
buildings that vary in both construction period and typology. Three weather scenarios (low, medium, high) and three district 
renovation scenarios were developed (shallow, intermediate, deep). To estimate the error, obtained heat demand values were 
compared with results from a dynamic heat demand model, previously developed and validated by the authors.
The results showed that when only weather change is considered, the margin of error could be acceptable for some applications
(the error in annual demand was lower than 20% for all weather scenarios considered). However, after introducing renovation 
scenarios, the error value increased up to 59.5% (depending on the weather and renovation scenarios combination considered). 
The value of slope coefficient increased on average within the range of 3.8% up to 8% per decade, that corresponds to the 
decrease in the number of heating hours of 22-139h during the heating season (depending on the combination of weather and 
renovation scenarios considered). On the other hand, function intercept increased for 7.8-12.7% per decade (depending on the 
coupled scenarios). The values suggested could be used to modify the function parameters for the scenarios considered, and 
improve the accuracy of heat demand estimations.

© 2017 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of the Scientific Committee of The 15th International Symposium on District Heating and 
Cooling.

Keywords: Heat demand; Forecast; Climate change

Energy Procedia 148 (2018) 916–923

1876-6102 © 2018 The Authors. Published by Elsevier Ltd.
This is an open access article under the CC BY-NC-ND license (https://creativecommons.org/licenses/by-nc-nd/4.0/)
Selection and peer-review under responsibility of the scientific committee of the 73rd Conference of the Italian Thermal Machines 
Engineering Association (ATI 2018).
10.1016/j.egypro.2018.08.094

10.1016/j.egypro.2018.08.094 1876-6102

Available online at www.sciencedirect.com

ScienceDirect
Energy Procedia 00 (2016) 000–000

www.elsevier.com/locate/procedia

1876-6102 © 2016 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of the Scientific Committee of ATI 2016.

73rd Conference of the Italian Thermal Machines Engineering Association, ATI2018, 12-14
September 2018, Pisa, Italy

Enhancing the accuracy of engine calibration through a computer 
aided calibration algorithm

Francesco de Nolaa, Giovanni Giardiellob*, Andrea Moltenia, Roberto Picarielloa

aTeoresi S.p.A. – via F. Imparato 198, 80146 Napoli, Italy
bUniversità degli Studi di Napoli Federico II - Corso Umberto I 40 - 80138 Napoli, Italy

Abstract

This paper addresses a novel Computer Aided Calibration software developed by the authors to overcome a critical issue of the
traditional calibration process: improve the calibration accuracy. The algorithm includes some innovative features aimed at error 
minimization through a complete parametric analysis of a target ECU functions. Therefore, it is possible to assess if further 
quantities that are not considered as calibration parameters within the current ECU function model actually affect the quantity 
estimated by the function itself. If so, a more accurate physical model can be implemented within the ECU function to increase the 
accuracy of the calibration process.

1. Introduction

In recent decades, the stringent requirements for carbon dioxide reduction is pushing the use of renewable energy [1]-
[4] and energy saving techniques [5]-[13]. In the automotive field, it also resulted in the development of highly 
complex engine architectures needed to adopt advanced operating strategies [14]-[17]. Therefore, Variable Valve 
Actuation, Exhaust Gas Recirculation, Gasoline Direct Injection and other solutions have gradually equipped modern 
internal combustion engines [18]-[21]. However, the management of all those control variables and strategies has been 
enabled by the introduction of the electronic engine control unit (ECU). Therefore, the engine calibration is a
fundamental process for the correct operation of the engine [22]. One of the most tedious steps of the process is the 
verification of the correctness of the modeling of the ECU functions. This step traditionally is based on the experience 
and skill of the calibrator, and often some variables that affect the correct evaluation of the function of the control unit 
may erroneously not be taken into consideration, resulting in a reduction in the accuracy of the function itself. 
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The authors propose an algorithm capable of automatically searching for quantities not taken into consideration. This 
algorithm has been used to enhance the physical model and the accuracy of the calibration obtained for the target 
throttle angle in the throttle control mode. In particular, the physical accuracy of a basic model for the target throttle 
angle is analyzed by looking for a correlation between the error (root mean squared error between the estimated and 
measured air-flow) and other significant quantities. The results of the proposed research have been used to improve 
the mass flow estimation accuracy by enhancing the physics of the model according to the isentropic flow hypothesis 
equation. The results clearly highlighted how, even in engine control, the enhancement of physically based functions 
may lead to promising results and better calibration performance.
© 2016 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of the Scientific Committee of ATI 2016.
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Nomenclature

𝐴𝐴𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷: section derived from DSV model; m2

𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡ℎ𝑟𝑟𝑟𝑟: throttle section; m2

𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡: effective section; m2

𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝: pressure drop correction coefficient
𝐶𝐶𝐶𝐶𝑣𝑣𝑣𝑣: discharge coefficient
𝐸𝐸𝐸𝐸: potential energy of the spring system, J
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒%: percent error
𝐾𝐾𝐾𝐾: stiffness of the springs, N/m
𝑚𝑚𝑚𝑚: mass; kg
𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴: mass airflow rate; kg/s
𝑀𝑀𝑀𝑀𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝: experimental mass airflow rate; kg/s
𝑀𝑀𝑀𝑀𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟: reference mass airflow rate; kg/s
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝐸𝐸𝐸𝐸: mean squared error, 
𝑁𝑁𝑁𝑁: number of experimental points
𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐴𝐴𝐴𝐴: trapped residual mass at exhaust valve 
closing; kg
𝑝𝑝𝑝𝑝: pressure; bar
𝑄𝑄𝑄𝑄𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝: experimental quantity
𝑄𝑄𝑄𝑄𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝: estimated quantity
𝑅𝑅𝑅𝑅 gas constant; J/mol∙K

𝑅𝑅𝑅𝑅2: coefficient of determination
RSS: residual sum of squares
SSE: sum of squared errors
T: temperature; K
TAIR: air temperature; K
Tman: manifold temperature: K
TSS: total sum of squares  
V: volume; m3

VEFF: available volume calibration parameter
VEGR: EGR calibration parameter
VOLEFF: volumetric efficiency
𝑧𝑧𝑧𝑧𝑖𝑖𝑖𝑖: distance along the z-axis between the i-th 
fixed point and regression map, m3

Greeks
β: compression ratio
𝜃𝜃𝜃𝜃𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒: throttle angle measured by ECU; deg
𝜃𝜃𝜃𝜃𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝: angle at closed throttle; deg
θgeo: geometric throttle angle; deg
ω: fictious slope

2. The Electronic Engine Control Unit and the Computer aided calibration software

The Engine Control Unit includes different software modules, which constitute the entire engine model. Each 
software module consists of several functions. Given some input quantities, a function uses map, scalar and/or vector 
calibration parameters to estimate a physical quantity as the output (Figure 1). Therefore, the aim of the calibration 
process is to identify proper values that can be inserted into maps, scalars and vectors so that the values estimated by 
the functions are as close as possible to the values that are measured at the test bench for the same quantities under
the same operating conditions. The computer aided calibration can be divided in several steps: the first phase addresses 
the design of the experimental campaign by choosing the engine operating conditions to be analyzed at the test bench. 
In the second phase, acquisitions are performed at the test bench. The planned experimental campaign, which includes 
a high number of operating conditions, is performed and all the data are acquired in a data sheet. The third phase 
involves the analysis of the large dataset that was generated and the automated calibration of the control parameters.
Finally, in the fourth phase, the goodness of the selected values for the parameters is verified at the test bench. A 
schematic representation of the proposed calibration process in shown in Figure 2.
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calibration parameters to estimate a physical quantity as the output (Figure 1). Therefore, the aim of the calibration 
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the functions are as close as possible to the values that are measured at the test bench for the same quantities under
the same operating conditions. The computer aided calibration can be divided in several steps: the first phase addresses 
the design of the experimental campaign by choosing the engine operating conditions to be analyzed at the test bench. 
In the second phase, acquisitions are performed at the test bench. The planned experimental campaign, which includes 
a high number of operating conditions, is performed and all the data are acquired in a data sheet. The third phase 
involves the analysis of the large dataset that was generated and the automated calibration of the control parameters.
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the mass flow estimation accuracy by enhancing the physics of the model according to the isentropic flow hypothesis 
equation. The results clearly highlighted how, even in engine control, the enhancement of physically based functions 
may lead to promising results and better calibration performance.
© 2016 The Authors. Published by Elsevier Ltd.
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Nomenclature

𝐴𝐴𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷: section derived from DSV model; m2

𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡ℎ𝑟𝑟𝑟𝑟: throttle section; m2

𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡: effective section; m2

𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝: pressure drop correction coefficient
𝐶𝐶𝐶𝐶𝑣𝑣𝑣𝑣: discharge coefficient
𝐸𝐸𝐸𝐸: potential energy of the spring system, J
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒%: percent error
𝐾𝐾𝐾𝐾: stiffness of the springs, N/m
𝑚𝑚𝑚𝑚: mass; kg
𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴: mass airflow rate; kg/s
𝑀𝑀𝑀𝑀𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝: experimental mass airflow rate; kg/s
𝑀𝑀𝑀𝑀𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟: reference mass airflow rate; kg/s
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝐸𝐸𝐸𝐸: mean squared error, 
𝑁𝑁𝑁𝑁: number of experimental points
𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐴𝐴𝐴𝐴: trapped residual mass at exhaust valve 
closing; kg
𝑝𝑝𝑝𝑝: pressure; bar
𝑄𝑄𝑄𝑄𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝: experimental quantity
𝑄𝑄𝑄𝑄𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝: estimated quantity
𝑅𝑅𝑅𝑅 gas constant; J/mol∙K

𝑅𝑅𝑅𝑅2: coefficient of determination
RSS: residual sum of squares
SSE: sum of squared errors
T: temperature; K
TAIR: air temperature; K
Tman: manifold temperature: K
TSS: total sum of squares  
V: volume; m3

VEFF: available volume calibration parameter
VEGR: EGR calibration parameter
VOLEFF: volumetric efficiency
𝑧𝑧𝑧𝑧𝑖𝑖𝑖𝑖: distance along the z-axis between the i-th 
fixed point and regression map, m3

Greeks
β: compression ratio
𝜃𝜃𝜃𝜃𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒: throttle angle measured by ECU; deg
𝜃𝜃𝜃𝜃𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝: angle at closed throttle; deg
θgeo: geometric throttle angle; deg
ω: fictious slope

2. The Electronic Engine Control Unit and the Computer aided calibration software

The Engine Control Unit includes different software modules, which constitute the entire engine model. Each 
software module consists of several functions. Given some input quantities, a function uses map, scalar and/or vector 
calibration parameters to estimate a physical quantity as the output (Figure 1). Therefore, the aim of the calibration 
process is to identify proper values that can be inserted into maps, scalars and vectors so that the values estimated by 
the functions are as close as possible to the values that are measured at the test bench for the same quantities under
the same operating conditions. The computer aided calibration can be divided in several steps: the first phase addresses 
the design of the experimental campaign by choosing the engine operating conditions to be analyzed at the test bench. 
In the second phase, acquisitions are performed at the test bench. The planned experimental campaign, which includes 
a high number of operating conditions, is performed and all the data are acquired in a data sheet. The third phase 
involves the analysis of the large dataset that was generated and the automated calibration of the control parameters.
Finally, in the fourth phase, the goodness of the selected values for the parameters is verified at the test bench. A 
schematic representation of the proposed calibration process in shown in Figure 2.

© 2018 The Authors. Published by Elsevier Ltd.
This is an open access article under the CC BY-NC-ND license (https://creativecommons.org/licenses/by-nc-nd/4.0/)
Selection and peer-review under responsibility of the scientific committee of the 73rd Conference of the Italian Thermal Machines 
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Figure 1. Scheme of a modern ECU software. The calibration parameters include tables, vectors and scalars.

The computer aided calibration software proposed by the authors, that includes regression techniques and a multi-
map optimizer to calibrate lookup tables, mostly in estimation algorithms, follows the following stages: the bench data 
set obtained from the experimental campaign is used as input to the algorithm. Through the Engine Verification 
Software (EVS), the performance of not calibrated algorithms is analyzed and only the values necessary in that specific 
calibration are selected. In this stage, default values are assigned to the functions calibration parameters and so the 
output values from the functions can be affected by high errors. Subsequently, after the launch of the Automated 
Calibration Software (ACS), the specific calibration algorithm is launched. For example, discrete regression or multi-
map optimization algorithm can be selected. At the end of this stage, the ACS generates the calibrated parameters. 
These values can be object of further manual refinement by changing specific parameters values to minimize the 
algorithm estimation error. After the values of the calibration parameter have been obtained, the performance of the 
calibration process is checked again through the EVS. The calibration performance is evaluated by mean of the 
percentage error between the values provided by the control unit function and the related experimental values. It is 
calculated as follows:

100% ⋅
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=
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ESTEXP
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QQerr

(1)
If the calibration results do not fall within the acceptable limits, after the performance verification stage, a manual 
refinement is repeated. It also highlights how modifications to the parameters of the control unit functions affect the 
calibration results.

Figure 2. Logic scheme of the proposed calibration algorithm with a detailed representation of the calibration stage.

Although the proposed approach is quite complex, the computational speed is very high and the final calibration 
shows great accuracy. The proposed algorithm is used to calibrate lookup tables starting from the discrete values of 
three channels. Two of these data channels are considered to be independent variables (X and Y), while the third is 
the dependent variable and the output of the map. The values of the lookup tables are optimized to minimize the 
difference between their output and values of the reference test bench quantity. In particular, the regression algorithm 
will provide the output Z values that minimize the root mean square of the distance between the points of a surface 
that are obtained through a bi-linear interpolation of the map values and related experimental points. To achieve this 
result, the proposed algorithm exploits the analogy with the mass-spring-damper mechanical system shown in Fig. 3. 
Each experimental point for the output quantity (the red circles in Fig. 3) is fixed in space, while the blue lines, which 
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represent the regression map object of optimization, can move along the z axis. The red points are bound with springs, 
the stiffness of which is the same for each point, to the map. A dynamic damper, characterized by a critical damping 
ratio, is supposed to be placed in parallel to each spring. The blue segments of the map have mass and react to the 
forces exerted by the springs and dampers in accordance with the second principle of dynamics. These forces tend to 
reduce the distance of the map from the fixed points.

The balance is achieved by configuring the map to minimize the potential energy of the spring system, which can 
be expressed as follows:

∑=
∆⋅=

N

i izKE
0

2

           (2)
Where K is the stiffness of the springs, 

2
iz∆ is the distance along the z-axis between the i-th fixed point and 

regression map and N is the number of experimental points. Equation (2) represents the sum of the squared errors 
(SSE) between the experimental data and regression map. If the quantity E in equation (2) is divided by K∙N, both of 
which are constants, it returns the mean square error (MSE).

Figure 3. Mass-spring-damper analogy adopted for the discrete regression technique within the proposed calibration tool.

Therefore, the solution of the calibration problem is the same as the physical problem. A smoothing process of the 
engine maps is also needed to ensure drivability to the target vehicle. The difficulty of this step is in staying as close 
as possible to the experimental points while keeping a smooth map shape. For this reason, to reduce the angularity 
between two adjacent segments, the adopted regression technique also involves the use of springs between the 
segments of the physical model depicted in Figure 3, whose rigidity could be defined by the user. In this way, the user 
may increase the smoothness of the map by changing the supplementary spring rigidity. Indeed, it is possible to impose 
a desired stretch ratio of the surface so that, at the expense of an increase in the root mean square error, it can be 
smoothed out to make the map a more suitable representation of a physical phenomenon without blindly following 
acquisitions that may be affected by errors. This innovative algorithm has the potential to reduce over fitting because 
of the dynamic interaction during its running, which facilitates control of the smoothness and root mean square error 
for regression curves and surfaces. When a calibration function makes use of more than one calibration parameter, a 
multi-map optimizer is adopted within the proposed algorithm. That optimizer can simultaneously calibrate all 
parameters and make use of a technique from the steepest descent algorithm. Through this approach, the computation 
speed is very high and the results are more accurate than those obtained with traditional methods, such as hand 
calibration.

3. Analysis and results: the parametric analysis and its application to the target throttle angle function

At the end of the calibration process, the proposed algorithm includes a functionality (see the Function Parametric 
Analysis block in Figure 2) that is the main novelty of the calibration software. This functionality is very useful when 
the calibration performance is not yet satisfactory because of an over-simplification of the model implemented within 
the target control unit function. This process is usually accomplished by the calibration engineer according to its own 
experience.

In particular, at the end of the calibration process, a parametric analysis of the target function is performed to assess 
if further quantities that have not been considered as calibration parameters within the current ECU function model 
actually affect the quantity estimated by the function itself. If a positive result is achieved, the function model is 
acceptable and then a final bench test is performed: the optimized values of the control parameters are included within 
the target function of the actual engine control unit is tested in its real operation. If any quantity that has not been 
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refinement is repeated. It also highlights how modifications to the parameters of the control unit functions affect the 
calibration results.
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Although the proposed approach is quite complex, the computational speed is very high and the final calibration 
shows great accuracy. The proposed algorithm is used to calibrate lookup tables starting from the discrete values of 
three channels. Two of these data channels are considered to be independent variables (X and Y), while the third is 
the dependent variable and the output of the map. The values of the lookup tables are optimized to minimize the 
difference between their output and values of the reference test bench quantity. In particular, the regression algorithm 
will provide the output Z values that minimize the root mean square of the distance between the points of a surface 
that are obtained through a bi-linear interpolation of the map values and related experimental points. To achieve this 
result, the proposed algorithm exploits the analogy with the mass-spring-damper mechanical system shown in Fig. 3. 
Each experimental point for the output quantity (the red circles in Fig. 3) is fixed in space, while the blue lines, which 
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represent the regression map object of optimization, can move along the z axis. The red points are bound with springs, 
the stiffness of which is the same for each point, to the map. A dynamic damper, characterized by a critical damping 
ratio, is supposed to be placed in parallel to each spring. The blue segments of the map have mass and react to the 
forces exerted by the springs and dampers in accordance with the second principle of dynamics. These forces tend to 
reduce the distance of the map from the fixed points.

The balance is achieved by configuring the map to minimize the potential energy of the spring system, which can 
be expressed as follows:
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which are constants, it returns the mean square error (MSE).
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Therefore, the solution of the calibration problem is the same as the physical problem. A smoothing process of the 
engine maps is also needed to ensure drivability to the target vehicle. The difficulty of this step is in staying as close 
as possible to the experimental points while keeping a smooth map shape. For this reason, to reduce the angularity 
between two adjacent segments, the adopted regression technique also involves the use of springs between the 
segments of the physical model depicted in Figure 3, whose rigidity could be defined by the user. In this way, the user 
may increase the smoothness of the map by changing the supplementary spring rigidity. Indeed, it is possible to impose 
a desired stretch ratio of the surface so that, at the expense of an increase in the root mean square error, it can be 
smoothed out to make the map a more suitable representation of a physical phenomenon without blindly following 
acquisitions that may be affected by errors. This innovative algorithm has the potential to reduce over fitting because 
of the dynamic interaction during its running, which facilitates control of the smoothness and root mean square error 
for regression curves and surfaces. When a calibration function makes use of more than one calibration parameter, a 
multi-map optimizer is adopted within the proposed algorithm. That optimizer can simultaneously calibrate all 
parameters and make use of a technique from the steepest descent algorithm. Through this approach, the computation 
speed is very high and the results are more accurate than those obtained with traditional methods, such as hand 
calibration.

3. Analysis and results: the parametric analysis and its application to the target throttle angle function

At the end of the calibration process, the proposed algorithm includes a functionality (see the Function Parametric 
Analysis block in Figure 2) that is the main novelty of the calibration software. This functionality is very useful when 
the calibration performance is not yet satisfactory because of an over-simplification of the model implemented within 
the target control unit function. This process is usually accomplished by the calibration engineer according to its own 
experience.

In particular, at the end of the calibration process, a parametric analysis of the target function is performed to assess 
if further quantities that have not been considered as calibration parameters within the current ECU function model 
actually affect the quantity estimated by the function itself. If a positive result is achieved, the function model is 
acceptable and then a final bench test is performed: the optimized values of the control parameters are included within 
the target function of the actual engine control unit is tested in its real operation. If any quantity that has not been 
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included in the function model affects the estimated quantity, the parametric analysis gives a negative result 
highlighting a possible over-simplification of the adopted model. Therefore, a re-modeling of the target function is 
needed to include the dependence on the quantities emerging from the parametric analysis. Finally, the calibration 
process described above is repeated to verify the improvement obtained for the calibration performance. To clarify 
how this innovative feature included in the calibration algorithm works, an example of application is discussed 
addressing the enhancement obtained for the physical model of the target throttle angle function for engine torque 
control. In particular, the physical accuracy of a basic model for the target throttle angle has been analyzed by looking 
for a correlation between the error (root mean squared error between the estimated and measured air-flow) and other 
significant quantities. As for the throttle control model adopted during the torque control, the EECU software assigns 
the selection of the throttle position to a specific map. The dependent variable of this map is the throttle angle, while 
the independent variables are the corrected target mass flow rate in the manifold and corrected pressure ratio across 
the throttle valve (Figure 4). 

Figure 4. Schematic representation of the function providing the throttle angle as a function of the mass flow rate and pressure ratio.

The values in this map are based on the De Saint Venant equation, which describes mass flow through an orifice 
with consideration of the isentropic flow hypothesis while the following simplifying assumptions are accepted:

1) Negligible gas velocity at the inlet, making it possible to find the compression ratio at which the speed of 
sound is reached in the throat section:
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2) The gas is air (k=1.40), so the value of 𝛽𝛽𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 is known:  
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The system of equations that describes the flow and returns the mass flow rate is:
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where the mass flow rate is 𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 in the equation (8) and is obtained from the values of the section of the pipe 
(𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡), the effective section that is set by the throttle (𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡ℎ𝑟𝑟𝑟𝑟), the discharge coefficient (𝐶𝐶𝐶𝐶𝑣𝑣𝑣𝑣), the upstream pressure 
(𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒), the air temperature in the manifold (𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚), the gas constant (𝑅𝑅𝑅𝑅) and the pressure ratio (𝛽𝛽𝛽𝛽), which becomes 𝛽𝛽𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
in case 𝑝𝑝𝑝𝑝2 ≥ 𝑝𝑝𝑝𝑝1. The section ratio in the second equation is related to the geometric throttle angle (𝜃𝜃𝜃𝜃𝑔𝑔𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝), that is defined 
(eq.10) as the sum of the throttle angle measured by the ECU (𝜃𝜃𝜃𝜃𝑔𝑔𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) and the angle at the closed throttle (𝜃𝜃𝜃𝜃𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝).

In the reverse model, which allows for calculation of the throttle angle as a function of the flow rate and pressure 
ratio, this equation is written as follows, instead of (8):
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The first step is to create an algorithm based on the direct model (equations (8), (9) and (10)) so that through multi-

map optimization, the De Saint Venant model can be calibrated. To this aim, it is possible to define:

6 Author name / Energy Procedia 00 (2016) 000–000

totvDSV ACA ⋅=           (12)

( )clsecu
tot

thr
rel f

A
AA θθ ;==

                       (13)
The experimental data input into this algorithm (i.e., the Direct DSV Model Function) are 𝜃𝜃𝜃𝜃𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒, 𝛽𝛽𝛽𝛽, 𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 and 𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 ,

while the output is 𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴. To complete the calculation, two scalar calibration parameters are needed, 𝐴𝐴𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 and 𝜃𝜃𝜃𝜃𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝.

Figure 5. De Saint Venant model optimization scheme.

Figure 5 shows the optimization scheme adopted for the De Saint Venant model, where 𝑀𝑀𝑀𝑀𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 is the measured air 
mass flow rate. The experimental data are represented in green boxes, while the scalar parameters to be optimized 
have a light blue contour. During the optimization, the percentage root mean square of the error between 𝑀𝑀𝑀𝑀𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 and 
𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴., calculated by the algorithm, gradually decreases and reaches a value of 4.85%, while the two scalar parameters 
are calibrated to the following final constant values: 𝐴𝐴𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = 224.4 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚2 and 𝜃𝜃𝜃𝜃𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝 = 3.4° . Therefore, the adopted 
physical model allows for a good estimate of the air-flow. After tuning 𝐴𝐴𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 and 𝜃𝜃𝜃𝜃𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝 in the direct DSV model, the 
reverse model is used to create a set of values of 𝜃𝜃𝜃𝜃𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒, by sweeping between all the values of 𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 and 𝛽𝛽𝛽𝛽 within the 
range of the definition of the lookup table. This allows for the creation of a spreadsheet with three columns, which 
represent two dependent variables and one independent variable. Starting from this spreadsheet, it is possible to use 
the discrete regression technique to shape the required map for the throttle angle function. Finally, to verify the validity 
of the basic simplified model, the Function Parametric Analysis tool has been executed. To this aim, the developed 
calibration algorithm is adopted to highlight possible correlations between the throttle angle and all of the acquired 
channels. As already said, this approach is useful to highlight the limits of the model adopted for estimating the throttle 
angle. The limits are mainly due to an over-simplification of the implemented physical model. If so, the EECU 
function can be properly modified according to the results of the analysis when problems are identified by the 
parametric analysis tool. The proposed algorithm has been innovatively used to analyze the variation of the root mean
square error as a function of other significant quantities that are not included in the model to have important indications 
about possible improvements for the standard model. In particular, the error between 𝜃𝜃𝜃𝜃𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 and the real experimental 
value of 𝜃𝜃𝜃𝜃𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝 is analyzed searching for a correlation with each of the datasheet quantity. If the error is not correlated 
with the examined quantity, the graph will show a scattered cloud plot. Conversely, in case of an evident correlation, 
a definite trend will be highlighted, ensuring the identification of a regression curve that fits the data points. Moreover, 
the Function Parametric Analysis tool sorts the regression results (which can be linear or parabolic) from most to least 
significant using the coefficient of determination 𝑅𝑅𝑅𝑅2 and fictitious slope 𝜔𝜔𝜔𝜔 as yardstick where:
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The tool performs a rating of the estimation error regression analysis over all the channels of the spreadsheet. It 
orders regressions from the most significant, or the greatest value of the fictitious slope in (14), to the smaller one. 
This regression analysis shows in the first place exactly the course of the error in function of 𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴, demonstrating a 
significant dependence, as shown in Figure 6 (a). As seen from the graph, the trend of the error is well reproduced by 
a quadratic with a relatively small standard deviation. The trend is due to an oversimplification of the model, especially 
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included in the function model affects the estimated quantity, the parametric analysis gives a negative result 
highlighting a possible over-simplification of the adopted model. Therefore, a re-modeling of the target function is 
needed to include the dependence on the quantities emerging from the parametric analysis. Finally, the calibration 
process described above is repeated to verify the improvement obtained for the calibration performance. To clarify 
how this innovative feature included in the calibration algorithm works, an example of application is discussed 
addressing the enhancement obtained for the physical model of the target throttle angle function for engine torque 
control. In particular, the physical accuracy of a basic model for the target throttle angle has been analyzed by looking 
for a correlation between the error (root mean squared error between the estimated and measured air-flow) and other 
significant quantities. As for the throttle control model adopted during the torque control, the EECU software assigns 
the selection of the throttle position to a specific map. The dependent variable of this map is the throttle angle, while 
the independent variables are the corrected target mass flow rate in the manifold and corrected pressure ratio across 
the throttle valve (Figure 4). 

Figure 4. Schematic representation of the function providing the throttle angle as a function of the mass flow rate and pressure ratio.

The values in this map are based on the De Saint Venant equation, which describes mass flow through an orifice 
with consideration of the isentropic flow hypothesis while the following simplifying assumptions are accepted:

1) Negligible gas velocity at the inlet, making it possible to find the compression ratio at which the speed of 
sound is reached in the throat section:
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2) The gas is air (k=1.40), so the value of 𝛽𝛽𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 is known:  
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where the mass flow rate is 𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 in the equation (8) and is obtained from the values of the section of the pipe 
(𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡), the effective section that is set by the throttle (𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡ℎ𝑟𝑟𝑟𝑟), the discharge coefficient (𝐶𝐶𝐶𝐶𝑣𝑣𝑣𝑣), the upstream pressure 
(𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒), the air temperature in the manifold (𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚), the gas constant (𝑅𝑅𝑅𝑅) and the pressure ratio (𝛽𝛽𝛽𝛽), which becomes 𝛽𝛽𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
in case 𝑝𝑝𝑝𝑝2 ≥ 𝑝𝑝𝑝𝑝1. The section ratio in the second equation is related to the geometric throttle angle (𝜃𝜃𝜃𝜃𝑔𝑔𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝), that is defined 
(eq.10) as the sum of the throttle angle measured by the ECU (𝜃𝜃𝜃𝜃𝑔𝑔𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) and the angle at the closed throttle (𝜃𝜃𝜃𝜃𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝).

In the reverse model, which allows for calculation of the throttle angle as a function of the flow rate and pressure 
ratio, this equation is written as follows, instead of (8):
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The first step is to create an algorithm based on the direct model (equations (8), (9) and (10)) so that through multi-

map optimization, the De Saint Venant model can be calibrated. To this aim, it is possible to define:
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The experimental data input into this algorithm (i.e., the Direct DSV Model Function) are 𝜃𝜃𝜃𝜃𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒, 𝛽𝛽𝛽𝛽, 𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 and 𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 ,

while the output is 𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴. To complete the calculation, two scalar calibration parameters are needed, 𝐴𝐴𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 and 𝜃𝜃𝜃𝜃𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝.

Figure 5. De Saint Venant model optimization scheme.

Figure 5 shows the optimization scheme adopted for the De Saint Venant model, where 𝑀𝑀𝑀𝑀𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 is the measured air 
mass flow rate. The experimental data are represented in green boxes, while the scalar parameters to be optimized 
have a light blue contour. During the optimization, the percentage root mean square of the error between 𝑀𝑀𝑀𝑀𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 and 
𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴., calculated by the algorithm, gradually decreases and reaches a value of 4.85%, while the two scalar parameters 
are calibrated to the following final constant values: 𝐴𝐴𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = 224.4 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚2 and 𝜃𝜃𝜃𝜃𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝 = 3.4° . Therefore, the adopted 
physical model allows for a good estimate of the air-flow. After tuning 𝐴𝐴𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 and 𝜃𝜃𝜃𝜃𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝 in the direct DSV model, the 
reverse model is used to create a set of values of 𝜃𝜃𝜃𝜃𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒, by sweeping between all the values of 𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 and 𝛽𝛽𝛽𝛽 within the 
range of the definition of the lookup table. This allows for the creation of a spreadsheet with three columns, which 
represent two dependent variables and one independent variable. Starting from this spreadsheet, it is possible to use 
the discrete regression technique to shape the required map for the throttle angle function. Finally, to verify the validity 
of the basic simplified model, the Function Parametric Analysis tool has been executed. To this aim, the developed 
calibration algorithm is adopted to highlight possible correlations between the throttle angle and all of the acquired 
channels. As already said, this approach is useful to highlight the limits of the model adopted for estimating the throttle 
angle. The limits are mainly due to an over-simplification of the implemented physical model. If so, the EECU 
function can be properly modified according to the results of the analysis when problems are identified by the 
parametric analysis tool. The proposed algorithm has been innovatively used to analyze the variation of the root mean
square error as a function of other significant quantities that are not included in the model to have important indications 
about possible improvements for the standard model. In particular, the error between 𝜃𝜃𝜃𝜃𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 and the real experimental 
value of 𝜃𝜃𝜃𝜃𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝 is analyzed searching for a correlation with each of the datasheet quantity. If the error is not correlated 
with the examined quantity, the graph will show a scattered cloud plot. Conversely, in case of an evident correlation, 
a definite trend will be highlighted, ensuring the identification of a regression curve that fits the data points. Moreover, 
the Function Parametric Analysis tool sorts the regression results (which can be linear or parabolic) from most to least 
significant using the coefficient of determination 𝑅𝑅𝑅𝑅2 and fictitious slope 𝜔𝜔𝜔𝜔 as yardstick where:
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The tool performs a rating of the estimation error regression analysis over all the channels of the spreadsheet. It 
orders regressions from the most significant, or the greatest value of the fictitious slope in (14), to the smaller one. 
This regression analysis shows in the first place exactly the course of the error in function of 𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴, demonstrating a 
significant dependence, as shown in Figure 6 (a). As seen from the graph, the trend of the error is well reproduced by 
a quadratic with a relatively small standard deviation. The trend is due to an oversimplification of the model, especially 
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for 𝐴𝐴𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 , which is considered to be a scalar, whereas it includes the discharge coefficient. Therefore, this scalar 
calibration parameter should more rigorously be represented by a vector to provide different values when the mass 
flow rate changes due to changes in 𝐶𝐶𝐶𝐶𝑣𝑣𝑣𝑣 through the orifice. Once the calibration parameter 𝐴𝐴𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 is turned into a vector 
within the engine model, the automated calibration tool is executed again. The optimization process takes more time 
because of the slight complication in the parameter structure.

Figure 6. Correlation of the error with the air mass flow rate for the original function (a) and for the upgraded one (b).

After approximately 600 cycles, the percentage root mean square error for the estimated mass flow rate reaches a 
value of 2.14%, with an accuracy that is more than doubled compared to the previous case, while the calibration scalar 
parameter 𝜃𝜃𝜃𝜃𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝 settles at 5.3° and 𝐴𝐴𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 ranges from 155 to 250 mm2. Figure 6 (b) highlights how the error of the 
throttle angle estimation has no correlation with 𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 in the updated model. After the new calibration of the direct 
DSV flow model, the reverse model is used to create a set of data and the discrete regression is used to create the 
updated map for the throttle angle model.
Finally, a further performance comparison between the first and second throttle angle model is performed. In 
particular, Figure 7 shows the distributions of the error (𝜃𝜃𝜃𝜃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) in the throttle angle prediction for both the simplified 
(on the left) and updated (on the right) model.

Both estimation models provide satisfactory results, and most predicted angles (98.2% in the first case and 99.4% 
in the second) fall within the acceptance limits of the ECU calibration (represented by vertical red lines in Figure 7). 
However, the updated model allows for an improvement of the calibration performance with a reduction in the error 
between the estimated and experimental values of the throttle angle. Therefore, the more accurate physical model is 
definitively adopted for target throttle angle control. The described methodology implemented within the developed 
computer aided calibration algorithm has demonstrated promising results and performance, showing even potential 
for the reduction of development time and costs of the calibration process.

Figure 7. Distributions of the error for the throttle angle estimation: simplified model (on the left) and updated model (on the right)

4. Conclusion

This paper addresses some critical issues concerning the calibration of engine control parameters using a novel 
Computer Aided Calibration algorithm developed by the authors to improve the calibration accuracy. This algorithm 
allows error minimization through a complete parametric analysis of a target ECU functions. Therefore, it is possible 
to assess if further quantities that have not been considered as calibration parameters within the current ECU function 
model actually affect the quantity estimated by the function itself. In fact, the software tool performs a complete 
analysis of the control unit functions to verify if all the parameters that affect the several ECU functions have been 
considered within the function themselves and if they are properly modeled (as a scalar, a vector or a map). The 
research highlights how the developed calibration methodology could be useful to identify possible enhancements for 
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specific ECU engine models that can improve the accuracy of the calibration process by using more detailed physically 
based functions. The results of the proposed research clearly highlight how, in engine control, more accurate physical 
modeling may lead to promising results and performance, ultimately enhancing the accuracy of the calibration process
and leading to a more correct behavior of the engine in the real operating conditions. 
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for 𝐴𝐴𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 , which is considered to be a scalar, whereas it includes the discharge coefficient. Therefore, this scalar 
calibration parameter should more rigorously be represented by a vector to provide different values when the mass 
flow rate changes due to changes in 𝐶𝐶𝐶𝐶𝑣𝑣𝑣𝑣 through the orifice. Once the calibration parameter 𝐴𝐴𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 is turned into a vector 
within the engine model, the automated calibration tool is executed again. The optimization process takes more time 
because of the slight complication in the parameter structure.

Figure 6. Correlation of the error with the air mass flow rate for the original function (a) and for the upgraded one (b).

After approximately 600 cycles, the percentage root mean square error for the estimated mass flow rate reaches a 
value of 2.14%, with an accuracy that is more than doubled compared to the previous case, while the calibration scalar 
parameter 𝜃𝜃𝜃𝜃𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝 settles at 5.3° and 𝐴𝐴𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 ranges from 155 to 250 mm2. Figure 6 (b) highlights how the error of the 
throttle angle estimation has no correlation with 𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 in the updated model. After the new calibration of the direct 
DSV flow model, the reverse model is used to create a set of data and the discrete regression is used to create the 
updated map for the throttle angle model.
Finally, a further performance comparison between the first and second throttle angle model is performed. In 
particular, Figure 7 shows the distributions of the error (𝜃𝜃𝜃𝜃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) in the throttle angle prediction for both the simplified 
(on the left) and updated (on the right) model.

Both estimation models provide satisfactory results, and most predicted angles (98.2% in the first case and 99.4% 
in the second) fall within the acceptance limits of the ECU calibration (represented by vertical red lines in Figure 7). 
However, the updated model allows for an improvement of the calibration performance with a reduction in the error 
between the estimated and experimental values of the throttle angle. Therefore, the more accurate physical model is 
definitively adopted for target throttle angle control. The described methodology implemented within the developed 
computer aided calibration algorithm has demonstrated promising results and performance, showing even potential 
for the reduction of development time and costs of the calibration process.

Figure 7. Distributions of the error for the throttle angle estimation: simplified model (on the left) and updated model (on the right)

4. Conclusion

This paper addresses some critical issues concerning the calibration of engine control parameters using a novel 
Computer Aided Calibration algorithm developed by the authors to improve the calibration accuracy. This algorithm 
allows error minimization through a complete parametric analysis of a target ECU functions. Therefore, it is possible 
to assess if further quantities that have not been considered as calibration parameters within the current ECU function 
model actually affect the quantity estimated by the function itself. In fact, the software tool performs a complete 
analysis of the control unit functions to verify if all the parameters that affect the several ECU functions have been 
considered within the function themselves and if they are properly modeled (as a scalar, a vector or a map). The 
research highlights how the developed calibration methodology could be useful to identify possible enhancements for 
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specific ECU engine models that can improve the accuracy of the calibration process by using more detailed physically 
based functions. The results of the proposed research clearly highlight how, in engine control, more accurate physical 
modeling may lead to promising results and performance, ultimately enhancing the accuracy of the calibration process
and leading to a more correct behavior of the engine in the real operating conditions. 
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