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Abstract 

The electricity consumption related to the civil sector (residential and tertiary) in the most developed countries has 
considerably increased during the last years, especially in the summer season. One of the reasons for this rise can be 
found in the drastic growth of the sales of mono and multi-split systems for air-conditioning. In this context is very 
important to assess the correlation between electricity demand and utilization of electric appliances (especially air-
conditioners). This paper describes a model based on an Elman Artificial Neural Network (ANN) for the short-time 
forecasting (1 hour ahead) of the household electric consumption related to a suburban area in the neighbours of the 
town of Palermo (Italy). One of the aims of the study is the assessment of the influence of the use of air-conditioning 
equipments on the electricity demand. 
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1. Introduction 

The primary energy consumption related to the civil sector in the European Community accounts for 
more than 40% of the total. This means that the building sector is responsible for about 40% of the total 
CO2 emissions [1]. In 2007 the CO2 emissions related only to the residential sector approached 10% of the 
total CO2 emissions of EU-27 [2]. The building sector thus represents a crucial sector for the 
accomplishment of initiatives aiming to energy optimization and consumption reduction. 

Concerning Sicily, the electricity consumption related to the household sector increased steadily until 
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2006, then it was affected by a slight decrease in 2007, to climb up again, until 2010, where a new very 
small decrease (0.45% with respect to 2009) was observed. In Fig. 1 it is showed the electricity 
consumption trend from 2001 to 2010. The biggest growth is related to the tertiary sector (40.7%), 
followed by the household sector (8.3%); the agriculture and industrial sectors are instead characterized 
by a decrease of the electricity consumption (respectively 9.9% and 8.7%) [3]. In 2010 the household 
sector was responsible for the second largest share (30.6%) of the total Sicilian electricity consumption. 
The largest percentage of the total consumption was related to the industrial sector (37.5%), with an 
important role played by industrial activities with elevated cooling requirements [4, 5]. The tertiary and 
agriculture sectors were respectively responsible for 29.7% and 2.2% of the overall consumption of the 
region. 

 

Fig. 1. Electricity demand in Sicily from 2001 to 2010 divided by sector (Source: Terna S.p.A.). 

 
From a more general point of view, taking into account the electricity consumption of the civil sector 

in the most developed countries, it is possible to observe that what has considerably increased is above all 
the summer demand [6, 7]. This fact is mainly due to the increased level of the indoor comfort 
expectations by the population, accompanied by the spread of the air-conditioners (AC) [8] (thanks to the 
rapid reduction of their unit cost).  

The market for heat pumps is steadily increasing throughout the world. However, it is worthy nothing 
that large efforts are made to decrease the energy use in buildings through numerous regulations and 
directives. Passive house concepts and net-zero energy buildings are also becoming increasingly popular 
and this could change the worldwide market conditions for heat pumps in the future. 

The Italian market for air-conditioners (at least the single-split and multi-split systems) has been 
increasing up to 2007. There was then a decrease in the subsequent two years and a new growth in 2010. 
The data plotted in Fig. 2 were collected by an Italian association of aeraulics plants and equipments [9-11] 
after a survey carried out on 46 companies working on the Italian AC market. The massive market 
penetration of these systems, coupled with the occurrence of sudden heat waves that several times have 
been observed in Mediterranean climates have often caused unforeseen peak loads that have often brought 
the Italian national power grid to the point of collapse. It is thus possible to understand the importance that 
reliable short and very short-term forecasting models for the electricity demand at urban scale could have 
for electricity dispatchers. A very precise forecast allows the identification of any emergency situation in 
advance and the consequent realization of adequate countermeasures by the electricity operators. 
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Fig. 2. Split and multi-split air-conditioning systems sold in Italy from 2006 to 2010 (Source: [7-9]). 

In the paper we apply a forecasting model to the residential electricity consumption of a certain area of 
the town of Palermo (Sicily). The model exploits the predictive ability of a particular type of recurrent 
neural network (RNN) called Elman network [12]. In a neural network model, simple nodes (called 
neurons, neurodes, PEs (processing elements) or simply units) are connected together to form a network. 
Some specific algorithms are used to update the strength (weights) of the connections in the network to 
produce a desired signal flow. 

The utility of artificial neural network (ANN) models lies in the fact that they can be used to infer a 
relation from observations. This is particularly useful in applications where the complexity of the data or 
task makes the elicitation of such a relation impractical. 

The use of neural networks for load forecasting and also electricity price forecasting is very common 
[13-16]. The most applied model is the Multi-Layer Perceptron (MLP), consisting of multiple layers of 
computational units, usually interconnected in a feed-forward way. Each neuron in one layer has directed 
connections to the neurons of the subsequent layer.  

However, when applied to problems different than pattern recognition or classification, the network’s 
performances are significantly improved by the utilization of a short-term memory like the one 
implemented in RNNs [17]. 

For the application presented in this paper, several Elman networks were tested and the best model was 
sought in terms of prediction error. 

2. A short description of the study 

An Elman neural network has been implemented in order to forecast the electric current intensity at 
time t, knowing the values of the same variable at times (t-3), (t-2) and (t-1). The work started with the 
collection of different types of data:  

1. weather data: air dry-bulb temperature (T), relative humidity (U), wind speed (W); global solar 
radiation (R), atmospheric pressure (P); 

2. historical series of the hourly mean values of electric current intensity (I);  
3. a variable (HC index) which takes into account the estimated number of residential air conditioning 

units likely to be used hour by hour in the dwellings located in the studied area; 
4. a variable, called Humidex (H), linked to T and U, whose aim is to estimate the rate of discomfort 
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felt by the inhabitants. 
The data related to electricity consumption were supplied by the Italian National Grid Operator (GSE) 

split according to the different end-uses (household, industrial and commercial sector) and, in 
consideration of the aims of our work, only data related to the household sector were used for the 
network’s training. 

Several trainings have been carried out by using different network architectures; in particular some 
simulations were also performed by excluding one input variable at a time and comparing the different 
results obtained. 

3. Elman neural networks 

Elman neural networks are also known as partial recurrent networks or simple recurrent networks. 
These are MLPs augmented with one or more additional context layers which store output values of one 
of the layers delayed by one step. These layers are used to activate this or some other layer in the next 
time step, as is sketched in Fig. 3.  
 

 

Fig. 3. Schematization of an Elman recurrent neural network. 

 
The feedback from the hidden to the context layer allows Elman networks to learn, recognize and 

generate temporal patterns, as well as spatial patterns. Every hidden neuron is connected to only one 
neuron of the context layer through a constant weight equal to +1. Hence, the context layer constitutes a 
kind of copy of the state of the hidden layer, one instant before. 

The number of context neurons is consequently the same as the number of hidden neurons. According 
to the method presented by Sarle [18], the whole data set was subdivided into a training set and a 
validation set. The whole training phase was stopped when the lowest error on the validation set was 
reached. 

4. Input data 

The historical series of the climatic data and the electric current intensity data are recorded on a hourly 
basis (hourly mean values) and cover a period of 79 weeks. 
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One of the aims of the work is to provide an estimation of the influence of the use of AC appliances on 
the overall domestic electricity demand. Because of the lack of any reliable survey regarding the presence 
of this kind of appliances in the small district investigated, this information was estimated by an “in situ” 
visual inspection.  

In order to estimate the presence of AC devices installed during the whole period covered by the time 
series, national scale statistical data have been used and the data on a local scale were obtained by 
assuming the same yearly percentage variation as the national data. The trend of the devices installations 
has been assumed to be linearly growing for the periods ranging from 1st May to 31st August, with the 
same slopes as to the average national trends. It has been considered constant for the remaining periods 
(no new AC devices sales assumed after summer). 

In order to estimate the number of AC appliances which are likely to be switched on in the dwellings 
located within the studied area, a thermal discomfort index was used. In fact it is normal to expect that the 
decision to turn a cooling system on or off is mainly based on a discomfort sensation felt by the 
population. The threshold conditions determining this discomfort sensation should be evaluated on the 
basis of the combined effect of temperature, thermal radiation, humidity, air speed, clothing insulation and 
metabolic rate [19]. An exhaustive list of the existing thermal comfort indexes can be found in the 
reference [20]. In our case study the most of the aforementioned variables were unknown and therefore 
only a simplified approach was possible. At this aim, the values of the Thom’s Discomfort Index (DI) [21] 
and of the Humidex index [22] were computed for each hour of the available data set. Thom [21] has 
proved that DI represents a very good approximation of the ASHRAE New Effective Temperature (ET) 
[23] for the common range of temperatures of the Mediterranean area. The values of DI were computed 
by the equation [24]: 

( )( )5.140055.055.0 −⋅−−= TRUTDI   (1) 

where T is the dry bulb air temperature (in °C) and RU is the air relative humidity (%). 
This index provides reliable information about the discomfort conditions of a site [25]. According to 

the classification of the comfort conditions made by the DI, a subtle thermal discomfort sensation is felt 
by the population (10% of the people feel discomfort) when the values of DI are higher than 21. The most 
of the population feel a thermal discomfort sensation when DI is between 26 and 29. 

The Humidex index is whereas defined as follows: 

( )1095 −⋅+= eTH   (2) 

where: 
T is the dry-bulb air temperature (in °C); 
e is the air vapour pressure (in hPa) measured with a psychrometer. 
If the value of the air vapour pressure is not available, it can be estimated through a function which 

combines relative humidity and temperature:  

10010*112.6 7.237
5.7

Re T
T

⋅= +
⋅

  (3) 

where R is the air relative humidity (%). 
The Humidex index can be interpreted as the temperature actually perceived by the human body due to 

the combination of the dry-bulb air temperature and the relative humidity and it is measured in Celsius 
degrees.  
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Different values of H identify different categories of discomfort, corresponding to the following levels 
of alert: 

Table 1.  Comfort/discomfort categories related to the values of Humidex index. 

Comfort/discomfort categories Value 

Full comfort H′27 

Subtle discomfort 27≤H≤30 

Great discomfort 30′H≤40 

Danger 40′H≤55 

Imminent heat stroke H∃55 

 
By plotting the points of the data set which represent a discomfort condition according to the Thom’s 

Discomfort Index (with a threshold value of 21) and according to the Humidex index (with a threshold 
value of 27) the graph showed in Fig. 4 was obtained. 
 

 

Fig. 4. Plot of the points of the data set which represent a thermal discomfort condition according to the DI (crosses) and the 
Humidex index (circles). The points contained into the area bounded by the dashed line in the upper left part of the diagram are 
representative of comfort conditions according to the DI. 

It is possible to observe that the two indices are in a very good agreement as to the classification of the 
comfort/discomfort situations. In particular, it can be noted that the only points classified as representative 
of discomfort conditions by the Humidex index and not by the DI are contained into the area bounded by 
the dashed line in the upper left part of the diagram. These points have a relative humidity higher than 
70%. If the ID would have been used, these points would have been considered as representative of 
comfort conditions and thus any air conditioning device should have been considered as turned on, even if 
the humidity is so high. For this reason we decided to evaluate the number of air conditioners used hour 
by hour through the utilization of the Humidex index instead of the DI. However it is worth noting that in 
our case both the indices have been computed by using the data referred to the outdoor environment, and 
not to the indoor one. However, in the lack of indoor data, they can give a first approximation of the 
indoor thermal conditions. 
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The neural network was therefore provided with an additional input calculated as follows: 

⎩
⎨
⎧

>−×−
≤−

=
33 if  

33 if  
Hcondnindexab

Hindexab
HC   (4) 

 
where n-cond is the estimated number of AC installed in the investigated area (estimated as described 

before) and ab-index is an index used to take into account the seasonal variations of the number of people 
living in the area and the consequent effects on the usage of domestic electric appliances. It was set to +1 
for the periods ranging from June 15th to September 15th (presence of resident population + fluctuating 
population) and to +0.8 for the rest of the year (sole presence of resident population). 

The threshold value 33 is associated with the beginning of a discomfort situation for indoor 
environments, inducing people to turn on the AC appliances. This value was selected because, after 
different trainings of the same network developed using different values of this threshold, it was the one 
that assured the best prediction performances. 

 

5. Neural model selection and training 

As previously stated, several combinations of prediction order (i.e. the dimension of the lag space of 
the input data), number of neurons in the hidden layer and number of input variables were tried in order to 
find the architecture able to model the data in the most effective way.  

The available data set was split into a training set (about 80% of the original data set) and a validation 
set (about 15% of the original data set). The remaining data (about three weeks)were used as test data, to 
evaluate the generalization ability of the trained network. 

The model was implemented by using the Stuttgart Neural Network Simulator (SNNS) v.4.2 [26] and 
the learning algorithm utilized is the Resilient Backpropagation (RPROP) modified for Jordan-Elman 
networks (JE_RPROP). RPROP is a local adaptive scheme, performing fast and robust supervised batch 
learning in neural networks [27]. In the training through this algorithm a method called teacher forcing 
[28] was used.  

Before running the training phase of the network, all the data (except the HC index) were linearly 
normalized in the range [-1, 1]. The HC index was normalized by using the technique described by the 
following equations: 

xStd
xxx −

='   (5) 

'

1
1

xnorm e
x

−+
=   (6) 

where xStd  is the standard deviation of the generic vector component before normalization. 
The forecasting ability of each trained model was tested by using the data related to the aforementioned 

week. The percentage prediction error (PPE) at time ti was calculated as: 
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( ) ( ) ( )
( )i

ii
i ty

tyty
t

−
⋅=

ˆ
100ε   (7) 

where ( )ˆ iy t  indicates the forecasted electric current intensity at hour ti and ( )iy t  indicates the 
actual intensity at the same hour. Obviously, before comparing the network outputs with the actual 
electric current values of the period they are referred to, the first were de-normalized. Table 2 summarizes 
the architecture and the performances of the trained networks. The first column contains three numbers 
for each network, indicating the number of input, hidden and output neurons, respectively. The second 
column contains the list of the variables used as input of the model and the last two columns contain the 
average and the maximum PPE obtained on the test data. 
 
Table 2. Summary of the tested Elman networks 
 

Topology Input* Average 
PPE 

Maximun 
PPE 

22 – 40 – 1 T, U, W, R, P, H, HC, I 1,5% 4,6% 
19 – 40 -1 T, U, W, R, P, HC, I 3,9% 13,8% 
19 – 40 -1 U, W, R, P, H, HC, I 5,1% 20,0% 
19 – 40 -1 T, U, W, R, H, HC, I 4,2% 13,4% 
19 – 40 -1 T, U, R, P, H, HC, I 4,6% 18,1% 
19 – 40 -1 T, W, R, P, H, HC, I 4,7% 12,2% 
19 – 40 -1 T, U, W, P, H, HC, I 3,9% 18,1% 
22 – 20 – 1 T, U, W, R, P, H, HC, I 1,8% 5,7% 
22 – 60 – 1 T, U, W, R, P, H, HC, I 5,6% 23,6% 

*all the inputs are referred to time steps (t-3), (t-2) and (t-1), except the variable HC, 
which is referred only to step (t-1). 

 
 

The best model was the network with 40 neurons in the hidden layer, eight input variables and a 
prediction order equal to 3 (first row of Table 2). 

The brain-state-in-a-box (BSB) activation function [29] was used for the hidden layer and for the 
output layer. The error function minimized during the training is expressed by the following equation:  

( ) ( )( )2 2ˆ 10i i iE y t y t wα−= − +∑ ∑   (8) 

The weight-decay parameter α determines the relationship of two goals, namely to reduce the output 
error (the standard goal) and to reduce the size of the weights (to improve generalization, that is the 
capacity to maintain good predicting performances also when the network is fed with completely new 
inputs). The parameters used in the learning algorithm are the following: 1.2η+ = ; 0.5η− = ; 

6
min 1e−Δ = ; max 30.0Δ = . The starting value for ijΔ was set to 0 0Δ = . These values are quite close 

to those suggested by M. Riedmiller and H. Braun [27]. The value of the weight decay parameter α was 
set to 4. Finally, the value of the special parameter linked to the teaching forcing was set to 1. 
The connection weights were initialized to zero-mean random values with adequate upper and lower 
bounds of -1 and +1. The network was trained with 150 epochs because higher values did not lead to 
better learning. An example of the forecasting ability of the model is given in Fig. 5. It shows the actual 
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and the forecasted hourly current intensities for one of the test weeks, a summer week (from 23rd to 29th of 
July). 

 

Fig. 5. Actual and forecasted current intensity curves for one of the test weeks. 

6. Sensitivity analysis 

In order to have a better insight into the relative importance of the various inputs of the model, a 
sensitivity analysis was accomplished by using a very simple technique: the weight method. This 
procedure was initially proposed by Garson [30] and then repeated by Goh [31]. 

The method essentially involves partitioning the hidden-output connection weights of each hidden 
neuron into components associated with each input neuron. Two steps have to be accomplished: 
1. For each hidden neuron h, divide the absolute value of the input-hidden layer connection weight (Wih) 

by the sum of the absolute value of the input-hidden layer connection weight of all the ni input 
neurons: 

1

i

ih
ih n

ih
i

W
Q

W
=

=

∑
  (9) 

2. For each input neuron i, the relative importance of all output weights attributable to the given input 
variable is obtained as: 

( ) 1

1 1

% 100

h

h i

n

ih
h

n ni

ih
h i

Q
RI

Q

=

= =

= ×
∑

∑∑
  (10) 

where nh is the number of the hidden neurons. Fig. 6 shows the results of the sensitivity analysis 
accomplished through the described method. 
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Fig. 6. Summary of the result of the sensitivity analysis accomplished on the selected network. 
 
 
6. Conclusions 

The paper presents a model based on an Elman recurrent neural network for the prediction, one hour 
ahead, of the intensity of the electric current supplied to the residential users located within a particular 
area of the town of Palermo (Italy). The model takes as inputs weather data as well as data related to the 
electricity consumptions. Furthermore, a special input (HC index) related to the presence and use of the 
AC appliances in the investigated area was added to the model. 

The achieved results are quite interesting: the percentage prediction error computed for a test week are 
respectively 1.5% for the mean error and 4.6% for the maximum error. 

It is noteworthy how the utilization of the Humidex index (H) improved the forecasting performances 
of the model (compare the first and the second row of Tab. 2) pointing out the importance of this thermal 
comfort index for the assessment of the influence of local thermal-hygrometric conditions on the comfort 
sensation felt by the occupants of the dwellings and, indirectly, on the utilization of the AC devices. 

The results are certainly affected by the rough approximations which were necessary for the estimation 
of the number of AC installed and used in the investigated area. However, the described model represents 
an original approach able to supply some information about the household electricity consumption even in 
the lack of reliable data about the local spread of AC appliances. 
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