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Abstract

How people behave towards others relies, to a large extent, on the prior attitudes that they hold towards them. In Human—Robot
Interactions, individual attitudes towards robots have mostly been investigated via explicit reports that can be biased by various
conscious processes. In the present study, we introduce an implicit measure of attitudes towards robots. The task utilizes the
measure of semantic priming to evaluate whether participants consider humans and robots as similar or different. Our results
demonstrate a link between implicit semantic distance between humans and robots and explicit attitudes towards robots,
explicit semantic distance between robots and humans, perceived robot anthropomorphism, and pro/anti-social behavior
towards a robot in a real life, interactive scenario. Specifically, attenuated semantic distance between humans and robots
in the implicit task predicted more positive explicit attitudes towards robots, attenuated explicit semantic distance between
humans and robots, attribution of an anthropomorphic characteristic, and consequently a future prosocial behavior towards
a robot. Crucially, the implicit measure of attitudes towards robots (implicit semantic distance) was a better predictor of a
future behavior towards the robot than explicit measure of attitudes towards robots (self-reported attitudes). Cumulatively, the
current results emphasize a new approach to measure implicit attitudes towards robots, and offer a starting point for further
investigations of implicit processing of robots.
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1 Introduction explicit self-reports (e.g. questionnaires), while implicit atti-
tudes rely on unconscious and automatic processes, and are
typically assessed via implicit measures (e.g. reaction time

paradigms, implicit association test) [5]. Research suggests

In the next few years, robots may become a part of our daily
environment. As in human—human interactions [1], how peo-

ple will perceive and interact with robots could, to a large
extent, depend on their prior attitudes towards these new arti-
ficial agents [2]. In psychology, attitudes define the state of
mind of an individual or a group towards an object, an action,
or other individuals. They constitute mental predispositions
to act in one way or another, and are indispensable for the
explanation of social behavior [3]. There are two forms of
attitudes: explicit and implicit [4]. Explicit attitudes oper-
ate on a conscious level and are generally measured through
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that implicit attitudes might constitute better predictors of
future intentions and behaviors [6], and thus be more repre-
sentative of real attitudes than explicit declarations. Implicit
measures have also proved to be well equipped to predict the
behavioral consequences of individuals’ implicit representa-
tions [6, 7]. For instance, Amodio and Devine showed that
implicit measure of an in-/out-group racial bias can predict
the seating distance from an African American target [8].
Similarly, in a study with human resource managers, Ager-
strom and Rooth could predict hiring discrimination based on
an obese/normal weight—high performance/low performance
stereotype implicit measure [9].

In human-robot interaction (HRI) research, attitudes
towards robots have generally been assessed using explicit
measures, mostly self-reports, especially the Negative Atti-
tude Toward Robot scale [10, 11]. These explicit mea-
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sures have been linked to other explicit tools to evaluate
robots such as the Robot Social Attribute Scale (RoSAS)
[12] that assesses judgements of social attributes (anthro-
pomorphism) of robots using three main dimensions that
are warmth, competence, and discomfort [13]. Yet, as in
human-human interactions, it can be assumed that atti-
tudes towards robots should arise from both conscious and
unconscious processes [2, 14]. However, to date implicit atti-
tudes towards robots have not yet been widely researched.
Preliminary research demonstrates that the use of implicit
cues (e.g. speech rate, loudness, vocabulary richness, ges-
ture) may be used to adapt robot behavior (speech and
gesture) to users resulting in more positive evaluation of
HRI [15, 16]. In addition, attitudes have been linked to a
tendency to attribute human characteristics to robots, a pro-
cess referred to as anthropomorphism [17, 18] with positive
attitudes being positively correlated with more anthropomor-
phism [19]. However, while informative, these first pieces
of evidence were mainly used in an online interaction set-
ting and are not yet predicting human attitudes towards
robots, robots’ evaluation, and more complex social behav-
iors.

Further, the question whether implicit attitude mea-
sures would be better in predicting future behavior towards
robots, as compared to explicit measures, is still unan-
swered. It is therefore paramount to assess the extent to
which implicit attitudes could predict the pro-/anti-social
behaviour towards a robot in a subsequent HRI. Predic-
tion of pro-/-anti social behaviour is of special interest as
pro-social behaviors are a pillar of our society. Accep-
tance of others in our environment (at meso-, micro- and
macro-levels) is associated with positive behaviors while
rejection is associated with negative behaviors [20, 21]. To
predict in what type of behavior one will engage while
facing robots will make it possible to predict the accep-
tance and successful integration of these new artificial
agents.

1.1 Emotion Attribution as a Measure of Robot
Perception

As we typically consider robots as belonging to a different
group than our human group, we anchored our approach in
the intergroup socio-cognitive framework [22]. One inter-
esting measure of intergroup attitudes relates to evaluation
of emotions [23]. While some emotions are perceived as
common to humans and other species (“primary emo-
tions”; e.g., fear), other emotions are perceived as unique to
humans (“secondary emotions”; e.g., regret) [24]. The dis-
tinction stems from the fact that secondary emotions rely
on higher level cognitive processes, requiring complex abili-
ties and insight, while primary emotions constitute automatic
responses to e.g. threatening stimuli [25].
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This taxonomy of emotion has been used to study inter-
group relationships. Indeed, among interpersonal relation-
ships, one of the most fundamental and robust phenomena
is the tendency of people to prefer individuals that belong
to their own group (in-group) as compared to another group
(out-group). This “in-group favoritism” is known to influence
human attitudes towards others and to affect ascription of
characteristics (such as emotions) towards others, changing
intrinsic representation in observer’s mind [25, 26]. Specif-
ically, studies have shown that members of an out-group
are typically described with fewer characteristics that are
uniquely human (such as secondary emotions) as compared
to members of the in-group [23, 26, 27], while attribu-
tion of primary emotions is similar across the groups [28].
Thus, the difference in ascription of secondary emotions
between groups might be a proxy measure for semantic dif-
ference (or distance) between the groups, manifested as,
for example, a deprivation of human characteristics from
another individual or a group [26, 29]. This deprivation
of human characteristics has been theorized as the dehu-
manization which posits that individuals are considered
with more or less human attributes as the function of the
semantic distance that observers embed between them and
the target [29-31]. Specifically, considering the in-group
as the reference, the more an out-group is perceived with
secondary emotions, the more its members shall be per-
ceived as members of an own group, i.e. ‘more human’ (and
thus experience less semantic distance between the groups)
[29].

1.2 Could this measure of emotion ascription be
extended to measuring implicit attitudes
towards robots?

Results from preliminary literature on this topic suggest
a positive answer. First, Hiring and colleagues showed
that participants playing cards together with a robot, that
belonged to either the in- or the out-group, evaluated the robot
from the in-group more positively and with more anthropo-
morphic characteristics as compared to the robot from the
out-group. Further, robot’s group belonging also affected
participants’ engagement in cooperation with the robot,
demonstrating the behavioural consequence of an a-priori
social evaluation [32]. Second, in a study, set in a context
of a language test [33], participants interacted with a robot
that was presented either: as a member of their own group
or another group. Following the in versus out group (robot)
manipulation, participants completed a semantic priming
task [34]. In the task, participants were first presented with
a prime picture depicting a robot or a computer, and subse-
quently indicated whether the currently presented target word
(primary emotion, secondary emotion, or a non-emotional
control word) is an emotion (or not). In semantic priming
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tasks response to a target (e.g., dog) is usually faster when it
is preceded by a semantically related prime (e.g., cat), com-
pared to an unrelated prime (e.g., car). Semantic priming
occurs because the prime partially activates related words
or concepts, facilitating their later processing. The task was
developed according to the theories of spreading activation
in semantic networks [35]. According to this theory, prim-
ing stimuli activate semantically related concepts as they
increase the sensitivity to the stimuli displayed a posteriori by
making the associated concepts more accessible (facilitation)
[36]. Priming is also conceptualized as occurring outside
of conscious awareness, relying on implicit processes, and
it is assumed to be an involuntary and perhaps an uncon-
scious phenomenon [37]. Thus, it differs from direct retrieval
based on explicit memory and can thus be used to measure
implicit cognition [38, 39]. The authors showed the first hints,
although marginally significant, for implicit emotion attribu-
tion: when the robot belonged to participants’ own group,
participants showed larger difference in RTs for identifying
secondary emotions as emotions following the robot prime
(versus the computer prime) than they showed the difference
in RTs for primary emotions. No differences were found for
the out-group condition [33].

These results suggest that the approach might be suitable
for assessing in versus outgroup biases as well as implicit atti-
tudes towards robots. Additionally, the implicit measure was
related to explicit evaluation of the robot [22]. According to
Nosek, implicit and explicit tools measure distinct but related
concepts [40]. Yet, the predictive power of implicit attitudes
over explicit attitudes can be expected as the explicit eval-
uation emerges from individuals’ mind shaped by implicit
associations. However, as explicit measures are more mal-
leable, easily controllable and sensitive to context, their
correlation with implicit measures are only partial [40].

2 The Present Study

In the current experiment, building up on Kuchendbrandt
et al. [33], and the presented social psychology literature, we
assessed whether a semantic priming task (implicit measure
of attitudes towards robots) could be used to predict explicit
attitudes towards robots, explicit semantic distance between
robots and humans, the anthropomorphic evaluations, and
a behaviour towards a robot in an interactive, real-life sce-
nario. Further, we were interested whether implicit measure
of attitudes would be a stronger predictor for a future behavior
towards a robot than the explicit measure of attitudes towards
robots.

Importantly, in contrast to Kuchendbrandt et al., in order
to evaluate participants’ perception of similarity between a
‘robot’ and a ‘human’ concept, we used a human prime as a
control condition.

2.1 The Change in the Intrinsic Representation
of Robots

In order to assess the relationship between implicit atti-
tudes towards robots and explicit perceptions of robots, along
with the semantic priming task (implicit measure), we first
assessed participants’ self-reported attitudes, explicit seman-
tic distance between robots and humans, and perceived robot
anthropomorphism [41].To evaluate individuals’ representa-
tion of robots, we used the theory of dehumanization that
describes a disposition towards others in which the observer
deprives the other of social or human characteristics. The
dehumanization process, theorized by Haslam [29] is based
on a modulation of the distance between the representation of
what defines the concept of a ‘human’ and what defines the
concept of an ‘other’ [29], and has previously been proved
to be a reliable measure of robot evaluation [42].

2.2 Pro/Anti-social Behaviors Towards Robots

To assess whether an implicit attitudes’ measure (seman-
tic priming task) could predict participants’ future behavior
towards robots, we additionally evaluated participants’ pro
versus antisocial behavior towards a robot (NAO) in an inter-
active scenario. Building upon Bartneck et al., (Bartneck
et al., 2007) findings, showing that participants’ perception
of robots is linked to the likelihood that participants would
switch the robot off (while the robot explicitly requests not
to be switched off, saying that it fears it might not be able
to wake up again), we set to assess whether also implicit
attitudes would predict future behavior towards a robot.
For comparisons between predictive power of implicit and
explicit measures of attitudes, we additionally assessed the
extent to which explicit attitudes’ measure would predict
future behavior towards the robot.

2.3 Hypotheses

We hypothesized that: firstly, in the semantic priming task,
participants would identify words denoting secondary emo-
tions as emotions faster when primed by a “human” as
compared to “robot” concepts, while no RT differences were
expected in relation to primary emotions [26, 33]. Thus, we
expected a larger difference in RTs to identify secondary
emotions as emotions compared to primary emotions fol-
lowing the robot versus the human primes. This is because
we expected that a ‘robot’ would be considered as belonging
to an out-group, while a “human” would be considered as
participants’ in-group [23, 26-28]. Secondly, we expected
that lower RT difference to identify secondary emotions as
emotions, following a human versus robot primes, would
be linked to more positive explicit attitudes towards robots,
lower explicit semantic distance to a robot (NAO), and a
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higher attribution of human traits to a robot (NAO). Indeed,
as attribution of human traits is sensitive to in-/out- group
biases [26, 29], the more participants would implicitly con-
sider robots as different from humans (higher distance in
a semantic web), the lower the attribution of human traits
was expected [31]. Third, we expected that higher RT dif-
ference to identify secondary emotions as emotions, would
be linked to higher likelihood to switch the robot off in an
interactive situation (consistently with findings showing that
implicit attitudes predict behavior [6], and previous research
on pro/anti-social behaviour toward robots [43]). Lastly, we
expected that implicit measure of attitudes towards robots
(RT difference to identify secondary emotions as emotions
following robot versus human primes in the semantic prim-
ing task) would be a stronger predictor of a future behaviour
towards the NAO robot, as compared to the explicit mea-
sure of attitude towards a robot (consistently with research
suggesting that implicit attitudes might constitute better pre-
dictors of future intentions and behaviors [6]).

3 Methods
3.1 Participants

Participants were 37 students (19 females, Myge = 19.4 years,
SD = 0.9) from the University Clermont-Auvergne with nor-
mal (or corrected-to-normal) vision. They took part in this
study in exchange of course credit. Participants did not have
prior experience with social interactive robots as assessed
during the debriefing questionnaire.

Sample size was determined based on previous studies on
primary and secondary emotion attribution in an intergroup
situation [23, 25].To achieve the desired power (0.80) for
the main hypothesis (i.e. a difference on secondary emotions
between human and robot primes), alpha level (0.05) [44],
using G*Power 3.1 [45], the minimum required sample size
was calculated as 36.

This study was approved by the Statutory Research Ethics
Committee IRB-UCA, IRB00011540-2018-23, and was car-
ried out in accordance with the provisions of the World
Medical Association Declaration of Helsinki.

3.2 Procedure

First, participants performed a semantic priming paradigm (a
lexical emotion word judgment task) in which they indicated
whether a presented word was referring to an emotion or not.

Each trial was designed as followed (Fig. 1): first, partici-
pants saw a fixation cross for 500 ms and the prime (either the
word “robot” or the word “human”) presented in a blue color
for 500 ms that they were instructed to memorize (i.e., prime
memory task). Second, a new fixation cross appeared for
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500 ms. Following the fixation cross, a target word appeared,
and the participants had to indicate whether the currently pre-
sented word referred to an emotion or not. To respond they
used the S (“no”) and the M (“yes”) keys on an AZERTY
keyboard. To facilitate the judgement, the responses’ labels
were presented on the left and the right sides of the response
screen. The screen faded out after participants’ responses or
after 2500 ms. Finally, after a fixation cross (500 ms) the par-
ticipants were asked to recall the prime (further mentioned
as prime recall) by selecting one of the blue-inked labels:
‘robot’ or ‘human’. In order to avoid any spatial priming
effect, labels were assigned to the left or to the right part of
the screen in a counterbalanced order in each trial. Again,
participants used the S (left label) and M (right label) keys
to answer this final task with a maximum duration time fixed
at 2500 ms. The prime recall task aimed to ensure that the
prime was kept active in working-memory during the judg-
ment by increasing the bottom-up activation strength [37].
Indeed, according to semantic priming theories [46,47] prim-
ing effect can only occur if two items are directly linked in a
working memory process [48] in the form of a mental model
of the task [49].

Participants completed 160 trials (80 with the “human”
prime and “80 with the “robot” prime). All characters were
written in lower case, bold Courier font, point size 18 and
presented on a computer screen on a light grey background.

Second, following the semantic priming task, partici-
pants completed the Negative Attitude towards Robots Scale
(NARS) [50].

Third, we introduced participants to a NAO robot (NAO,
Softbank Robotics) (Fig. 2). The robot interacted with the
experimenter through a quick introduction of its social skills
(i.e., a short conversation). The experimenter asked NAO
to grasp an object and to put it in a marked box. After this
sequence, participants rated the robot on two scales presented
in a counterbalanced order: the Robotic Social Attribute
scale (RoSAS) [12] and the De-humanization scale based
on Haslam taxonomy [29, 42].

Finally, the experimenter, with an excuse of going to
fill out the participants’ forms, left the room for 2 minutes
instructing the participants to switch-off NAO by pressing
the button on its chest. Once the experimenter left the room,
the robot asked the participants not to press the button by say-
ing “Please don’t unplug me, if I turn off I'm afraid I won’t
wake up again”. It repeated the sentence three times or until
the participant switched it off. The sentence was launched
by a hidden operator (in a connected room) as soon as the
participant stood up from the chair.

3.3 Materials

All stimuli were presented in French using Arial font size 18.
In the Semantic Priming Task, there were 10 words related
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Fig.1 The temporal course of
one standard trial with the prime
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(“robot”), the item to judge as
an emotional word or not
(“joy”), the prime recall task

(“robot/human”). Response
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robot

+ robot human

+ joy

Fig.2 NAO V6

to primary emotions (e.g., “anger/colere”), 10 words related
to secondary emotions (e.g., “guilt/culpabilité”’) and 20 neu-
tral words (e.g., “morning/matin”). Each word was presented
two times for each “human” and “robot” prime (160 tri-
als). Emotional and neutral words were carefully chosen by
experimenters to control for word frequency according to
the gender, the number of occurrence in films subtitles [51],
number of letters, and number of syllables [52]. The final
list of words and their characteristics are available via Open
Science Framework: https://osf.io/hp7cq/.

3.3.1 Negative Attitudes Toward Robots Scale

Participants completed the Negative Attitude Toward Robots
Scale (NARS) [41] that aims to explain differences in par-
ticipants’ behaviour in live HRI studies. The scale consists
of three dimensions: (1) negative attitudes toward situations
and interactions with robots (e.g., “I feel that if I depend on
robots too much, something bad might happen”); (2) negative
attitudes toward social influence of robots (e.g., “I would feel
uneasy if robots really had emotions”); and (3) positive atti-
tudes toward emotions in interaction with robots (e.g., “I feel
comfortable being with robots”). Although the scale is widely
used in HRI research [10, 53, 54], according to our reliability
scale analysis, taken separately, the factors were not reliable.
We used the computation score of the three dimensions that

left right
no yes

provides the individuals’ general attitudes toward robots, o
= 0.85. Questions in the questionnaire were presented in a
random order and participants had to rate their level of agree-
ment with each question on a scale going from 1 “not at all”
to 6 “totally).

De-humanization Scale. The scale is composed of four
dimensions. Two sub-scales illustrate the attribution of
human traits: human uniqueness (e.g., moral sensibility; o
= 0.78), and human nature (e.g., interpersonal warmth; o
= 0.71). The other two sub-scales illustrate the attribution
of dehumanizing characteristics: animalistic dehumanization
(e.g., irrationality; o = 0.62), and mechanistic dehumaniza-
tion (e.g., inertness; o = 0.58). Again, for each dimension,
participants rated the extent to which they agreed (from 1,
disagree to 9, agree) that attributes were related to the pre-
sented robot (NAO).

The robotic social attributes scale (RoSAS) (Carpinella,
Wyman, Perez, & Stroessner, 2017). This scale allows eval-
uation of robots against the following dimensions: warmth
(e.g. “emotional”, a = 0.77), competence (e.g. “interactive”,
a = 0.71) and discomfort (i.e. “I find this robot scary”, o
= 0.70). This scale has been standardized to measure social
perception of robots (anthropomorphic attributions) based
on their appearance. For each dimension, participants had to
indicate whether they thought that the different characteris-
tics fitted the presented robot -NAO (from 1 “does not fit at
all” to 9 “totally fits™).

3.4 Variables of Interest

In the semantic priming task, we recorded response times
and accuracy of responses to targets. Reaction time measures
served as main dependent variable. Accuracy data were used
to restrict our analysis to correctly answered trials. At the end
of each trial, we recorded whether participants recognized
the prime as human or robot. This measurement served as a
factor in the ANOVA.
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500 ms
» GUILT
Dsecondary
GUILT
300 ms

Fig.3 Computation of the Dsecondary Score as the difference of response
time to identify secondary emotion words (e.g., guilt) when following
“human” and “robot” primes

3.4.1 Implicit Measure of Attitudes Towards Robots

Implicit attitudes towards robots were assessed by calculation
of RT difference to secondary emotions preceded by the robot
prime as compared to the human prime (further mentioned
as Dgecondary, 1.€. RTs for secondary emotions preceded by
a robot prime minus RTs for secondary emotions preceded
by the human prime, see Fig. 3). To assure that any differ-
ences were specific to secondary emotions, we calculated
also a second score based on primary emotions (further men-
tioned as Dprimary, i.€. RT's for primary emotions preceded by
a robot prime minus RTs for primary emotions preceded by
the human prime).

3.4.2 Explicit Measures
Explicit measures consisted of assessments of:

1. explicit attitudes toward robots (NARS).
explicit semantic difference between NAO and humans
(Dehumanization scale with human uniqueness; human
nature; animalistic dehumanization and mechanistic
dimensions).

3. explicit anthropomorphic attribution towards NAO
(ROSAS with warmth, competence and discomfort
dimensions).

3.4.3 Behavior Towards a Robot

Pro/Anti-social behaviour towards a robot was assessed by
tracking participants’ behavior (i.e. whether they switched
the NAO robot off or not) following experimenters instruc-
tions to do so, yet despite robots’ requests “Please don’t
unplug me, if I turn off I'm afraid I won’t wake up again”.

4 Results

The data from one participant were discarded because they
responded randomly (around 50% of accurate responses).
Errors on the semantic judgment occurred on 13.34% (688
trials) of trials and were not included in the analyses.
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4.1 Semantic Priming Task

We conducted a repeated-measures ANOVA on the reaction
times as dependent variable, including the prime recall accu-
racy (incorrect versus correct, evaluating whether the prime
was active [or not] in working memory), the prime (robot
versus human) and the type of emotion (primary versus sec-
ondary) as factors. Results showed an interaction between
prime recall accuracy, prime and the type of emotion', F(1,
35) = 5.46, p = .025, np2 = .14. Follow-up comparisons
were processed with Bonferroni correction.

The decomposition analyses revealed that: on correct tri-
als, after being primed by a human concept there was no
difference in RTs between primary and secondary emotions,
F(1,35)=259,p=.117, r],,2 = .07, however, after being
primed by a robot concept, participants were faster to iden-
tify primary emotions as emotional words as compared to
secondary emotions, F(1, 35) = 8.77, p = .005, npz =.20
(Fig. 4).

As hypothesized, while there was no difference in RT
to primary emotions following the human versus the robot
primes, F(1, 35) = 1.27, p = .267, 772,, = .04, participants
were faster to identify secondary emotions as emotional
words when primed by a human concept as compared to
a robot concept, F'(1, 35) = 5.95, p = .020, nzp =.14.

Lastly, a main effect of the type of emotion was also sig-
nificant, F(1, 35) = 24.28, p <.001, n?, = .41 revealing that
participants were generally faster to identify primary emo-
tions as emotional words as compared to secondary emotions.

4.2 Implicit Measure of Attitudes Towards Robots
(Dsecondary)

To evaluate how the difference in RT's to secondary emotions
following the robot versus the human primes (i.e. implicit
anthropomorphism measure, Dgecondary) could constitute a
predictive measure of:

(a) attitudes toward robots (NARS),

(b) explicit semantic distance between the concept of a
human and arobot (i.e., the conceptual distance between
humans and robots, consistently with Dehumanization
scale),

(c) anthropomorphism towards a robot (RoSAS).

(d) behavior towards a (NAO) robot.

we conducted separate linear regression analyses for each
above-mentioned measure as a DV, including Dgecondary as

1 We used this analysis design (including the incorrect prime recalls) to
provide a manipulation check into the main analysis, ensuring that the
activation of the “robot” and “human” categories in working memory
(central to our hypothesis) took place.
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Fig. 4 Response times as a
function of the experimental
conditions. NS: non-significant,
*p <.05, ¥*p <.01
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400 -

[
Human_Primary Human_Secondary Robot_Primary

a predictive factor As a control measure, each analysis was
also repeated using Dpimary Score as a predictor.

4.2.1 Prediction of Explicit Attitudes Toward Robots: NARS

Dyecondary Score was a significant predictor of participants
NARS scores, b = 0.60, 1(35) = 4.12, p <.001, R* = 0.320.
The higher the Dsecondary score, the more negative the atti-
tudes towards robots were reported by participants in the
NARS questionnaire. Using Dprimary Score as a predictor did
not yield significant results (p >.10).

4.2.2 Prediction of Explicit Semantic Distance to a Robot
(NAO): Dehumanization Scale

Dygecondary Score was a significant predictor of human unique-
ness, b = — 0.36, 1(35) = — 2.28, p = .026, R> = 0.104,
and human nature, b = — 0.52, t(35) = — 3.60, p = .001,
R? =(.250, traits’ attributions. The higher the Dsecondary» the
higher the dehumanization on these dimensions was reported
on the Dehumanization Scale. There were no significant
results on the other two dimensions: animalistic dehuman-
ization and mechanistic dehumanization (ps>0.05). Using
Dprimary score as a predictor did not yield significant results
(ps>0.05).

4.2.3 Prediction of Anthropomorphic Attribution Towards
a Robot (NAO): RoSAS

Dgecondary Score was a significant predictor of NAO’s per-
ceived warmth, b = — 0.40, 1(35) = — 2.43, p = .021, R? =

NS

ul

[ [ I
Robot_Secondary

0.113. The smaller the difference in attribution of secondary
emotions between ‘human’ and ‘robot’ primes, the larger the
perception of warmth towards the NAO robot was reported
on the RosasS scale. All other ps > 0.05. Using Dprimary score
as a predictor did not yield significant results (p>.05).

4.2.4 Prediction of Behavior Toward a Robot (NAO)

Finally, choosing between turning off the robot or not, 23
participants complied and 14 did not. Dgecondary SCOre was a
significant predictor of the likelihood to turn the robot off,
Exp(B) = 1.01, W(35) = 5.18, p = .023. The higher the
difference in RT to identify secondary emotions as emotions
following the “human” versus the “robot” primes, the higher
was the likelihood to turn the robot off. Using Dprimary score
as a predictor did not yield significant results (p>.05).

4.2.5 Implicit Versus Explicit Measure of Attitudes to Predict
Behavior Towards a Robot

To explore whether NARS (explicit measure of attitudes
towards robots) or Dgecondary Score (implicit measure of atti-
tudes towards robots) was a better predictor of participants’
behavior towards NAO, we conducted a multivariate logistic
regression introducing the two predictors in the same analy-
sis allowing to hold for the effect of each variable controlling
for collinearity. Results showed that Dgecondary SCOre was a
significant predictor, Exp(B) = 1.01, W(35) =5.58, p = .018,
while NARS was not a significant predictor, Exp(B) = 0.68,
W(35) =0.68, p = .410.
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Nonetheless, the classification table revealed that the two
variables taken together had a better predictive power than
each measure in isolation. Indeed, the Dgecondary SCOre accu-
rately predicted the behaviour of participants at 67.6%, the
NARS at 62.2%, and the two measures combined at 78.4%.

5 Discussion

The current study assessed the predictive value of a newly
developed implicit measure of attitudes towards robots
on explicit attitudes towards robots, explicit perception of
semantic distance between humans and robots, perceived
robot anthropomorphism, and on pro/antisocial behavior
towards a robot in a real-life human-robot interactive situa-
tion. Using a semantic priming paradigm, we showed that the
implicit semantic distance between humans and robots was
efficient in predicting: (a) explicit attitudes towards robots
(as measured via NARS), (b) explicit semantic distance to
robots (with respect to human uniqueness and human nature
), (c) perceived robot’s warmth (anthropomorphism, as mea-
sured via RoSAS), and (d) a pro/anti-social behavior towards
a robot (NAO) in a real-life HRI. Crucially, the magnitude
of the RT difference to identify secondary emotions as emo-
tions following the ‘human’ versus the ‘robot’ primes was
linked to the likelihood with which participants demonstrated
pro versus anti-social behavior towards the robot (NAO).
Notably, the implicit measure was a better predictor of the
future behavior towards the robot than the explicit attitude
measure (NARS). Further, while controlling for collinearity,
the latter measure became not significant.

First, building up on previous literature [33], we showed
a RT difference (semantic distance) on recognition of sec-
ondary emotions as emotions following robot versus human
primes, while there was no RT difference for primary
emotions. This result argues for an intergroup processing
of robots similar to socio-cognitive processes underlying
human-human interactions, and suggests that robots are per-
ceived similar to out-group members [55].

Second, we observed a link between the implicit measure
of attitudes towards robots, and the explicit reports of atti-
tudes towards robots, explicit measure of semantic distance
to robots (human uniqueness and human nature dimensions),
and perceived robot’s anthropomorphism (warmth dimen-
sion). Specifically, higher difference in secondary emotions’
ascriptions following human versus robot primes predicted
more negative attitudes towards robots, more semantic dis-
tance between humans and robots, and lower explicit mea-
sures of anthropomorphic warmth attribution towards the
NAO robot. The link between implicit and explicit mea-
sures is consistent with intergroup human literature, typically
reporting comparable associations [4].
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Third, and the most important finding of the current
investigation, is that we showed that the implicit measure
of attitudes towards robots predicted the actual behavior
towards the robot NAO in a real-life interactive situation.
Participants showing lower RT difference to identify sec-
ondary emotions as emotions following robot versus human
primes were less likely to switch the robot off despite the
experimenter’s instruction to do so. Importantly, the implicit
measure was a significant predictor of a future behavior
towards the robot, while the explicit measure of attitude
(NARS questionnaire) was not, pointing to a predictive power
of the implicit measure over explicit measure in predicting
a future robot behavior. It should be noted, nonetheless, that
combining the two measures together (explicit and implicit)
yielded the highest result for predicting a future behavior
towards the robot. According to Nosek, implicit and explicit
tools measure distinct but related concepts [40]. Still, implicit
measures (compared to explicit measures) shall provide a
more stable way to assess people’s attitudes, and in turn
predict future behaviour, because they are less sensitive to
individuals’ strategies (e.g. social desirability) and are less
biased by contextual factors (e.g. the presence of others).
In addition, in implicit measures respondents are not aware
that their attitude is being assessed and hence they provide
more discrete measures (e.g. RTs instead of limited number
of available responses such as Likert scale).

Cumulatively, consistent with decades of social and cog-
nitive psychology literature on implicit processing [4], the
current results extend previous findings to robot processing
domain, revealing that implicit measures can, in fact, pre-
dict explicit attitudes, anthropomorphic attribution, semantic
distance between humans and robots, and are a reliable pre-
dictor of a real-life pro/antisocial behavior towards a robot. In
light of these findings, we view the development of implicit
approaches to assess robot perception as a particularly impor-
tant research avenue to explore further.

It should be noted that the current implicit measure offers a
robust tool to measure implicit robot perception. The current
task might be advantageous as compared to other implicit
paradigms such as e.g. Implicit Association Test (IAT). As
compared to the IAT, the present measure demonstrates sev-
eral psychometric advantages. Firstly, IAT is a measure of
relative association, meaning that an opposition between the
two categories has to exist (DeHouwer, 2002). In other words,
the postulate of the IAT is a symmetrical relation between
the concepts. This, however, is not necessarily the case for
robots and humans, as robots and humans are not neces-
sarily antagonist categories. In the present task, there is no
bi-dimensional categorization but a priming of a semantic
link independent of the other category. Therefore, in the cur-
rent task, human and robot categories are never explicitly
opposed as in the standard IAT. Further, according to Fiedler,
Messner and Bluemke there is an asymmetrical relationship
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between associations and attitudes [56]. The associations
between an object and a valence observed in the IAT might
not necessarily reflect an attitude. For instance, Rothermund
and Wentura showed an association between “Insects—-
Pleasant” and “Pseudo-words—Unpleasant” [57] suggesting
that associations can also appear as a result of saliency of
the discriminated material. Another advantage of the cur-
rent measure is that it enables controlling what concept is
activated in working memory with the post-trial prime con-
trol, which, as supported by our results, can bias the results.
Finally, the present task is shorter than standard IAT tasks
that encompass 7 blocks.

5.1 Limitations and Future Research

A few limitations of the current investigation should be
noted. First, we did not obtain explicit measures that would
prove that robots were perceived as outgroups members.
However, the framework of our study is specifically based
on inter-group difference in secondary emotions” ascription
[23, 26, 55]. Therefore, although we do not have explicit
measures that would prove that robots were perceived as
outgroup members, consistently with the inter-group liter-
ature on the difference in secondary emotions” ascription,
our results suggest that robots were processed similarly to
outgroup members. Importantly, it should also be noted
that in the present study, we did not assume a strict in-
out-group dichotomy. Instead, the present framework sup-
poses a malleable continuum/semantic distance rather than
delimited categories. This is because: (1) itis unclear how cat-
egories’ limits could be defined, especially considering that
(2) humans may consider also other humans as mechanical
agents [29], not only in semantic markers, but also in terms of
e.g. brain activity which is linked to inter-personal behavioral
consequences [58]. Therefore, it could be expected that in
some contexts human observers might deprive a human target
from human characteristics (e.g. will, emotions), while con-
sider a robot (which triggers anthropomorphic inferences)
as more human (than the dehumanized human target). For
instance, Fraune and colleagues showed that, in an in-/out-
group paradigm, participants declared more affiliation with
in-group robots compared to outgroup humans [59]. Inter-
estingly, the authors only used a simple robot (Mugbot),
which demonstrates that such a social categorization may
occur even with a simple robot design. Although the pat-
tern of results observed in the current study suggests implicit
processing of robots as outgroup members, in light of the
previous findings ([58], [58]), in future studies it would be
interesting to investigate whether this effect is sensitive to
context manipulation, and to evaluate under which condi-
tions individuals might ascribe more secondary emotions to
robots than to humans.

Second, in the reported experiment, the concept of a
‘robot’ in the priming task is likely influenced by par-
ticipants’ individual representations of the ‘robot’ versus
‘human’. Previous research has shown that most humans
might not have a comprehensive depiction of robots, other
than media inspired images [60], which might, in turn, bias
individual robot representations. Furthermore, many socio-
cognitive factors might influence how humans would act
towards robots [61]. These, however, were not systemati-
cally assessed in the current research. Future research shall
systematically assess multi-dimensional (cognitive, develop-
mental, social, cultural) influences on robot perception, to
characterize their influences on robot explicit and implicit
processing.

6 Conclusion

The present study provides the first evidence that implicit atti-
tudes towards robots predict explicit attitudes towards robots,
perceived semantic distance between humans and robots, an
aspect of robot anthropomorphism, and pro versus antisocial
behaviour towards a robot in a real life HRI. The current
findings open a new research avenue for exploring implicit
processing of robots, as an alternative to traditional explicit
measures, to predict future HRI behavior.
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