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Title: Positioning system for radiotherapy

Field
The present invention pertains to a positioning system for radiotherapy.
The present invention further pertains to a training system.

The present invention still further pertains to a training method.

Background
Radiotherapy (also called radiation therapy) is a cancer treatment that

uses high doses of ionizing radiation to kill cancer cells and shrink tumors. As a
preparation for the treatment, a radiation oncologist in collaboration with a
medical physicist and a radiation therapist designs a treatment plan that aims to
result in an effective irradiation of malignant area(s), while minimizing exposure
to healthy tissue.

The radiation oncologist bases the treatment plan on the location of the
malignant area(s) from a 3D/4D CT image of the patient obtained prior to the
treatment. In this connection it is noted that throughout the description the
wording “image” is used to denote a volumetric image data set or scan obtained
from a volumetric imaging method. Non-limiting examples of volumetric imaging
methods are CT, CBCT, PET, MRI, and synCT. During the course of treatment,
which usually comprises multiple treatment sessions the actual situation may
differ from the situation as observed in the 3D/4D-image. This may be due to
various causes, such as the position of the patient, a change in shape of the
tumor, a loss or gain of weight of the patient and internal movements resulting
from breathing and the patient’s heart beat.

Haehnle et al, 2017 Phys. Med. Biol. 62 165, describe a method for
interactive multi-objective dose-guided patient positioning. The method proposed
therein aims to reposition the patient such that an optimal dose distribution is
achieved, i.e. a dose distribution that best matches the objectives of effective
irradiation of malignant areas, while sparing healthy areas, in particular sparing
organs at risk (OAR). The method proposed therein comprises a first step

wherein a 3D cone-beam computed tomography (CBCT) scan is obtained with the
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patient in the treatment position. In the first step a rigid alignment is computed
for which the anatomical structures of the patient of the original image best
coincide the anatomical structures in the CBCT scan. In a second step, dose
distributions are computed that would be achieved when applying the original
treatment plan to the patient with this rigid realignment and for multiple
alignments different from this alignment within a space C of accessible shifts.
Furthermore dose distributions for intermediate alignments are computed by
interpolation. It is a disadvantage of the known method that the dose
computation for the various alignments imposes a substantial computational

burden and involves a substantial computation time.

SUMMARY

It is an object of the present invention to provide an improved positioning
system requiring less computational resources.

In accordance therewith an improved positioning system is provided as
defined in claim 1.

The improved system claimed therein positions the patient for treatment
in a beam of radiation in accordance with patient specific data including a first
image of the patient. The first image is typically a 3D/4D- image, obtained with a
volumetric imaging method as mentioned above, for example obtained with a CT
or and less frequently an MRI or PET/CT scanner. The patient specific data is
provided by a medical specialist, for example an oncologist, for example using a
planning tool. During the treatment planning process the target and organs at
risk are segmented, the adequate number of beam orientations or arc lengths are
established relative to the isocenter, and based on the physician prescribed dose
to tumor and objectives for organs at risk, the plan is optimized and calculated to
determine the best dose distribution for a particular patient. The treatment plan
is typically delivered over several weeks of treatment, 5 days a week.

The improved system further comprises an imaging device that is
configured to provide a second image(scan) of the patient including the part of
the body to be treated Also the imaging device for providing the second image is

typically a 3D-imaging device like a CT-scanner or an MRI scanner. The second
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image provides more recent information about the location and sizes of tissues
and structures in the body of the patient, preferably immediately prior to a
treatment session.

The improved system further comprises a positioning device such as a
treatment couch for holding the patient in a variable position and/or orientation
in the beam of radiation for an accurate intervention to a designated part of the
patient. The positioning device is controlled by an optimization controller
comprised in the improved system. The optimization controller is configured to
provide registration control data, 1.e. control data that controls the position
and/or orientation of the positioning device to guide the positioning device based
on the first image and the second image. The optimization controller comprises a
dose based control module that is configured to compute an optimized
repositioning of the patient by performing a dose-guided optimization. To that
end the dose based control module is configured to perform at least the following
operations.

It performs neuromorphic data processing operations to first image data
obtained from the first image to render first feature map data. It also performs
the same neuromorphic data processing operations to second image data obtained
from the second image to render second feature map data. Subsequently it
concatenates the first feature map data and the second feature map data to
provide concatenated feature map data. It then performs further neuromorphic
data processing operations to the concatenated feature map data to provide a
correction vector indicative for a required registration of the patient for dose
based optimization. The concatenated feature map data is for example a feature
map comprising both the first feature map data and the second feature map data.
Due to the fact that the steps of the method are performed in this order, i.e. first
respective feature map data is extracted from each image and the feature map
data so obtained is then concatenated it is rendered possible that the same
neural network architecture can be trained and used with different types of
images, such as CBCT/MRI. For this reason, registration between different image

types (CT+CBCT or CT+MRI) could be performed by the same neural network.
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As specified in more detail below, a dose based control module as specified
for the improved system can be easily trained to perform the registration in an
efficient manner.

In an embodiment, the improved system further comprises a geometry
based control module and a transformation module. The geometry based control
module is configured to perform a geometrical rigid registration to provide a first
estimate for a required registration of the patient based on the first image and
the second image. This geometrical rigid registration is based on a registration of
rigid structures in the body of the patient, such as bones, or markers that are
deliberately introduced at the time of planning the treatment. This geometrical
rigid registration would be sufficient in the hypothetical case that no
morphological changes occur in the body of the patient. In practice however, such
morphological changes do occur, for example due to change of weight and changes
in the size of the tumor to be treated. Accordingly, the geometry based control
module is provided in addition to the dose-based control module, but not as a
replacement. The registration provided by the geometry based control module is
however a first approximation that serves as a starting point for the dose-based
control module. To compensate for a correction that is already provided by the
first estimate, the transformation module is provided to transform either of the
first image or the second image to compensate for a difference in registration as
indicated by the first estimate. The dose based control module in this
embodiment of the improved system is configured to determine an estimate for a
required additional registration of the patient based on the first image and the
second image of which one is transformed. For example, the transformation
module transforms the second image in accordance with the first approximation
as if the registration of the patient were already corrected in accordance with the
first approximation, and the dose based control module determines the estimate
for the required additional registration correction on the basis of the first image
and the transformed second image. Alternatively, the transformation module
transforms the first image in accordance with the inverse of the transformation
specified by the first approximation, and the dose based control module

determines the estimate for the required additional registration correction on the
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basis of the inversely transformed first image and the second image. It is an
advantage of the embodiment of the improved system that further comprises a
geometry based control module and a transformation module as described above
that the dose based control module can be trained more easily. The geometry
based control module and transformation module can be implemented in a
straightforward manner requiring only modest computation effort.

In embodiments of the improved system the dose based control module
comprises a first and a second, mutually identical convolutional neuromorphic
processing branch, a neuromorphic concatenation stage and a fully connected
neuromorphic stage.

In these embodiments, the first convolutional neuromorphic processing
branch is configured to receive the first image data obtained from the first image
and to provide the first feature map data based on the received first image data.

The second convolutional neuromorphic processing branch is configured to
receive the second image data obtained from the second image and to provide the
second feature map data based on the received second image data. It is noted
that instead a single convolutional neuromorphic processing unit can be used in a
time shared manner for computation of the first feature map data and the second
feature map data from the first and the second image data respectively.

The neuromorphic concatenation stage is configured to receive the first
feature map data and the second feature map data and to provide the
concatenated feature map data based on the first feature map data and the
second feature map data.

The fully connected neuromorphic stage is configured to receive the
concatenated feature map data and to provide the correction vector indicative for
the correction in the registration.

In exemplary embodiments the mutually identical convolutional
neuromorphic processing branches each comprise a plurality of stages with a
convolutional neuromorphic layer. Typically the mutually identical convolutional
neuromorphic processing branches or the single convolutional neuromorphic
processing branch applied in a time-shared manner comprises up to ten stages,

e.g. b stages.
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In addition to a convolutional neuromorphic layer the stages may comprise

one or more of a batch normalization layer, an activation layer, e.g. a ReLLU layer,

for example a leaky ReL.U activation layer, a pooling layer, e.g. a max pooling

layer etc.

An embodiment of the improved system further comprises a third control

module that is configured to compute a correction vector for dose-guided

optimization by applying a gradient descent algorithm. Also in this embodiment

the dose based control module is optionally combined with the geometry based

control module.

In an example of this embodiment, the third control module comprises the

following components.

a)

b)

A transformation vector modifier configured to generate a set of
modified transformation vectors for each transformation vector at its
input.

An image transformation module that is configured to provide a set of
modified second images by transforming the second image in
accordance with respective modified transformation vectors of the set of
modified transformation vectors.

A dose simulation module configured to provide for each modified
second image an estimated spatial dose distribution.

A dose volume histogram computation module to compute an expected
dose volume histogram resulting for each estimated spatial dose
distribution.

An evaluation module to compute a quality measure that indicates the
expected quality of the treatment based on the computed expected dose
volume histogram for each estimated spatial dose distribution.

A gradient descent module to compute a single next iterated
transformation vector based on the respective values for the expected
quality determined for the modified transformation vectors of the set of

modified transformation vectors.

In operation the third control module iteratively computes a

transformation vector until further iterations do not result in a substantial
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increase of the quality measure. Alternatively a predetermined maximum
number of iterations may be specified. As a still further alternative the iteration
stops as soon as one of these two conditions is met.

The simulation module in this example may estimate the spatial dose
distribution with a Monte Carlo simulation.

The quality measure may additionally be based on an estimation of the
normal tissue complication probability (NTCP), indicative for a probability that
normal tissue is affected by the treatment. In an embodiment the third module
further comprises a treatment effect computation module that provides an
indication for this probability associated with the spatial dose distribution
estimated by the dose simulation module. In this computation the treatment
effect computation module may take into account one or more of RT-structure
information and information about prognostic factors. In this embodiment the
evaluation module is configured to compute the quality measure based on the
computed expected dose volume histogram and based on the estimation of the
normal tissue complication probability.

According to a second aspect of the present disclosure a training system for
training a dose based control module is provided that comprises.

a) a first input for receiving a first image of a patient, the first image
comprising tissue label data and dose specification data.

b) a second input for receiving a second image of the patient, the second
image including a designated part of the patient to be treated and being
taken at a point in time later than the first image.

¢) a third input to receive a Golden Truth (GT) indication of a transformation
vector specifying a correction of the position and/or orientation of the
patient with which a dose delivered to the patient optimally approximates
the dose as originally intended in accordance with the first image.

d) a transformation vector generator unit to generate a plurality of
transformation vectors.

e) an image transformation unit to obtain respective transformed second

images by applying the transformation vectors to the second image.
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1)

g)

h)

an addition unit which for each transformed second image computes the
corresponding GT-correction vector from the GT-indication of the second
image and the transformation vector with which the transformed second
image was obtained.

a loss computation module to determine for each transformed second
image a loss based on the difference between the GT-correction vector and
a correction vector estimated by the dose based control module when the
first image and the transformed second image are provided as input.

an update module for updating parameters of the dose based control

module based on the computed loss.

The update module is for example configured to update the parameters of the

dose based control module by a back propagation procedure.

In accordance with a third aspect of the present disclosure a method for

training a neuromorphic dose based control module 1s provided that comprises

the following operations.

a)

b)

d)

Providing a first image of a patient comprising tissue label data and dose
specification data.

Providing a second image of the patient including a designated part of the
patient to be treated, therewith also providing a Golden Truth (GT)
indication of a transformation vector specifying a correction (xc, yc, zc) of
the position and/or orientation of the patient with which a dose delivered
to the patient optimally approximates the dose as originally intended in
accordance with the first image.

Generating an augmented set of second images by applying mutually
different geometrical transformations, e.g. translations and/or rotations in
three dimensional space to the second image and for each species of the
augmented set of second images computing the Golden Truth for the
required correction from the GT-indication of the second image and the
transformation with which that species was obtained from the second
image.

With the dose based control module computing a respective output vector

indicative for a correction of the position and/or orientation of the patient
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for each pair of the first image and a species of the augmented set of

second images.

e) For each species of the augmented set of second images computing a loss
from the difference between the correction specified by the respective
output vector and the respective GT.

f) Updating parameters of the dose based control module to reduce the loss.
The training system according to the second aspect and training method
according to the third aspect enable an efficient training of the dose based control
module in that for each manually labeled second image a plurality of transformed
second images are automatically generated that are used for training.

It is noted that an exemplary embodiment of the improved position
correction system comprising the third control module is configured to update
parameters of the dose based control module based on a loss defined by a
difference between the correction vector determined by the third control module
and the correction vector determined by the dose based control module. The loss
defined by the difference is for example a distance measure, e.g. a block based
distance measure (I.1), an Euclidian distance measure (I.2) or an Lo distance
measure. This renders it possible to perform a further training of the dose based

control module even when it is already in use.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other aspects are shown in more detail with reference to the
drawings. Therein:

FIG. 1 schematically shows an embodiment of a system for positioning a
patient for treatment in a beam of radiation from a radiation source;

FIG. 2 shows a further embodiment;

FIG. 3 shows a component of that embodiment;

FIG. 4 shows an exemplary part of said component in further detail;

FIG. 5 schematically illustrates an embodiment of a method for training a
neuromorphic dose based control module;

FIG. 6 schematically shows an embodiment of a training system for

training the dose based control module;
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FIG. 7 shows a further embodiment of the positioning system;

FIG. 8 shows an exemplary component of said embodiment in more detail;

FIG. 9 schematically shows a further embodiment of the system;

FIG. 10A, 10B, 11A-11D and 12A — 12D show experimental date obtained
in the process of training the neural network of FIG. 4;

FIG. 13 shows further experimental data.

DETAILED DESCRIPTION OF EMBODIMENTS

FIG. 1 schematically shows a system 1 for positioning a patient for
treatment in a beam of radiation from a radiation source 5, for example a photon
radiation source or a proton radiation source in accordance with patient specific
data. The patient specific data includes a first image pCT of the patient that
comprises tissue label data and dose specification data. As shown in FIG. 1, the
system comprises an imaging device 2, a positioning device 3, and an
optimization controller 4.

The positioning device 3, such as a robotic couch, is provided for holding
the patient in a variable position in the beam of radiation from the radiation
source 5 for an accurate intervention to a designated part of the patient.

The patient specific data is provided by an oncologist before the treatment
of the patient and typically specifies a series of treatment sessions over a period
of time. In accordance therewith the radiation source 5 is configured to issue a
controlled beam of radiation with a predetermined distribution for a
predetermined time.

Therewith it is necessary to properly register the patient. That is, the
patient must be properly positioned in the beam of radiation. For that purpose
the imaging device 2 is configured to provide a second image rCT of the patient
that includes a designated part of the patient to be treated.

The optimization controller 4 is configured to provide positioning control
data AP to guide the positioning device 3 based on the first image pCT and the

second image rCT.
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One approach is to register the patient such that positions of rigid
structures in the body, such as bone tissue or markers identified in the second
image match those of the positions in the first image pCT.

It is however not necessarily sufficient to simply position the patient in
exactly the orientation as foreseen by the oncologist while preparing the
treatment. This is due to the fact that the distribution of tissues of the body of
the patient may have changed in the time interval between the date of the
preparation of the treatment and the date of a treatment session. It may for
example be the case that the patient has lost or gained weight or that the tumor
which is treated has shrunken or instead increased in size.

As shown in more detail in FIG. 2, to take into account such morphologic
changes in time, the optimization controller 4 comprises a dose based control
module 41 that is configured to compute a registration of the patient so that the
applied dose optimally matches the dose as specified by oncologist in the
treatment plan.

As shown in FIG. 3, in operation the dose based control module 41
performs neuromorphic data processing operations to first image data obtained
from the first image pCT to render first feature map data F1. The dose based
control module 41 in operation also performs the same neuromorphic data
processing operations to second image data obtained from a second image rCTq
to render second feature map data F2. The first image pCT and second image
rCTq comprise voxelized volumetric x-ray data in DICOM files of CT modality.

Subsequent to these operations it concatenates the first feature map data
F1 and the second feature map data F2 to provide concatenated feature map data
Fc. Then it performs further neuromorphic data processing operations to the
concatenated feature map data Fc to provide a correction vector APd indicative
for a required repositioning of the patient for dose based optimization.

In an embodiment the dose based control module 41 is configured to
perform the specified operations with a suitably programmed general purpose
processor. In the embodiment of FIG. 3, the dose based control module 41

comprises a first convolutional neuromorphic processing branch 411,
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a second convolutional neuromorphic processing branch 412 identical to the first
convolutional neuromorphic processing branch 411, a neuromorphic
concatenation stage 413 and a fully connected neuromorphic stage 414.

The first convolutional neuromorphic processing branch 411 is configured
to receive the first image data obtained from the first image pCT and to provide
the first feature map data F1 based on the received first image data. The second
convolutional neuromorphic processing branch 412 is identical to the first
convolutional neuromorphic processing branch 411 and is configured to receive
the second image data obtained from the second image rCT and to provide the
second feature map data F2 based on the received second image data. The
neuromorphic concatenation stage 413 is configured to receive the first feature
map data F1 and the second feature map data F2 and to provide concatenated
feature map data Fc based on the first feature map data and the second feature
map data. The fully connected neuromorphic stage 414 is configured to receive
the concatenated feature map data Fc and to provide the output vector APd
indicative for the correction in the registration.

Referring again to FIG. 2, it is shown therein that the system 1 for
positioning further comprises a geometry based control module 42 and a
transformation module 43.

In operation, the geometry based control module 42 performs a geometrical
rigid registration to provide a first estimate APg for a required repositioning of
the patient based on the first image pCT and the second image rCT. In the
embodiment shown, the transformation module 43 in operation transforms the
the second image to compensate for a difference in registration as indicated by
the first estimate APg. The dose based control module 41 in operation then
determines an estimate APd for a required additional repositioning of the patient
based on the first image pCT and the transformed second image rCTg. In the
example shown the dose based control module 41 adds (adder 45) the first
estimate APg from the geometry based control module 42 and the estimate APd
from the dose based control module 41 to compute the positioning control data AP

for guiding the positioning device.
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In an alternative embodiment the dose based control module 41 directly
computes the positioning control data AP from the first image pCT and the
second image rCT. This has the advantage that the transformation module 43
and the adder 45 are not required, which simplifies the system 1. The
embodiment of the system as it is shown in FIG. 2 however has the advantage
that training of the dose based control module 41 is simplified.

An exemplary structure of a convolutional neuromorphic processing unit 6
which may be used both for the convolutional neuromorphic processing branch
411 and the convolutional neuromorphic processing branch 412 is shown in FIG.
4. In the embodiment shown, the convolutional neuromorphic processing unit 6
comprises a plurality n of convolutional neuromorphic processing layers
6_1,...,6_n, for example a few to a few tens of layers. In the example shown, the
selected value for n is equal to 5. Furthermore, in the example shown, a
convolutional neuromorphic processing layer comprises a 3D-convolutional layer
611, a batch normalization layer 612, an activation layer 613, for example a
ReL.U activation layer, such as a leaky ReLLU activation layer and a 3D-Pooling
layer 614, for example a Max Pooling layer. By way of example, the 3D-
convolution window of the 3D-convolutional layers 611 has a size of 3x3x3 voxels,
and the window used by the 3D-Pooling layers 614 has a size of 2x2x2 voxels. In
this example, the window sizes are the same for all convolutional neuromorphic
processing layers, but this is not necessary. In the example shown the 3D-
convolutional layer 611 of the first convolutional neuromorphic processing layer
6_1 has 8 filters, and the 3D-convolutional layer 611 of each subsequent
convolutional neuromorphic processing layer has twice the number of filters of
the preceding one. Therewith the convolutional neuromorphic processing unit 6
provides at its output a 128-dimensional feature vector.

FIG. 5 schematically illustrates a method for training the neuromorphic
dose based control module 41. As shown therein, the method comprises the
following operations.

First volumetric image data, e.g. planning CT image data pCT of a
predetermined planning CT image is provided in step S1 to the first

convolutional neuromorphic processing branch 411.
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Second volumetric image data, for example from a predetermined repeated
CT image data is provided is step S2 and an augmented set of predetermined
second image data {rCT1,... rCTn} is obtained in step S3 by applying mutually
different transformations {AP1,..., APn} in three dimensional space to the
predetermined repeated CT image rCT. In addition the Golden Truth {APgl1,...,
APgn} for the required correction for each species of the augmented set of second
images is computed from the GT indication of the second image and the
transformation applied to that species.

In other examples the volumetric image data is synthetic CT (sCT) image
data, e.g. based on CBCT or MRI.

Each of the second image data {rCT1,...,rCTn} is then provided in step S4
to the convolutional neuromorphic processing branch 412.

As a result, the dose based control module 41 computes for each pair of
first image data pCT and a species rCTi of the augmented set of second image
data an output vector {APol,..., APon} that is indicative for a correction in the
registration.

In step S5 for each pairi aloss Li is computed from the difference between
the correction specified by the output vector APoi computed by the dose based
control module 41 and the respective GT APgi for that pair.

The weights of the first and the second, mutually identical convolutional
neuromorphic processing branch 411, 412, the neuromorphic concatenation stage
413 and the fully connected neuromorphic stage 414 are then updated in step S6
to minimize the loss Li, for example using backpropagation.

FIG. 6 schematically shows a training system for training the dose based
control module 41. As shown in FIG. 6, the training system comprises a first
input IP for receiving a first image of the patient, in this case a planning CT
image pCT comprising tissue label data and dose specification data. The training
system also comprises a second input IR for receiving a second image rCT of the
patient. The second image rCT includes a designated part of the patient to be
treated and is taken at a subsequent point in time. An oncologist H determines
which correction, e.g. a position correction (xc, yc, zc) of the patient is necessary

to optimally deliver the dose as originally intended by the treatment plan. A



10

15

20

25

30

WO 2023/163589 PCT/NL2023/050085
15

transformation vector generating unit 10 generates a plurality of
transformations, e.g. translations (xi, yi, zi) to be applied to the second image
rCT by an image transformation unit 12 to obtain transformed second images
rCTi. The correction (xc, yc, zc) is taken as the Ground Truth (GT) value of the
correction that is optimal for the second image rCT. Based on this GT value and
the known transformation applied to the second image rCT to obtain the
translated second images rCTi, the addition unit 14 computes the corresponding
GT-value (xcj, ycj, zc)) for each transformed second image rCTi. The dose based
control module 41 that is to be trained compares each translated second image
rCTj with the first image pCT and estimates the required correction vector (xoj,
y0j, z0j). The loss computation module 16 determines the difference between the
estimated correction vector (xo0j, yoj, zoj) and the corresponding GT-value (xcj, ycj,
zcj) and outputs a Loss value Lj, for example a value indicative for a distance
between the estimated correction vector (xoj, yoj, zoj) and the corresponding GT-
value (xcj, ycj, zcj) in the space defining the translation vector. The distance
measure is for example a Manhattan distance, an Euclidian distance or an Loc
measure. The current network parameters of the dose based control module 41
are then updated so as to minimize the loss, for example using back propagation.

FIG. 7 shows a further embodiment of the positioning system that further
comprises a third control module 44 configured to compute a complete dose-
guided optimization by applying a gradient descent GD algorithm. The third
control module 44 receives a output vector AP0 indicative for a correction in the
registration as computed by the dose based control module 41. In an alternative
embodiment the input of the third control module 44 is the output AP as
computed in the embodiment shown in FIG. 2.

FIG. 8 shows an embodiment of the third control module 44 in more detail.
As shown in that embodiment, a transformation vector modifier 440 is provided
that generates a set of modified transformation vectors {APj1,..., APjn} for each
transformation vector APj at its input. Accordingly, for the transformation vector
APO received from the dose based control module 41 it generates the set of
modified transformation vectors {APO1,..., APOn}. The image transformation

module 441 provides a set of transformed second image data {rCTjl, ..., rCTjn}.
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Each species of modified second image data rCTjk is obtained by transforming
the second image data (rCT) in accordance with a respective modified
transformation vector APjk.

Based on the predetermined radiation therapy plan (RT-plan), a dose
simulation module 442 then provides for each modified repeated CT image data
rCTjk an estimated spatial dose distribution Djk. The simulation module 442 for
example uses a Monte Carlo simulation to estimate the spatial dose distribution
Djk.

For each of the estimated spatial dose distributions Djk a treatment effect
computation module 443 computes an indication NTCPjk of the effect of the
estimated spatial dose distribution on the patient. This computation takes into
account RT-structure information and information about prognostic factors.

In addition a dose volume histogram (444) computation module computes
for each estimated spatial dose distributions Djk an expected dose volume
histogram DVHjk taking into account RT-structure information.

An evaluation module 445 computes an overall quality measure Qjk that
indicates the expected quality Qjk of the treatment based on the computed
indications NTCPjk and DVHjk for the estimated spatial dose distributions Djk.

The gradient descent module 446 computes a single next iterated
transformation vector APj+1. To that end the gradient descent module 446
determines which direction in the space wherein the transformation vector is
defined results in the highest improvement of the expected quality.

By way of example, in case the transformation vector APj comprises the
components (Axj, Ayj, Azj), the transformation vector modifier 440 may generate a
set of modified transformation vectors {APj1,..., APjn}, wherein the modified
transformation vector has components (Axj+dxk, Ayj+dyk, Azj+dzk), wherein the
displacements dxk, dyk, dzk are uniformly distributed in a volume centered
around the origin in the space of the transformation vector. The gradient descent
module 446 may then select as the next iterated transformation vector APj+1 the
one of the modified transformation vectors APjk corresponding to the highest

value for Qjk.



10

15

20

25

30

WO 2023/163589 PCT/NL2023/050085
17

In the embodiments described above, it is presumed that the
transformation vector space is a three-dimensional space. The transformation
vector in that case is a three-dimensional vector in the mutually orthogonal
spatial directions x,y,z. In these embodiments the dose based control module (41)
is configured to provide positioning control data AP a three-dimensional control
vector that causes the positioning device to assume a corrected position in the
three-dimensional space. In practice already substantial improvements are
achieved therewith. In other embodiments the transformation vector is a higher
dimensional vector that not only comprises components for the spatial directions
X,y,z, but also comprises one or more components related to the orientation in
space. In these other embodiments the dose based control module 41 is not only
configured to provide positioning control data to cause the positioning device to
assume a corrected position in the three-dimensional space, but the dose based
control module 41 is also configured to provide orientation control data to cause
the positioning device to assume a corrected orientation in the three-dimensional
space. Therewith a further improvement of dose control is possible.

FIG. 9 schematically shows a further embodiment of the system. As in the
embodiment of FIG. 2, a geometry based control module 42 is included. In this
embodiment the geometry based control module 42 provides its computed
correction vector APg to the input of the dose based control module 42 as well as
to the input of the further control module 44. Based on the correction vector APg
provided at their respective inputs the dose based control module 42 and the
further control module 44 each compute a correction vector AP0, APg respectively
for dose based positioning. A quality assessment module 46 additionally
comprised in this embodiment of the system compares the correction vector APg
computed by the further control module 44 with the correction vector AP0
computed by the dose based control module 42. Based on the comparison the
quality assessment module 46 determines a final correction vector APf, and the
system positions the patient according to the final correction vector APf so

obtained.

EXPERIMENTAL RESULTS
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In a first experiment the neural network as shown in and described with
reference to FIG. 3 was trained for the purpose of providing a geometry based

correction vector.

A first test was performed with one patient image pair (pCT + rCT). The rCT-
image was augmented 1000x by applying synthetic shifts between -10 and 10cm

over the x, y and z directions.

Results of the training process are shown in FIG. 10A and 10B.

FIG. 10A and 10B respectively show the training loss expressed as the mean
square error (MSE) and the mean absolute error (MAE) as a function of the
number of training epochs. Upon completion of the training the neural network
estimated the geometrically based correction vector with a Mean Absolute Error

of less than 1 mm for all axis.

In a second experiment a second training/validation set was used where data
from 45 patients was used. Each patient had one pCT and 5 repeated CTs, for a
total of 225 image pairs. These images were then augmented x5 with synthetic
shifts of -5 to +5 ¢cm in x, y and z axis. The total number of images used was 1125
images.

Results of the training process are shown in FIG. 11A — 11D.

FIG. 11A and 11B respectively show the training loss expressed as the mean
square error (MSE) and the mean absolute error (MAE) as a function of the
number of training epochs during a short training period (100 epochs).

FIG. 11C and 11D respectively show the training loss expressed as the mean
square error (MSE) and the mean absolute error (MAE) as a function of the
number of training epochs during a long training period (600 epochs). Upon
completion of the long training period the neural network estimated the
geometrically based correction vector with a Mean Absolute Error of less than 3

mm for all axis.
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In a third experiment the neural network as shown in and described with
reference to FIG. 3 was trained for the purpose of providing a dose based
correction vector. In this case, a daily dose is first evaluated at the current
patient position in the rCT images. Then, the network is trained with the
planning dose and daily dose in order to optimize a translational shift previously
obtained by gradient descent.

Results of the training process are shown in FIG. 12A — 12D.

FIG. 12A and 12B respectively show the training loss expressed as the mean
square error (MSE) and the mean absolute error (MAE) as a function of the
number of training epochs during a short training period (30 epochs).

FIG. 12C and 12D respectively show the training loss expressed as the mean
square error (MSE) and the mean absolute error (MAE) as a function of the
number of training epochs during a long training period (80 epochs). Upon
completion of the long training period the neural network estimated the dose
based correction vector with a Mean Absolute Error of less than 1.2 mm for all
axis. In any case a relatively modest number of training examples is sufficient for
the network which is already trained to compute a geometry based correction as

training does not need to start from scratch.

FIG. 13 shows a comparison of the computation speed involved in three
approaches to achieve a dose-based optimization. The comparison was performed
for 10 head and neck cancer patients previously treated with proton radiotherapy
at the GPTC. For each patient, these computations require imaging data
(planning CT and repeated CTs, segmentation files) and treatment data
(radiotherapy plan) in DICOM format.
The three approaches comprise:
1) The RS-MC dose engine from RaySearch’s Treatment Planning System
(TPS) software called RayStation.
2) The gradient descent method when using the fast Monte Carlo code called
gPMC, which has been developed at the Massachusetts General Hospital
(MGH). This is a GPU based dose engine for proton therapy which focuses

on dose and LET calculations only.
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3) The computation by the CNN as specified with reference to FIG. 4.
For each patient the left column shows the computation time involved
The computation according to approaches 1 and 2 were performed with
the GPU-based clinical RayStation client configuration comprising:

0 12 physical cores dual socket Intel 2.6GHz CPUs
0 NVIDIA RTX8000 GPU

0 48 GB DDR3 ECC RAM

0 2x 150 SSDs in RAID 1

The CNN based optimization was performed with the CNN of FIG. 4
implemented on the clinical QA platform server at the GPTC, comprising:
0 24 physical cores dual socket Intel 3.0GHz CPUs

0 2x NVIDIA GTX 1080 GPUs

0 64 GB DDR4 RAM

0 4x 250 GB SSDs

FIG. 13 shows for each patient the computation times involved with the

approaches 1), 2) and 3) respectively.

The results are summarized in the following table

Approach Tmin (min) Tmax (min) Tav (min)
RS-MC 32 65 45

gMC 4 8 6

CNN 1 1 1

In summary it can be seen that a very fast dose based optimization is achieved

with the CNN-based method (3). Even if the CNN-based computation were

performed with the GPU-based clinical RayStation client configuration it would

still be significantly faster than the RS-MC based method. The optimization

result obtained by this method (3) can be independently verified with the gMC
based approach (2), which also is substantially faster than the RS-MC based
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approach. Therewith also the verified optimization result can be achieved

substantially faster than is possible with the RS-MC based approach.
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CLAIMS

1. A system (1) for positioning a patient for treatment in a beam of radiation
in accordance with patient specific data including a first image (pCT) of the
patient comprising tissue label data and dose specification data, the system
comprising:

an imaging device (2) configured to provide a second image (xCT) of the
patient including a designated part of the patient to be treated;

a positioning device (3) for holding the patient in a variable position and/or
orientation in the beam of radiation for an accurate intervention to a designated
part of the patient; and

an optimization controller (4) configured to provide registration control
data (AP) to guide the positioning device (3) based on the first image (pCT) and
the second image (rCT); wherein the optimization controller (4) comprises a dose
based control module (41) configured to compute an optimized registration of the
patient by performing a dose-guided optimization,

the dose based control module being configured to:

perform neuromorphic data processing operations to first image data
obtained from said first image (pCT) to render first feature map data (F1);

perform said neuromorphic data processing operations to second image
data obtained from said second image (rCT) to render second feature map data
(F2);

concatenate the first feature map data (F1) and the second feature map
data (F2) to provide concatenated feature map data (Fc);
perform a further neuromorphic data processing operations to the concatenated
feature map data (Fc) to provide a correction vector indicative for a required
registration of the patient for dose based optimization,
characterized in that the system comprises a further control module (44)
configured to compute a correction vector for dose-guided optimization by
applying a gradient descent (GD) algorithm,

the further control module (44) comprising:
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a transformation vector modifier (440) to generate a set of modified
transformation vectors ({APj1,..., APjn}) for each transformation vector
(APj) at its input;

an image transformation module (441) to provide a set of modified
second images ({rCTj1, ..., rCTjn}) by transforming the second image (xrCT)
in accordance with respective modified transformation vectors (APjk) of the
set of modified transformation vectors ({APj1,..., APjn});

a dose simulation module (442) to provide for each modified second
image (rCTjk) an estimated spatial dose distribution (Djk);

a dose volume histogram (444) computation module to compute an
expected dose volume histogram (DVHjk) resulting for each estimated
spatial dose distribution (Djk);

an evaluation module (445) to compute a quality measure (Qjk) that
indicates the expected quality (Qjk) of the treatment based on the
computed expected dose volume histogram (DVHjk) for each estimated
spatial dose distribution (Djk);

a gradient descent module (446) to compute a single next iterated
transformation vector (APj+1) based on the respective values for the
expected quality (Qjk) determined for the modified transformation vectors

(APjk) of the set of modified transformation vectors ({APj1,..., APjn}).

2. The system (1) according to claim 1, further comprising:

a geometry based control module (42) to perform a geometrical rigid
registration to provide a first estimate (APg) for a required registration correction
of the patient based on the first image (pCT) and the second image (xrCT),

a transformation module (43) to transform either of the first image or the
second image to compensate for a difference in registration as indicated by the
first estimate (APg),

wherein the dose based control module (41) is configured to determine an
estimate (APd) for a required additional registration correction of the patient
based on the first image (pCT) and the second image (rCT) of which one is

transformed.
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3. The system according to claim 1 or 2, wherein the dose based control
module (41) comprises:

a first convolutional neuromorphic processing branch (411) being
configured to receive the first image data obtained from the first image (pCT) and
to provide the first feature map data (F'1) based on said received first image data,

a second convolutional neuromorphic processing branch (412) identical to
the first convolutional neuromorphic processing branch (411) and being
configured to receive the second image data obtained from the second image
@CT) and to provide the second feature map data (F2) based on said received
second image data,

- a neuromorphic concatenation stage (413) being configured to receive the
first feature map data (F1) and the second feature map data (F2) and to provide
the concatenated feature map data (Fc) based on the first feature map data and
the second feature map data;

- a fully connected neuromorphic stage (414) being configured to receive the
concatenated feature map data (Fc) and to provide the correction vector (APd)

indicative for the correction in the registration.

4, The system according to claim 3, wherein the mutually identical
convolutional neuromorphic processing branches (411, 412) each comprise a

plurality of stages (6_1,...,6_n) with a convolutional neuromorphic layer (611).

5. The system according to claim 4, wherein each stage (6_1,...,6_n) of the
convolutional neuromorphic processing branches comprises a batch

normalization layer (612).

6. The system according to claim 4 or 5, wherein each stage (6_1,...,6_n) of
the convolutional neuromorphic processing branches comprises a leaky ReLU

activation layer (613).
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7. The system according to claim 4, 5 or 6, wherein each stage (6_1,...,6_n) of
the convolutional neuromorphic processing branches comprises a pooling layer

(614).

8. The system according to claim 5, wherein the pooling layer (614) is a max

pooling layer.

9. The system according to one of the preceding claims , wherein the
simulation module (442) estimates the spatial dose distribution (Djk) with a

Monte Carlo simulation.

10.  The system according to any of the preceding claims, further comprising a
treatment effect computation module (443) to provide an estimation of the
normal tissue complication probability (NTCPjk) associated with each estimated
spatial dose distribution (Djk) on the human body, taking into account one or
more of RT-structure information and information about prognostic factors
wherein the evaluation module (445) is configured to compute the quality
measure (Qjk) based on the computed expected dose volume histogram (DVHjk)

and based on the estimation of said probability.

11. The system according to any of the preceding claims, being configured to
update parameters of the dose based control module (41) based on a loss defined
by a difference between the correction vector determined by the third control
module (44) and the correction vector determined by the dose based control

module (41).

12. The system according to any of the preceding claims, wherein the further
control module (44) is configured to receive the correction vector (AP0) provided
by the dose based control module (41) at its input and wherein the system is
configured to position the patient according to the correction vector computed by

the further control module.
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13. The system according to claim 2, wherein the further control module (44) is
configured to receive the correction vector (APg) provided by the geometry based
control module (42) at its input, the system further comprising a quality
assessment module (46) to compare the correction vector computed by the further
control module (44) with the correction vector computed by the dose based control
module (42), wherein the system is configured to position the patient according to
a correction vector (APf) determined by the quality assessment module (46) based

on the comparison.

14. A training system for training a dose based control module (41)
comprising:

a first input (IP) for receiving a first image (pCT) of a patient, the first
image comprising tissue label data and dose specification data;

a second input (IR) for receiving a second image (xCT) of the patient, the
second image (rCT) including a designated part of the patient to be treated and
being taken at a point in time later than the first image;

a third input (H) to receive a Ground Truth (GT) indication of a
transformation vector specifying a correction (xc, yc, zc) of the position and/or
orientation of the patient with which a dose delivered to the patient optimally
approximates the dose as originally intended in accordance with the first image;

a transformation vector generator unit (10) to generate a plurality of
transformation vectors (xi, yi, zi);

an image transformation unit (12) to obtain respective transformed second
images (rCTi) by applying the transformation vectors (xi, yi, zi) to the second
image (rCT);

an addition unit (14) which for each transformed second image (*CTi)
computes the corresponding GT-correction vector (xcj, ycj, zcj) from the GT-
indication of the second image (xCT) and the transformation vector (xi, yi, z1)
with which the transformed second image (*CTi) was obtained;

a loss computation module (16) to determine for each transformed second

image a loss based on a difference between the corresponding GT-correction
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vector and the correction vector (xoj, yoj, zoj) estimated by the dose based control
module when the first image and the transformed second image are provided as
input;

an update module (18) for updating parameters of the dose based control

module (41) based on the computed loss.

15. A method for training a neuromorphic dose based control module (41),
comprising:

Providing (S1) a first image (pCT) of a patient comprising tissue label data
and dose specification data;

Providing (S2) a second image (xCT) of the patient including a designated
part of the patient to be treated, therewith also providing a Ground Truth (GT)
indication of a transformation vector specifying a correction (xc, yc, zc) of the
position and/or orientation of the patient with which a dose delivered to the
patient optimally approximates the dose as originally intended in accordance
with the first image;

Generating (S3) an augmented set of second images ({rCT1,...,rCTn}) by
applying mutually different geometrical transformation {AP1,..., APn} in three
dimensional space to the second image (*CT) and for each species of the
augmented set of second images computing the Ground Truth for the required
correction from the GT indication of the second image and the transformation
applied to that species;

With the dose based control module (41) computing (S4) a respective
output vector {APol,..., APon} indicative for a correction (xc, yc, zc) of the position
and/or orientation of the patient for each pair of the first image (pCT) and a
species (rCTi) of the augmented set of second images ({rCT1,...,rCTn});

For each species (rCTi) of the augmented set of second images
({rCT1,...,xCTn}) computing (S5) a loss (Li) from the difference between the
correction specified by the respective output vector and the respective GT;

Updating (S6) parameters of the dose based control module (41) to reduce the loss
@La).
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